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Abstract
Quantum communication capacities refer to the maximum amount of quantum informa-
tion that can be reliably transmitted through a noisy communication channel. However,
evaluating these capacities for many quantum channels is challenging due to the super-
additivity phenomenon. In this thesis, we tackle this problem by proposing the design of
multiple degradable extensions for different important discrete and continuous variable
channels. By introducing these extensions, we can establish upper bounds on the quan-
tum and private capacities of the original channels. These extended channels often rely
on a set of sufficient conditions that determine the degradability of flagged extensions,
which are channels formed as convex combinations of other channels with some side in-
formation, commonly referred to as flags. Verifying these conditions is straightforward
and greatly simplifies the process of constructing degradable extensions. This approach
not only provides a practical solution for estimating the capacities of realistic channels
but also enhances our understanding of their behavior in terms of degradability. We
apply this technique to both discrete and continuous variable channels, expanding its
applicability across different scenarios.
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Chapter 1

Introduction

Studying Communication (from Latin: communicare, meaning "to share") in a world in
which everything is connected is of great importance. In common use, communication
refers to the propagation of information, and as usual in physics we find mathematical
models to describe this phenomena. Claude Shannon, a father of classical information
theory, by modelling the propagation of information in the noisy environment, found the
ultimate rate of transmission of information [Sha48]. Being one of the most cited scien-
tific papers of all time, the work of Shannon had an immense impact on the development
of communication technology, in fact almost any communication device that we use is
based on his work.
In the scenario proposed by Shannon, the messages are encoded to bits of information,
and are transmitted through a noisy medium called as channels, then the receiver de-
codes the information to recover the original messages. Surprisingly, he showed that the
optimal rate of transmission over many uses of the channel is equal to the maximization
of an entropic function, mutual information, over one channel use (This is usually called
as single letter formula since it only involves optimization on one channel use). This fact
makes the evaluation of the optimal rate computationally feasible.
Analogously, quantum Shannon theory [Wil17; Hol19] provides a characterization of
the maximum achievable transmission rates (capacities) for classical or quantum data
through a quantum channel, as maximizations of entropic functionals. In contrast to the
classical case, in most cases available characterizations capacities cannot be computed al-
gorithmically, since they involve a limit of an infinite sequence of optimization problems,
one for any number of uses of the channel. Superadditivity of quantum entropic func-
tionals makes such regularization necessary [SS96; DSS98; SS07; FW08; Has09; SSY11;
LLS18a; BL20; SG21; Sid20b; Sid20a; NPJ20], and can hinder the evaluation of capaci-
ties even for simple fundamental channels.
As Shannon probably could not imagine the impact of his work in scientific and tech-

1



Chapter 1. Introduction 2

nological advancement, it is likely that we are not yet fully aware of the influence of
quantum communication and quantum Shannon theory on the future of communication
too. In quantum communication, the promising progress in the field transformed the
academic research into almost a commercial technology. In fact, we had never been this
close to realizing commercial quantum communication technology, therefore this is the
right moment to study it. With this motivation, in the presented thesis we address the
long standing open problem of quantum Shannon theory, namely finding the quantum
and private capacity of quantum channel. Quantum and private capacity determine the
optimal transmission rates of quantum states and private classical information over a
quantum channel, and they are characterized as optimization of the coherent informa-
tion and the private information, respectively [Wil17].
As mentioned before, due to the superadditivity phenomena, it is hard to get a single
letter formula for the quantum and private capacity, therefore computing them in the
general case is computationally demanding. However, it is important to improve our
best understanding of the capacities of channels of physical interest. in fact, there is
a series of work to estimate, upper and lower bound, the quantum and private capac-
ity [DSS98; AC97; Bru+98; Rai99; Cer00; Rai01; SS07; FW08; Smi08; SSW08; SS08;
Ouy14; Sut+17; LDS18; LLS18b; BL21], and etc. Most of our results in the thesis,
contribute to this literature.
A standard strategy to upper bound the quantum and private capacity of channels is to
design extended channels, channels which can be reduced to the original channel after
pre or post-processing operations, with known (or computable) capacities. Degradable
channels are an important class of channels for which the quantum and private capacity
can be calculated. In the literature many works used this strategy, designing degradable
extensions, to upper bound the quantum and private capacity [SS08; Sut+17; RMG18;
LLS18b]. In this thesis most of the results to upper bound the quantum and private
capacity is based on the same strategy. We use a particular class of degradable exten-
sion known as flagged channels to bound the capacities. The idea was first introduced
in [SS08] where the authors extended depolarizing channel by introducing an ancillary
system which gives some side information about the Kraus operator acting on the input
state. In [SS08] the ancillary states, known also as flag states, are in different orthog-
onal states, and the proof of degradablity is quite straightforward. We generalized this
method to flagged extensions with non orthogonal flags which results to better bounds
and more accurate estimation of capacities [FKG20; FKG21; KFG22].

1.1 Outline

The presented thesis is divided into two parts. In the first three chapters, we briefly
review the fundamental concepts in quantum information and communication. In the
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remaining four chapters, we present the our results during my Ph.D, which are mostly
about estimating, more precisely upper bounding, the quantum and private capacity of
quantum channels.
Here, we present a more detailed presentation of each chapter.

1.1.1 Chapter 2: Quantum States, Measurement, and Channels

In chapter 2 we review the basic notions in quantum mechanics and quantum information,
and present the notation that we used throughout the thesis.
More specifically, we first present Dirac notation, then study quantum states, quantum
measurements, and quantum channels. Then in the end we briefly review an important
class of quantum channels, namely Pauli channels.

1.1.2 Chapter 3: Quantum Shannon Theory

Quantum Shannon theory is a central topic throughout the thesis, and we devoted a
chapter to discuss the fundamental concepts. We start this chapter by reviewing Von
Neumann entropy and some of its properties. Then we define capacities of quantum chan-
nels, namely classical capacity, Entanglement assisted classical capacity, private capacity,
quantum capacity, and discussed the superadditivity phenomena. In the last section of
chapter 3, we discuss the previous bounds on private and quantum capacity.

1.1.3 Chapter 4: Continuous Variable Systems

Continuous variable systems, and in particular Gaussian systems are of a great impor-
tance to realize quantum communication protocols. Therefore, we dedicated a chapter
to review it and establish the notation we use for Gaussian systems. More precisely, in
the first two sections we presented some important definitions such as position and mo-
ment operators, canonical commutation relation, displacement operator, creation, and
annihilation operators. Then we present three equivalent characterizations of Gaussian
states:

• Thermal states of second order Hamiltonian.

• Characterization of Gaussian states using first and second moments.

• Using the characteristic function

In the last section of chapter 4 we present the most general characterization of Gaussian
channels and some useful theorems about maximizing coherent information of degrad-
able Gaussian channels. The material presented in this chapter are used extensively in
chapters 7 and 8.
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1.1.4 Chapter 5: Optimal Subtracting Machine

This chapter is based on

• Farzad Kianvash, Marco Fanizza, and Vittorio Giovannetti. “Optimal quantum
subtracting machine”. In: Physical Review A 99.5 (2019), p. 052319. doi: 10.
1103/PhysRevA.99.052319. arXiv: 1811.07187

We studied the impossibility of undoing the mixing of a quantum message with an un-
known quantum state. After proving the no go theorem, we found the optimal machines
to undo the mixing process for pure qubit states. We considered the the scenario of
having different copies of the mixed state and unknown states, and for each case, using
the symmetries of the problem, we calculated the optimal fidelity. We used analytical
methods for determining the optimal machine for few copies and numerical ones when
the number of copies, and consequently the number of parameters, are larger.
This problem can be seen also from quantum communication point of view: The noisy
signal is the mixed state and we have some quantum information i.e. copies of the
unknown state about the noise to recover the original message.

1.1.5 Chapter 6: Degradable Flagged Extensions: Discrete Chan-
nels

This chapter is based on the following two articles

• Marco Fanizza, Farzad Kianvash, and Vittorio Giovannetti. “Quantum Flags and
New Bounds on the Quantum Capacity of the Depolarizing Channel”. In: Physical
Review Letters 125.2 (2020), p. 020503. doi: 10.1103/PhysRevLett.125.020503.
arXiv: 1911.01977

• Farzad Kianvash, Marco Fanizza, and Vittorio Giovannetti. “Bounding the quan-
tum capacity with flagged extensions”. In: Quantum 6 (2022), p. 647. doi: 10.
22331/q-2022-02-09-647

In this chapter, we introduce a general technique to design degradable extension of con-
vex combination of quantum channels. This particular degradable extension, flagged
channels, are constructed by introducing an ancillary system, flag state, that gives some
quantum information about which channel in the convex combination acts on the input
system. We apply this method to a wide variety of qudit channels of interest and find
new upper bounds for their quantum and private capacity. In particular, d-dimensional
depolarizing, BB-84, and generalized amplitude damping channel are studied.

https://doi.org/10.1103/PhysRevA.99.052319
https://doi.org/10.1103/PhysRevA.99.052319
https://arxiv.org/abs/1811.07187
https://doi.org/10.1103/PhysRevLett.125.020503
https://arxiv.org/abs/1911.01977
https://doi.org/10.22331/q-2022-02-09-647
https://doi.org/10.22331/q-2022-02-09-647
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1.1.6 Chapter 7: Degradable Extension: Gaussian channels

This chapter is based on the following article

• Marco Fanizza, Farzad Kianvash, and Vittorio Giovannetti. “Estimating Quantum
and Private Capacities of Gaussian Channels via Degradable Extensions”. In: Phys.
Rev. Lett. 127 (21 2021), p. 210501. doi: 10.1103/PhysRevLett.127.210501

Chapter 7 is dedicated to the study of upper bounds on the quantum and private capacity
of some Gaussian channels which model real quantum communication channels, namely
thermal attenuator, thermal amplifier, and additive Gaussian noise. First, we generalize
the flagged channel technique introduced in chapter 6 to the continuous variable chan-
nel, and upper bound the capacities of additive Gaussian noise. Then we combine this
result with some information processing inequality to bound the capacities of thermal
amplifier. In the last part, we the bound the capacities of thermal attenuator by design a
degradable extension, and calculating its quantum capacity. The presented upper bounds
beat the previous results in the following parameter regions: low temperature and high
transmissivity for the thermal attenuator, low temperature for additive Gaussian noise,
high temperature and intermediate amplification for the thermal amplifier.

1.1.7 Chapter 8: Improving Bounds for Thermal Attenuator Using
Decomposition Rules

We improve the previous bound for the quantum and private capacity of thermal attenu-
ator using information processing inequalities. Thermal attenuator with fixed transmis-
sivity and average bath energy can be written as the composition of thermal amplifier
and thermal attenuator with different parameters. Such information processing inequal-
ities, decomposition rules, are often used to find the bounds but had never been used to
the fullest extent. In chapter 8, we consider them in the most general form and improve
the previous bounds bounds for thermal attenuator. In addition, we show that any given
bound should follow a certain symmetry otherwise one can construct a better bound
using the decomposition rules.

https://doi.org/10.1103/PhysRevLett.127.210501


Chapter 2

Quantum states, Measurements and
channels

2.1 Dirac Notations

A Hilbert space is complex linear space for which the inner product is properly defined.
In this section, we work with finite dimensional Hilbert spaces, However almost all the
definitions and theorems can be generalized to the infinite dimensional case too, and we
will treat the infinite dimensional case in Chapter 4.
In Dirac notation, any vector in a Hilbert space H is represented by |ψ⟩ (which is a
column vector). Correspondingly, ⟨ϕ| is a row vector defined in such a way that the
matrix multiplication of ⟨ϕ| and |ψ⟩ is equal to the inner product of ϕ and ψ. In a formal
way, ⟨ϕ| is a linear function on H defined by the inner product [Hol19]

⟨ϕ| : ψ → ⟨ϕ|ψ⟩ , ψ ∈ H . (2.1)

With this definition the norm of any state |ψ⟩ can be written as ∥ψ∥2 = ⟨ψ|ψ⟩.
In a similar way, A := |ψ⟩ ⟨ϕ| (note that A belongs to the algebra of all linear operators
acting on H i.e. A ∈ Σ(H)) is the matrix multiplication of a column and row vectors,
which is a rank one operator and its action on any vector |ξ⟩ is as follows

A |ξ⟩ = ⟨ϕ|ξ⟩ |ψ⟩ . (2.2)

For any linear operator A acting on H its adjoint A† is defined as

⟨ϕ|A† |ψ⟩ = (⟨ψ|A |ϕ⟩)∗ (2.3)

6
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with ∗ denoting the complex conjugate, and A is Hermitian if and only if A = A† (in
finite dimensional Hilbert spaces being Hermitian is equivalent to being self adjoint).
A Unitary operator is an operator for which UU † = I. For the finite-dimensional Hilbert
spaces, this implies that U †U = UU † = I. Any operator VA→B : HA → HB is an isome-
try if it preserves the inner product which is equivalent to the condition VA→BV

†
B→A = I.

In Quantum Mechanics, we often deal with Hermitian operators and the following theo-
rem about Hermitian operators is helpful.

Theorem 2.1.1 (Spectral Decomposition). For any Hermitian Operator A, there
exists a set of orthonormal eigenvectors with corresponding real eigenvalues such that

A =
∑

λi |λi⟩ ⟨λi| . (2.4)

Operator A is positive semi-definite if for any |ψ⟩ ∈ H, ⟨ψ|A |ψ⟩ ≥ 0. For the Hermitian
operators this is equivalent to the fact that all of the eigenvalues λi are greater than or
equal to zero.
For any arbitrary orthonormal basis {|ei⟩}, trace of an operator is defined as tr(A) :=∑

⟨ei|A |ei⟩. Trace does not depend on the chosen basis, and its cyclic i.e. tr(AB) =

tr(BA).

2.2 Quantum states

In the standard formalism of Quantum Mechanics any physical system is described by a
density matrix. Density matrices provide information about the probability of different
outcomes of measurements. Any density matrix should have three properties

• ρ = ρ† ,

• tr(ρ) = 1 ,

• ρ ≥ 0 ,

and the space of all density matrices is denoted by D(H). The dimension of the Hilbert
space H can be finite or infinite. For instances, when we measure the spin of an electron
there are two possible outcomes, and the dimension of the corresponding Hilbert space
is two. On the other hand, if we measure the position of an electron there are infinite
possible outcomes, therefore to represent its position we use infinite dimensional matrices,
and such infinite dimensional Hilbert space is isomorphic to the space of square integrable
functions on Rn, L2(Rn).
if a state can be written as ρ = |ψ⟩ ⟨ψ| we call that a pure state, this condition is
equivalent to tr

(
ρ2
)
= 1 or ρ2 = ρ, and all the other states are mixed.
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The Hilbert space of two quantum systems A and B, with the corresponding Hilbert
spaces HA and HB, is HA⊗HB. Assume that {|i⟩} is a basis for HA and {|j⟩} is a basis
for HB, therefore {|ij⟩} is a basis for the joint Hilbert space, and any |ψ⟩ ∈ HA ⊗ HB

can be written as
|ψ⟩ =

∑
ψij |ij⟩ (2.5)

For any ρAB ∈ D(HA ⊗HB), the marginal state ρA is defined as

ρA := trB(ρAB) =
∑
j

(IA ⊗ ⟨j|)ρAB(IA ⊗ |j⟩) . (2.6)

Product states are the form ρAB = ρA ⊗ ρB and a state ρAB is separable if and only if
it can be written as ρAB =

∑
piρA ⊗ ρB with {pi} being a probability distribution. All

other states are entangled, and among all the entangled states, the maximally entangled
state is a pure state defined as |Γ⟩AB :=

∑min(dA,dB)
i=1

1√
min(dA,dB)

|i⟩A ⊗ |i⟩B with dA and

dB being the dimension of HA and HB respectively.

2.3 Quantum measurements

Any measurement on a finite dimensional quantum system can be described by a set of
positive operator-valued measure (POVM) operators. A set {Mi} is a POVM (quantum
measurement) if it has the following property [NC02]

•
∑

iM
†
iMi = I.

operators {Mi} are related to the different outcomes of measurements. If the initial state
of the system is ρ the probability of the i’th outcome is given by Pr(i) = tr

(
MiρM

†
i

)
, and

the state after the i’th outcome is ρi =
MiρM

†
i

Pr(i) . The average state after the measurement

is (without looking at the outcomes)
∑

iMiρM
†
i . Orthogonal measurements are the ones

for which MiMj = δi,jMi.
Any observable is a random variable that can be sampled from a measurement. In
the standard formalism of Quantum Mechanics, observables are associated to Hermitian
operators. A Hermitian operator O with the spectral decomposition

O =
∑
i

λi |λi⟩ ⟨λi| , (2.7)

associates the real eigenvalue λi to the quantum state |λi⟩. The probability of finding
a quantum state ρ in the pure state |λi⟩ is Pr(λi) = tr(ρ |λi⟩ ⟨λi|) (orthogonal POVM
operators are Mi = {|λi⟩ ⟨λi|}), therefore the mean value of O on ρ is

Eρ[O] := tr[Oρ] =
∑
i

Pr(λi)λi . (2.8)
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One can generalise these notions to the continuous variable case too (the detailed condi-
tions of the generalisation can be found in [Hol11], however here we present the important
example of position operator). The function ψ(x) is a state in the space of square inte-
grable functions. The position operator X acts as following

Xψ(x) := xψ(x) . (2.9)

To find the eigenvalues of such operator one should solve the following equation

xψx0(x) := x0ψx0(x) . (2.10)

For which the solutions are the Dirac delta functions centred at x0 i.e. δ(x − x0). In
the Dirac notations, the eigenvectors of the position operators are represented by |x⟩ i.e.
X |x⟩ = x |x⟩. In this notation one can write

X =

∫
x |x⟩ ⟨x| . (2.11)

The inner product of two eigenvectors is equal to ⟨x|x′⟩ = δ(x − x′) and ⟨x|ψ⟩ = ψ(x)

which its absolute value squared i.e. |ψ(x)|2 is the probability density function.

2.4 Quantum channels

As we saw in the previous section, the most general description of quantum systems is
given by density matrices. In this section, we briefly review the most general physical
maps that transform quantum density matrices.
A linear operator (or super operator) ΛA→B : Σ(HA) → Σ(HB) describes a physical
transformation of a quantum system if and only if it has the following two proper-
ties [NC02]

• ΛA→B ⊗ IC [X] ≥ 0 if X ≥ 0 (completely positive);

• tr[Λ[X]] = tr[X] (trace preserving).

The first property means that any extension of super operator ΛA→B with the identity,
maps positive operators to positive operators. Completely Positive Trace Preserving
(CPTP) maps describe any noise in quantum hardware and communication lines, and
are often called as quantum channels. The following theorem gives a decomposition for
any CPTP map

Theorem 2.4.1 (Kraus Decomposition). Given any CPTP map ΛA→B there exists
a set of Kraus operator {Ki} such that

• NA→B[X] =
∑

iKiXK
†
i ;
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•
∑

iK
†
iKi = I.

For the finite dimensional case, the maximum number of Kraus operators needed in this
representation is equal to dA.dB where dA and dB are dimensions of Hilbert spaces HA

and HB respectively. In the infinite dimensional case, the number of Kraus operators can
be infinite. The Kraus representation is not unique and different Kraus representations
are related to each other by isometry operators i.e. K ′

i =
∑

j VijKj . Unitary channels are
the one with unitary Kraus operators (normalized to one with a probability distribution)
A more physical representation of quantum channels is given by Stinespring representa-
tion. In this representation, any quantum channel can be written as the unitary inter-
action between the system and the environment and then tracing out the environment.

Theorem 2.4.2 (Stinespring Representation). Any quantum channel NA→B can be
written as

ΛA→B[X] = trE′ [UAE→BE′XA ⊗ |τ⟩⟨τ |E U
†
AE→BE′ ] . (2.12)

where UAE→BE′ is a unitary operator mapping the system AE to BE′.

The complementary channel is defined as

Λ̃A→E′ [X] = trB[UAE→BE′XA ⊗ |τ⟩⟨τ |E U
†
AE→BE′ ] .

if there exists a channel W such that W ◦ Λ = Λ̃ we say that Λ is a degradable channel,
and if W ◦ Λ̃ = Λ the channel is anti-degradable.
Another useful tool in studying quantum channels is Choi-Jamiolkowski isomorphism.
For any channel ΛA→B one can define the Choi state as

JΛ = (ΛA→B ⊗ IR) [|Γ⟩⟨Γ|AR] , (2.13)

where |Γ⟩AR is the maximally entangled state, and R is a subsystem isomorphic to A

i.e. HR
∼= HA. Quantum channel Λ is a CPTP if and only if JΛ ≥ 0, and JΛ has all the

information about ΛA→B [NC02]

ΛA→B[ρ] = trR(JΛ . IB ⊗ ρ⊺R) . (2.14)

For the infinite-dimensional case a similar Choi-Jamioljowski generalization can found
in [Hol11].

2.5 Pauli channels

In this section, we concentrate on an important subclass of unitary channels, the Pauli
channels, which describe random bit flip and phase flip errors in qubits, and their gen-
eralization to qudits models. As we will mention later in Chapter 3 Pauli channels are
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superadditive, and their quantum and private capacity is unknown. However in Chap-
ter 6, we will upper bound their private and quantum capacity using their symmetries.
The following treatment of generalized Pauli channels follows the phase-space descrip-
tion of finite dimensional quantum mechanics [Woo87; App05; Gro06; GE08; dBe13;
GNW21].

2.5.1 Qubit Pauli group

We start by recalling the Pauli group of one qubit:

P := {±I,±iI,±X,±iX,±Y,±iY,±Z,±iZ}, (2.15)

where

I =

(
1 0

0 1

)
, X =

(
0 1

1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0

0 −1

)
.

The elements of the Pauli group of n qubits is obtained by the tensor product of n
elements of one qubit Pauli group Pn := {⊗n

j=1ωj |ωj ∈ P}. For our purposes it
suffices to consider Pn := Pn/Cn, the quotient of the Pauli group with its center
Cn := {±I⊗n,±iI⊗n}. Each element of Pn is both hermitian and unitary and can
be identified by a pair of n bit-strings x = (q, p) according to the definition

P(q,p) := i−p·q ⊗n
j=1 Z

pjXqj . (2.16)

It is then immediate to see that for any two x = (q, p), y = (q′, p′) we have PxPy =

(−1)⟨x,y⟩PyPx, where
⟨x, y⟩ = p · q′ − q · p′ mod 2 , (2.17)

and that Tr[Px] = 2δx,0.

2.5.2 Qudit Pauli group

The unitary generalization of the Pauli group for one qudit is the group Wd generated

by τI (τ := e
(d2+1)πi

d ), and the Weyl-Heisenberg operators X,Z acting as

X |j⟩ = |j + 1⟩ mod d, Z |j⟩ = ej
2πi
d |j⟩ j = 0, ..., d− 1. (2.18)

For several qudits, likewise we set Wn
d := {⊗n

j=1ωj |ωj ∈ Wd}. The center of this group
is still a set of multiples of the identity Cn

d = {τ jI⊗n : j = 0, ..., D − 1}, where D = d if
d is odd and D = 2d if d is even; we define Wn

d := Wn
d /C

n
d . Each element of Wn

d can be
identified by a pair of n Dit-strings x = (q, p) ∈ Z2n

D according to the definition

W(q,p) := e−
(d2+1)πi

d
(p·q) ⊗n

j=1 Z
pjXqj . (2.19)
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By close inspection it holds that

WxWy = e
2πi
d

⟨x,y⟩WyWx, (2.20)

where now
⟨x, y⟩ = p · q′ − q · p′ mod D. (2.21)

Moreover, for any x, z ∈ Z2n
D we have

Wx+dz = (−1)(d+1)⟨x,z⟩Wx, (2.22)

and Tr[Wx] = dnδx,0.

2.5.3 Pauli channels

Pauli channels are defined as convex combination of Pauli unitaries:

Φw[ρ] =
∑

x∈Z2n
d

wxWxρW
†
x , (2.23)

where now it suffices to sum over Z2n
d instead of Z2n

D because of Eq. (2.22), and they are
parametrically described by the probability distribution w(x) = wx. Each element of
Wn

d is a unitary matrix, therefore it describes a reversible evolution of the system of n
qudits.
An important one qudit Pauli channel is depolarizing channel which is characterized by
wx = δx,0(1− p) + p

d2

Φd
p[ρ] := (1− d2 − 1

d2
p)ρ+

p

d2

∑
x∈Z2

d\{0}

WxρW
†
x (2.24)

= (1− p)ρ+ p
I

d
. (2.25)

where we just used the fact that for any operator A ∈ Σ(Cdn)

1

d2n

∑
x∈Z2n

d

WxAW
†
x = Tr(A)

I

dn
. (2.26)

Another one qubit Pauli channel that we consider is the channel that describes the famous
quantum key distribution protocol by Bennett and Brassard [BB14a]. In its general form
the channel is

BpX ,pZ [ρ] = (1− pX − pZ + pXpZ)ρ+ (pX − pXpZ)XρX + (pZ − pZpX)ZρZ + pXpZY ρY .

(2.27)



Chapter 3

Quantum Shannon theory

To have a better understanding of Quantum Shannon theory and Von Neumann entropy
it is useful to briefly review its classical counter part i.e. Classical Shannon Theory and
Shannon entropy. Claude Shannon in his historical article [Sha48] solved two important
problems.
Firstly, he calculated how much a message can be compressed. More precisely, he showed
that messages of length n >> 1 composed of letters {xi} from an alphabet with k different
letters (0 ≤ i ≤ k) with the associated probability distribution {pi} with no memory can
be faithfully compressed to messages with n

∑k
i=0−pi log2(pi) bits. The intuition behind

this is the fact that typically in a message of length n >> 1, the letter xi is repeated npi
times (typical messages). With this motivation it is natural to define Shannon entropy
as S(p) :=

∑k
i=0−pi log2(pi).

Secondly, Shannon calculated the optimal rate of transmission of information through a
noisy channel. In the standard Alice and Bob scenario, Alice wants to send M >> 1

different messages to Bob. To do so, she encodes her messages to different n-bit strings
and send them to Bob using n >> 1 times the shared noisy channel. If Bob finds a
decoding strategy to recover Alice’s messages faithfully for large n and M , the quantity
log2(M)

n is an achievable rate of transmission of information. The capacity of a noisy
channel is the maximum of the all achievable rates, and Shannon managed found a
closed formula for this quantity.
Quantum Shannon theory generalizes this approach to quantum states and quantum
channels. In contrast to the classical case, one can define different notions of capacity
depending on the communication tasks. In many cases, calculation of different capacities
is not easy and there is no closed formula for them. In the rest of this section, I present
some important definitions and theorems. The proof of the presented results can be
found in any standard book of quantum information like [Wil17; Hol19].

13
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3.1 Von Neumann entropy

For quantum states the generalization of Shannon entropy is Von Neumann entropy
defined as follows

Definition 3.1.1 (von Neumann entropy).

S(ρA) := −Tr[ρA log2 ρA] . (3.1)

In fact, Von Neumann entropy is the Shannon entropy of the eigenvalues of ρ. Similar
to Shannon compression theorem, in [Sch95] Schumacher showed that Von Neumann
entropy is the the fundamental limit of quantum data compression.
There are handful mathematical properties of S(ρ) that we are going to use often in this
thesis

• Positivity: S(ρ) ≥ 0 for any state ρ, with equality only for pure states.

• Maximum: if ρ has d non zero eigenvalues, then S(ρ) ≤ d.

• Invariance under Isometry operators: S(ρA) = S(VA→BρAV
†
A→B) for any isometry

VA→B.

• Concavity: For any probability distribution {λi} and any collection of quantum
states {ρi} we have

S(
∑
i

λiρi) ≥
∑
i

λiS(ρi) . (3.2)

• Subadditivity: For a bipartite system AB in the state ρAB

S(ρAB) ≤ S(ρA) + S(ρB) (3.3)

with the equality only for product states ρAB = ρA ⊗ ρB.

• For a pure a state |ψ⟩AB the entropy of the marginal states are equal i.e. S(ρA) =
S(ρB).

• Strong subadditivity: S(ρABC) + S(ρC) ≤ S(ρAC) + S(ρBC).

In contrast with the classical case, it is not trivial to prove the strong subadditivity of
Von Neumann entropy [LR73a; LR73b; Lin75].
two important entropic quantities are mutual information and coherent information which
are defined as

I(A;B)ρ :=S(ρA) + S(ρB)− S(ρAB) ,

Ic(A;B)ρ :=S(ρB)− S(ρAB) . (3.4)
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Using strong subadditivity one can show that mutual information and coherent informa-
tion are monotonic under the action of quantum channels. More precisely, for any two
channels ΛA→A′ ,Λ′

B→B′ and any state ρAB, defining σA′B′ = ΛA→A′ ⊗ Λ′
B→B′ [ρAB], we

have I(A;B)ρ ≥ I(A′;B′)σ. In addition, for any channel ΛA→A′ , and any state ρAB,
defining σAB′ = IA ⊗ ΛB→B′ [ρAB], we have I(A;B)ρ ≥ I(A;B′)σ.

3.2 Capacities of a quantum channel

Shannon in [Sha48] calculated the optimal rate of transmission of information through
a classical channel. In contrast to the classical case, for quantum channels the situation
is more complex: depending on what kind information one wants to transmit (classical
or quantum information), and what are the resources, different capacities of a quantum
channel can be defined. Here we review the definition and basic properties of capacities.
For more detailed analysis one can see [Wil17; Hol19].

3.2.1 Classical capacity of quantum channels

Consider the scenario of using quantum channels to send classical messages. To do so,
one encodes M different classical messages to M quantum states {ρ(n)i ∈ Σ(H⊗n

A )}, and
send them using the channel n times Λ⊗n : Σ(H⊗n

A ) → Σ(H⊗n
B ). The receiver decodes the

received states by performing a measurement characterized by {K(n)
i }. The maximum

probability of error of the encoding and decoding process (coding) is equal to

Pe = max
1≤i≤M

[1− tr
(
K

(n)
i Λ⊗n[ρ

(n)
i ]K

(n)†

i

)
] . (3.5)

The good codes are the one for which the probability of error Pe is sufficiently small
for large n, and the rate of such a code is R := log2(M)

n (usually called an achievable
rate). The classical capacity of a channel C(Λ) is the minimum upper bound of all the
achievable rates. In [Hol98; SW97], the authors found an expression for the classical
capacity

Theorem 3.2.1 (Classical capacity). For any n, the classical capacity of Λ is greater
or equal than

C(Λ) ≥ Cn(Λ) :=
χ(Λ⊗n)

n
. (3.6)

with the Holevo quantity defined as

χ(Λ) := sup
{pi,ρi}

S(
∑
i

piΛ(ρi))− piS(Λ(ρi)),

where {pi} being a probability distribution and {ρi} a set of density matrices. And, for
large n we have limn→∞Cn(Λ) = C(Λ).
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In general, the Holevo quantity can be superadditive: for two arbitrary channels Λ1 and
Λ2 the Holevo quantity of the joint channel can be greater than the sum of the Holevo
quantities i.e. χ(Λ1⊗Λ2) ≥ χ(Λ1)+χ(Λ2). This means that using entangled states across
different channel uses can improve the communication capacity, and the computation of
the classical capacity is hard since the number of parameters in the the optimization
to find χ(Λ⊗n) grows exponentially with n (regularized formula). Historically speaking,
in the beginning for some years the Holevo quantity thought to be additive (additiv-
ity conjecture), and Shor [Sho04] showed that several different additivity conjectures in
quantum information theory are all equivalent. However, Hasting in [Has09], by giving
a counter-example, showed that the additivity conjecture and its equivalent forms are
false. Although the additivity conjecture in general is wrong, for many quantum channels
it holds. For example, the classical capacity of finite dimensional entanglement break-
ing channels [Sho02a], infinite dimensional entangle breaking channels [Shi06], unital
qubit channels [Kin02], qudit depolarizing channel [Kin03], Hadamard channels[Kin06;
Kin+05], and phase insensitive Gaussian channels [Gio+04; Gio+14; GHGP15] are all
additive.

3.2.2 Entanglement assisted classical capacity

Similar to the classical capacity, the sender wants to send classical bits to the receiver,
however the sender and receiver share unlimited entanglement as a resource. In [AC97;
Ben+99; Ben+02], the authors found a closed formula to compute the entanglement
assisted capacity

Theorem 3.2.2 (Entanglement assisted classical capacity). The ultimate rate of
transmission of classical information through a quantum channel with an unlimited re-
source of entanglement, entanglement assisted classical capacity, is equal to

Ce(Λ) = sup
ρ
I(Λ, ρ) := sup

ρ
S(ρ) + S(Λ(ρ))− S(Λ⊗ I(|ρ⟩⟩⟨⟨ρ|)) , (3.7)

where |ρ⟩⟩ is a purification of ρ.

Unlike the classical capacity, entanglement assisted classical capacity is additive i.e.
Ce(Λ1 ⊗ Λ2) = Ce(Λ1) + Ce(Λ2), and the optimization in Eq. 3.7 is only on one use
of the channel (single letter formula). The quantity I(Λ, ρ) is concave in ρ [Wil17], this
fact can be helpful to solve the optimization problem in Eq. 3.7.

3.2.3 Private capacity of a quantum channel

Consider the classical communication case in Sec. 3.2.1, the sender (Alice) wants to send
classical messages through a quantum channel to the receiver (BOB). In addition, there
is a third party (Eve) that have access to the environment (complementary channel) and
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wants to steal some information. The optimal rate of transmission of information when
Eve cannot steal any information is private capacity. More precisely, Alice encodes her M
different classical messages to M quantum states {ρ(n)i }, and send them to Bob through
n uses of the quantum channel Λ⊗n. Bob receives {Λ⊗n(ρ

(n)
i )}, and decodes them using

a POVM measurement characterized by the set of operators {K(n)
i }. In the same time,

Eve receives states {Λ̃⊗n(ρ
(n)
i )} and tries infer the messages. The rate R = log2(M)

n is
achievable if and only if the following two quantities can be sufficiently small for large
n

P (n)
e = max

1≤i≤M
[1− tr

(
K

(n)
i Λ⊗n[ρ

(n)
i ]K

(n)†

i

)
] , (3.8)

ν(n) = max
0≤i,j≤M

Tr
∣∣∣Λ̃⊗n(ρ

(n)
i )− Λ̃⊗n(ρ

(n)
j )
∣∣∣ . (3.9)

The private capacity is the minimum upper bound for all the achievable rates.
The condition that limn→∞ P

(n)
e = 0 guarantees that Bob actually can decode the infor-

mation with vanishing error, and the other conditions limn→∞ ν(n) = 0 assures that Eve
gets almost the same states and cannot steal any information. In [Dev05; CWY04], they
found a regularized formula for the private capacity

Theorem 3.2.3 (Private capacity). For any n, the private capacity of Λ is greater or
equal than

Cp(Λ) ≥ C(n)
p (Λ) :=

1

n
max
{pi,ρi}

χ({pi,Λ⊗n[ρi]})− χ({pi, Ñ⊗n[ρi]}). (3.10)

with the Holevo quantity of an ensemble {pi, ρi} defined as

χ({pi, ρi}) = S

(∑
i

piρi

)
−
∑
i

piS(ρi) (3.11)

where {pi} being a probability distribution and {ρi} a set of density matrices. And, in
the limit of large n we have limn→∞C

(n)
p (Λ) = Cp(Λ).

For degradable channels, the private capacity is additive [Hol19] i.e. Cp(Λ) = C
(1)
p (Λ).

However, there are examples for which the private capacity is not additive [SRS08; ES15],
and the use of entangled states over different uses of the channel can improve the com-
munication capacity.

3.2.4 Quantum capacity of a quantum channel

Quantum capacity of a quantum channel is the ultimate rate of transmission of quantum
information, quantum states, through a quantum channel. In the standard Alice and
Bob scenario, Alice wants to send an arbitrary state ρ ∈ D(H), with dim(H) = M , to
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Bob using a quantum channel Λ : Σ(HA) → Σ(HB) n-times. To do so, Alice uses the
encoding channel E(n) : Σ(H) → Σ(H⊗n

A ), and send the encoded states to Bob through
Λ⊗n, and Bob decodes the received states using D(n) : Σ(H⊗n

B ) → Σ(H). The rate
log2(M)

n is achievable if and only if there exists coding and decoding channels for which
the following quantity is vanishingly small for large n.

E(n) = sup
ρ∈H

Tr
∣∣∣ρ− (D(n) ◦ Λ⊗n ◦ E(n))[ρ]

∣∣∣ . (3.12)

The quantum capacity of the channel Q(Λ) is the minimum upper bound of all achievable
rates. In [Llo97; Sho02b; Dev05] they found a regularized formula for the quantum
capacity

Theorem 3.2.4 (Quantum capacity). For any natural number n, the quantum ca-
pacity of a channel Λ is always greater than

Q(Λ) ≥ Qn(Λ) =
Ic(Λ

⊗n)

n
(3.13)

where Ic(Λ) := supρ S(Λ(ρ))−S(Ñ (ρ)), and in the large n limit it is exactly equal to the
quantum capacity i.e. Q(Λ) = limn→∞Qn(Λ).

As the optimization of coherent information is on the arbitrary large number of channel
uses, to compute the quantum capacity one should solve an optimization problem with
exponentially growing number of parameters. However, There are classes of channels
for which the coherent information is additive i.e. Q1(Λ) = Q(Λ), therefore the quan-
tum capacity is relatively easy to compute. For instance, degradable channels are addi-
tive [Dev05], and anti-degradable channels have zero capacity (note that entanglement
breaking channels are a subclass of anti-degradable channels.) [Hol19]. There are other
cases for which the quantum capacity can be calculate, for the details please see [GJL18a;
GJL18b; CG21a; CG21b; Led+22].
The following theorem about the concavity of the coherent information of degradable
channels is often helpful to compute the coherent information and consequently the quan-
tum capacity of degradable channels [YHD08]

Theorem 3.2.5 (Concavity of coherent information for degradable channels).
If a channel Λ is degradable, for any ensemble {pi, ρi} we have

Ic(Λ,

n∑
i=1

piρi) ≥
n∑

i=1

piIc(Λ, ρi). (3.14)

We also note that in general the private and quantum capacity have different values, for
instance there exist channels with positive private information and zero quantum capac-
ity [HHH98]. However, for degradable channels the private capacity is also additive and
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it coincides with the quantum capacity i.e. Cp(Λ) = Q(Λ) = Q1(Λ) [Smi08].
In contrast to additive channels, in many cases the quantum capacity is super additive
i.e. Q1(Λ) < Q(Λ). Super additivity has been shown for many channels [SS96; DSS98;
SS07; FW08; SSY11; LLS18a; BL20; SG21; Sid20b; Sid20a; NPJ20], and also it has
been experimentally observed [Yu+20]. In [Cub+15] the authors showed that there ex-
ist quantum channels for which it is necessary to compute the coherent information of
unbounded uses of the channels for finding the quantum capacity. In [SY08; SSY11] the
super activation of quantum capacity has been demonstrated i.e. two quantum capacity
with zero capacity can have positive capacity if used together.
One can also define entanglement assisted quantum capacity QE(Λ) which is actually
the optimal rate of sending quantum states with unlimited entanglement shared between
sender and receiver. It has been shown that 2QE(Λ) = CE(Λ) [DHW04], the intuition
behind this is the fact that CE can be seen as the optimal noisy superdense coding, and
QE is the ultimate rate of noisy quantum teleportation.
In addition,The two-way quantum capacity Q↔(Λ) is defined as the quantum capacity
assisted by classical communication between sender and receiver (forward and backward
communication). From the practical point of view, this is a relevant quantity as clas-
sical communication with classical channels is cheep. In [Ben+96; BKN00] the authors
Showed that forward classical communication from sender to receiver does not increase
the quantum capacity, however classical feedback (classical communication from receiver
to sender) does. In a similar way, one can define two-way private capacity P↔(Λ), how-
ever there is no characterization of these two quantities in terms of entropic functions
(there is no regularized or single letter formula).

3.3 Brief review on the bounds on private and quantum
capacities

As we have seen in the previous chapter, due to the super additivity phenomena, com-
puting the capacities of quantum channels is hard in most of the cases. As we mentioned
earlier, there exist quantum channels for which it is necessary to compute the coherent in-
formation of unbounded uses of the channels for finding the quantum capacity [Cub+15].
Therefore, finding upper and lower bounds for the capacities is important, and bounding
quantum and private capacity is the main focus of this thesis.
In Chapter 6 we will present a method, namely flagged extension, to obtain upper bounds
on the quantum and private capacity of discrete channels which has a wide applicability.
In Chapter 7 we extend this method to Gaussian channels to improve the previous upper
bounds on Gaussian channels. Finally, in Chapter 8 we use the so called decomposition
rules for thermal attenuator to improve the bounds presented in Chapter 7.
To begin with, we review the previous lower bounds for the quantum capacity found
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in the literature. The standard method of finding lower bounds for quantum capacity
is computing coherent information for some input state, and observing super additivity
phenomena is usually an interesting result. For instance, Pauli channels exhibit super
additivity in the high noise regime which result to the best lower bounds [SS96; DSS98;
SS07; FW08], the most recent and comprehensive being [BL21]. Another example is de-
phrasure channel which is the composition of a dephasing and an erasure channel. This
channel exhibits superadditivity for two uses coherent information which results to the
best lower bound for the quantum capacity of dephrasure channel [LLS18a].
We do not know of any superadditivity evidence for Gaussian channels (see Chapter 4 for
Gaussian channels), even in the energy-constrained setting. This is due to the fact that, in
most cases, computing the coherent information for non Gaussian states is complicated,
therefore maximizing the coherent information even only on one channel use is challeng-
ing. However, if we restrict the input states to be Gaussian, for the single-mode thermal
attenuator at constrained energy, the superadditivity has been shown in [NPJ20].

In the following, we will concentrate on upper bounds. First of all, any capacity
C̃ is monotonic under any arbitrary decomposition rule Λ = Λ1 ◦ Λ2, i.e. C̃(Λ) ≤
min{C̃(Λ1), C̃(Λ2)} [Hol19]. Therefore, knowing the quantum capacity of Λ1 or Λ2 re-
sults to an upper bound to the capacity of the original channel Λ. As we mentioned
earlier, there are classes of channels for which the coherent information is additive and
the private and quantum capacity can be calculated, namely degradable, anti-degradable,
and entanglement breaking channels. Therefore, an established way to upper bound the
quantum capacity of a channel is to decompose it to degradable (or anti-degradable)
channels, and compute the capacity of the degradable channel. Note that this strategy
also works for upper bounding the private capacity too, since for degradable channels
the quantum and private capacity are equal.
For example, thermal amplifier and attenuator and the additive Gaussian noise channel
(see Chapter 4) are not degradable, however they can be decomposed into zero tem-
perature attenuator and amplifier, which are instead either degradable or antidegrad-
able. In this way, zero capacity area which strictly includes entanglement-breaking chan-
nels [Hol08] has been found in [CGH06], and upper bounds have been found in [WQ16;
Sha+18; RMG18; NAJ19; FKG21]. For discrete systems similar methods were applied to
upper bound the quantum capacity of generalized amplitude damping channel [KSW20;
KFG22].
A particular class of decomposition rules is the one where Λ1 is the trace channel and
Λ2 is degradable. In this case, Λ2 is called as the degradable extension of Λ. Flagged
channels are a particular class of extended channels which we will study in detail in
Chapters 6 and 7.

Definition 3.3.1 (Flagged extension of a convex combination of channels). For a
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channel Λ =
∑

j pjΛj with probability distribution {pj}, {Λj} channels, and a collection
of states {σj}, a flagged extension is

Λ =
∑
j

pjΛj ⊗ σj . (3.15)

To upper bound the quantum capacity of Λ, flag states are chosen in such a way that
the resulting flagged extension to be degradable. In [SS08], a degradable extension of
qubit Pauli channels with orthogonal flags was introduced. In fact, convex combination
of degradable channels with orthogonal flags is always degradable. This idea was gener-
alized in [Ouy14] to qudit Pauli channels, and developed in [LDS18], where optimization
of upper bounds from flagged convex combinations of degradable and antidegradable
channels were considered. In Chapters 6 we introduced degradable flagged extensions
with non-orthogonal flags, and in 7 we extended this technique to Gaussian channels.

In [CG06], the authors introduced the notion of weak degradability, and later in [CGH06]
they used this notion to classify single-mode Gaussian channels

Definition 3.3.2 (Weak degradability). Let ΛA→B be

ΛA→B[X] = trE′ [UAE→BE′XA ⊗ ρEU
†
AE→BE′ ], (3.16)

where ρE is a generic mixed state. ΛA→B is called weakly degradable if there exists a
channel WB→E′

trB[UAE→BE′XA ⊗ ρEU
†
AE→BE′ ] = WB→E′ ◦ ΛA→B[X]. (3.17)

As the name suggest, degradable channels are also weakly degradable, but the converse
is not true.
Given a weakly degradable channel, it is quite easy to construct a degradable extension
of the weakly degradable channel. Suppose that Λ is weakly degradable and |τ⟩⟨τ |EB′ is a
purification of ρE . Then, one can simply show that channel ΛE

A→BB′ = trE′ [(UAE→BE′⊗
IB′)XA ⊗ |τ⟩⟨τ |EB′ (UAE→BE′ ⊗ IB′)†] is a degradable extension of Λ.

In the study conducted by the authors in [LS09], they demonstrated the continuity
of quantum capacities. Specifically, they established that if two channels are close in
terms of the diamond norm, their quantum capacities will also be close. Subsequently,
in [Sut+17], the concept of approximate degradability was introduced. The authors
proposed the degradability parameter as a means to quantify the proximity of an arbitrary
channel to a degradable channel. This parameter can be computed by solving a semi-
definite program. By calculating the degradability parameter, one can derive upper
bounds on the quantum capacity of the channel under consideration. In [LLS18c], the
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authors provided an analytical estimation of the degradability parameter for low noise
channels, based on the diamond norm distance to the identity channel. They utilized the
complementary channel as a potential degrading map in this estimation process.
In a related study [Sha+18], the concept of approximate degradability was employed
to establish bounds on the quantum and private capacities of thermal attenuators and
amplifiers, taking into account an energy constraint. Additionally, the work of [WQ16]
explored the quantum and private capacity of infinite-dimensional systems under energy
constraints.

Interestingly, these results based on degradability provide the most accurate bounds cur-
rently available for significant finite-dimensional channels. However, it is worth noting
that bounds applicable to the two-way quantum capacity, which involves quantum com-
munication assisted by unlimited forward-backward classical communication, have been
proven to be state-of-the-art in low noise regimes for thermal attenuators, amplifiers, and
additive Gaussian noise [Pir+17; WTB17]. As far as we know, this is the only scenario
where upper bounds for two-way capacities are on par with the upper bounds provided
by (approximate) degradability.



Chapter 4

Continuous Variable Systems

To explain the behaviour of many physical systems we need to use infinite dimensional
Hilbert spaces, and the typical example is a particle in a quadratic potential (quantum
harmonic oscillator) which can be described by continuous variables like position and
momentum. Other examples of continuous-variable quantum systems include quantized
modes of bosonic systems such as the different degrees of freedom of the electromagnetic
field, vibrational modes of solids, atomic ensembles, nuclear spins in a quantum dot,
Josephson junctions, and Bose-Einstein condensates [ARL14]. Such quantum systems
can be used for quantum information processing tasks. For instance, quantum informa-
tion and correlation can be encoded in the continuous degrees of freedom of photons in
an optical fibre, therefore studying continuous variable systems is of a great importance
from the practical point of view.
An important class of continuous variable systems is Gaussian systems. Gaussian states
are the thermal states of systems with linear or quadratic Hamiltonians, and Gaussian
operations describe the evolution of such systems. Gaussian systems play a fundamental
role in quantum optics and field theories for two reasons. First, second-order Hamilto-
nians are typically dominant, therefore relevant to the real experiments. Second, it is
relatively easy to deal with quadratic Hamiltonians.
In this chapter, first we briefly review the phase space formalism and notations. Then
we discuss the characterization of Gaussian states and channels using symplectic ma-
trices. The material presented in this chapter can be mostly found in [Hol19; Ser17].
The notation we adopted here is similar to [Ser17], and we mostly used [Hol19] for the
communication properties of Gaussian channels.

23
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4.1 Continuous variables

In continuous variable system, we deal with the Hilbert space of square integrable func-
tions L2(R). Even if the dimension of H is infinite, the space is still supposed to be
separable which means that there exists a countable set of vectors {|j⟩ , j ∈ N}, so that
any vector |v⟩ ∈ H can be expressed as an infinite sum in such a basis i.e. |v⟩ =

∑∞
i=1 |j⟩.

Bounded operators on H, like Â 1, are the ones for which there exists a real number m
such that |⟨v|H |v⟩| ≤ m ⟨v|v⟩ , ∀ |v⟩ ∈ H. For finite dimensional Hilbert spaces any
bounded operator is also trace class, i.e., it admits a well-defined and finite trace. How-
ever, this is not the case for infinite dimensional Hilbert spaces. Identity operator Î is a
simple counter example, it is trivially bounded but not trace class. For finite dimensional
Hilbert spaces, being Hermitian and self adjoint 2 are equivalent, however this is not the
case for infinite dimensional case, and the spectral decomposition holds for self adjoint
operators
The action of the position and momentum operators on a vector |f⟩ ∈ L2(R) are defined
as

x̂ |f⟩ := xf(x)

p̂ |f⟩ := −i d
dx
f(x) , (4.1)

and they satisfy the canonical commutation relation [x̂, p̂] = iÎ. The eigenstates of x̂
(and p̂) cannot be normalized and do not belong to L2(R). Actually, they are linear
forms acting on L2(R), however we use the same Dirac notation for them |x⟩ (and |p⟩).
The inner product between two eigenstates is ⟨y|x⟩ = δ(x− y), and ⟨x|f⟩ = f(x). As |x⟩
is an eigenvector of the position operator x̂, one can write the spectral decomposition of
x̂ as

x̂ =

∫
x |x⟩⟨x| dx . (4.2)

These pseudo vectors form a basis for L2(R) i.e.
∫
|x⟩⟨x| dx = Î, and for any trace class

operator Ô on L2(R) the trace is equal to Tr
(
Ô
)
=
∫
⟨x| Ô |x⟩ dx (for a mathematically

rigorous discussion see [Hol19; Ser17]).
1Throughout this thesis all linear operators acting on square integrable functions wear a hat. Thus I

and Î are the identity operators acting on a finite and infinite dimensional Hilbert spaces respectively.
2A self-adjoint operator is Hermitian on a dense domain with respect to the topology induced, on H,

by the inner product.
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4.2 Position and Momentum operators

Consider L2(Rn), one can define position and momentum operators for each n different
modes with the following canonical commutation relation

[x̂i, p̂j ] = iδi,j Î , [x̂i, x̂j ] = 0 , [p̂i, p̂j ] = 0 . (4.3)

One can define the vector operator r̂ as

r̂ :=


x̂1
p̂1
...
x̂n
p̂n

 (4.4)

and grouping all the commutation relation in the following compact form

[r̂i, r̂j ] = iΩij Î , (4.5)

with

Ω :=

n⊕
i=1

(
0 1

−1 0

)
(4.6)

being a 2n dimensional anti-symmetric matrix.
The creation and annihilation operators â†i , âi are defined as

âi =
x̂i + p̂i√

2
, (4.7)

They satisfy [a†i , aj ] = δi,j Î, and can be grouped as

â :=

â1...
ân

 . (4.8)

The number operator on n modes is defined as

N̂ :=

n∑
1=1

â†iai . (4.9)

The eigenvectors of N̂ are labelled by natural numbers {ji : ji ∈ N}, and

N̂ |j1, ..., jn⟩ = (

n∑
i=1

ji) |j1, ..., jn⟩ . (4.10)
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They are called Fock states and form a orthonormal basis for L2(Rn).
Displacement operator on n modes is defined as

D̂(r) := exp
(
irTΩr̂

)
, r ∈ R2m. (4.11)

which shifts the combined position and momentum operator

D̂(r)r̂D̂(r)† = r̂+ r . (4.12)

As the argument of the exponential function is an anti-hermitian, displacement operators
are unitary and satisfy

D̂(r1 + r2) = D̂(r1)D̂(r2)e
irT1Ωr2/2, (4.13)

Displacement operators form a basis for the space of all bounded operators on
L2(Rn) [Ser17]. More precisely, one can write any bounded operator Ô as

Ô =
1

π

∫
drTr

[
ÔD̂(−r)

]
D̂(r) , (4.14)

where dr = dx1dp1..dxndpn, and displacement operators are orthogonal

tr
[
D̂(r1)D̂(−r2)

]
= (2π)nδ(r1 − r2). (4.15)

Therefore, the characteristic function defined as χ(r) := Tr
[
ÔD̂(−r)

]
provides the full

characterization of any trace class operator Ô.
One can do a simple change of parameters αi :=

xi+pi√
2

, and define an n dimensional vector
of complex numbers αT := (α1, ..., αn). In this notation, the displacement operator can
be written in terms of creation and annihilation operators as D̂(α) = e

∑
i αai−α∗

i a
†
i .

Coherent states defined as |α⟩ = D̂(α) |0⟩ are the eigenvectors of â with the following
eigenvalues

â |α⟩ := â1 |α1⟩ ...ân |α⟩n = (

n∏
i=1

αi) |α⟩ . (4.16)

Note that |α⟩ are always product states, and form a resolution of the identity∫
d2α

πn
|α⟩⟨α| = Î , (4.17)

4.3 Gaussian states

Second-order Hamiltonian are Hamiltonians which can be expressed as a polynomial
of order two in terms of the vector of operators r̂, so the most general form of such
Hamiltonians is

Ĥ =
1

2
r̂TH r̂+ r̂Tr (4.18)



Chapter 4. Continuous Variable Systems 27

where r is a 2n dimensional vector and H > 0 is a symmetric positive definite matrix. H
is assumed to be symmetric since any anti symmetric component can only contribute to
an identity term because of the canonical commutation relations. H is supposed to be
positive definite since we only analyse the stable Hamiltonians. Second order Hamiltonian
are significantly important as often the higher order terms are negligible in many physical
system quantum such as quantum optics.
Gaussian states are the thermal states of second order Hamiltonians, and there exist
three equivalent characterizations of Gaussian states:

• Describing the Gaussian states diagonalizing the quadratic Hamiltonian:
Using Williamsons’s Theorem [Ser17], one can show that thermal states of the
quadratic Hamiltonian in Eq. 4.18 can be written as

ρ̂G =
e−βĤ

tr
[
e−βĤ

] , (4.19)

with β ≥ 0 being the inverse temperature. It can be shown that such state can be
written as

ρ̂G = D̂(−r̄)Ŝ

⊗n
j=1 e

−βĤωj∏n
j=1 tr

(
e−βĤωj

) Ŝ†D̂(r̄) (4.20)

where

r̄ := H−1r , (4.21)

Ĥωj := ωj(x̂
2
j + p̂2j ) ,

and {ωj} being the eigenvalues of |iΩH| which come in pairs (|iΩH| has 2n eigen-
values and any ωj appears two times in the spectrum of |iΩH| ). {ωj} are often
called as the symplectic eigenvalues of H. The operator Ŝ can be shown to be a
unitary [Ser17], however its explicit form may not be a a matter of interest in this
thesis. Using the Eq. 4.20, then it is easy to calculate the spectrum of Gaussian
states, as D̂r̄ and Ŝ are unitary operators, and what remains is a tensor product of
one mode Gaussian states which are easy to deal with.

• Describing Gaussian states using the first and second moments:
The first and second moments of a Gaussian state ρ̂G are defined as

r̄ := tr[r̂ρ̂G] ,

σ := tr
[
{(r̂− r̄), (r̂− r̄)T}ρ̂G

]
with the anti-commutator defined as {Â, B̂} := ÂB̂+B̂Â. It can be shown that the
first and second moments fully characterize the Gaussian states. In fact, the first
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momentum is equal to r̄ in Eq. 4.21, and the symplectic eigenvalues of the second
moment {νj} (the eigenvalues of |iΩσ|) are related to {ωj} as follows [Ser17]

νj =
1 + e−βωj

1− e−βωj
.

Therefore, the second moment (often called as variance matrix) fully characterizes
the spectrum of any Gaussian state.

• Describing Gaussian states using the characteristic function: The char-
acteristic function defined in the previous section, fully determines any bounded
operator. The characteristic function of Gaussian states are Gaussian and it can
be written in terms of first and second moments as follows [Ser17]

χρ̂(r) = exp

(
−1

4
rTΩTσΩr+ irTΩr̄

)
. (4.22)

Combining Eq.4.20,4.22, and doing simple algebra we note that the entropy of any Gaus-
sian state with variance matrix σ is

S(ρ̂) =

m∑
i=1

h(νi) h(x) :=
x+ 1

2
log

x+ 1

2
− x− 1

2
log

x− 1

2
. (4.23)

where {νj} being the symplectic eigenvalues of σ.
An important one mode Gaussian state is thermal state. A thermal state with energy N
(the average of number operator N̂) is defined as

τ̂N :=
1

N + 1

n∑
i=1

(
N

N + 1

)i

|i⟩ ⟨i| . (4.24)

The first and second moments are r̄ = 0 and σ = (2N + 1)I2 respectively.
The purification of thermal state is two mode squeezed state |τN ⟩ and has the following
first and second moments

r̄|τN ⟩ = 0

σ|τN ⟩ =

(
(2N + 1)I2 2

√
N(N + 1)σ3

2
√
N(N + 1)σ3 (2N + 1)I2

)
, (4.25)

with I2 being two dimensional identity and

σ3 =

(
1 0

0 −1

)
. (4.26)

Another one mode Gaussian state that we will later use in Chapter 7 is single mode
squeezed state which is pure, and defined as
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|r⟩ = exp
(r
2
(â2 − â†2)

)
|0⟩ , (4.27)

with the following first and second momentums r̄ = 0 and σ =

(
e−2r 0

0 e2r

)
.

4.4 Gaussian Channels

Gaussian channels describe the dynamics of open systems interacting with a Gaussian
environment through a quadratic Hamiltonian. As this can be described in Stinespring
representation, such maps are CPTP, and they transform Gaussian states to Gaussian
states. The action of Gaussian channel on the first and second moments of Gaussian
states fully characterizes the Gaussian channels [Ser17]. The following theorem gives the
characterization of n mode Gaussian channels

Theorem 4.4.1 (Classification of Gaussian channels). Any Gaussian channel Λ :

Σ(L2(Rn)) → Σ(L2(Rn)) transforms the first and second moments of Gaussian states as

r̄ → X r̄+ r

σ → XσXT + Y (4.28)

with X,Y real n× n matrices, r an n dimensional real vector, and

Y + iΩ ≥ iXΩXT. (4.29)

Equivalently, this can be expressed in terms of characteristic function

χρ̂(r) → χΛ[ρ̂](r) = χρ̂(Ω
TXΩr)e−

1
4
rTΩTY Ωr. (4.30)

An important class of Gaussian channels are gauge covariant [Hol19] channels which have
the following symmetry

Λ[e−iθN̂ρeiθN̂ ] = e−iθN̂Λ[ρ]eiθN̂ , (4.31)

We will also refer to these channels as phase-insensitive channels. For gauge covari-
ant channels the Holevo information is additive, and therefore the classical capacity is
known [Gio+14; Hol19]. However, for the coherent information and quantum capacity
no such simplification is known. In particular, the quantum capacity of single mode
phase insensitive Gaussian channels, namely thermal attenuator, thermal amplifier, and
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Additive Gaussian noise, is not known. We first introduce these channels, and will put
bounds on their quantum capacities in Chapters 7.

Thermal attenuator Eη,N , also called as thermal loss, describes the attenuation of signals
in the presence of thermal environment. thermal attenuators are good realistic models to
describe the noise in the optical fibres, therefore they are so important from the practical
point of view. In Stinespring representation, the interaction between the system and
environment is given by a beam splitter with parameter η and environment is in thermal
state (or its purification i.e. two mode squeezed state) with parameter N

Eη,N [ρ̂A] := TrE [Ûη(ρ̂A ⊗ (|τN ⟩⟨τN |E)Û
†
η ] (4.32)

where Ûη (0 ≤ η ≤ 1) is a two-mode unitary operator transforming r̂ as

Ûη r̂Û
†
η =

( √
ηI2

√
1− ηI2

−
√
1− ηI2

√
ηI2

)
r̂ (4.33)

and |τN ⟩ is defined in 4.25. Doing simple algebra, one can show that the action of thermal
attenuator on the first and second moment of Gaussian states is as follows [CGH06]

r̄
Eη,N−−−→ r̄′ =

√
ηr̄ , (4.34)

σ
Eη,N−−−→ σ′ = ησ + (1− η)(2N + 1)I2 , (4.35)

We also briefly review single-mode thermal amplifiers Φg,N . In the Stinespring represen-
tation of thermal amplifier, the input state interacts with a thermal bath through a two
mode squeezing operator with parameter g ≥ 1 In this case the input state interacts with
a thermal bath through a two mode squeezing operator with parameter g ≥ 1

Φg,N [ρ̂A] := TrE [Ŝg(ρ̂A ⊗ (|τN ⟩⟨τN |)E)Ŝ†
g] , (4.36)

with Ŝk mapping the operator r̂ as

Ŝg r̂Ŝ
†
g =

( √
gI2

√
g − 1σ3√

g − 1σ3
√
gI2

)
r̂. (4.37)

with simple calculations we can show that thermal amplifier transforms the first and
second moments as

r̄
Φg,N−−−→ r̄′ =

√
gr̄ , (4.38)

σ
Φg,N−−−→ σ′ = gσ + (g − 1)(2N + 1)I2 . (4.39)
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Finally, the single mode additive Gaussian noise channel Λβ can be written as

Λβ[ρ̂] :=
β

2π

∫
R2

dre−
β
2
rTrD̂(r)ρ̂D̂(r)†, (4.40)

where β > 0. Its action on first and second moments is as follows

r̄
Λβ−−→ r̄′ = r̄ , (4.41)

σ
Λβ−−→ σ′ = σ + 2I2/β , (4.42)

Additive Gaussian noise has a symmetric structure, and adds uniform noise, with an
intensity proportional to 1/β, to the state. Additive Gaussian noise is important for
its symmetrical structure and the fact that it is the quantum counterpart of white
noise.

Additive Gaussian noise is an example of classical mixing channel [Ser17], characterized
as follows

m
ΛY−−→ m′ = m , V

ΛY−−→ V ′ = V + Y , (4.43)

where Y ≥ 0 is a positive operator. In fact, classical mixing channels can be written in
Kraus representation in the following form

ΛY [ρ̂] :=

∫
S(Y )

dr
e−rTY ⊖1r

√
π
dimS(Y )√

det+Y
D̂(r)ρ̂D̂(r)† , (4.44)

where eigenvalues {λi} are the eigenvalues of Y , and S(Y ) indicates the support of Y .
det+ Y =

∏
i:λi>0 λi, and Y ⊖1 is the pseudoinverse of Y .

The following theorem, characterizes the coherent information of degradable chan-
nels [Hol19], and we will later use it in Chapter 7 to compute the quantum capacity
of degradable extensions of single mode phase intensive quantum channels to find some
useful upper bounds.

Theorem 4.4.2 (Coherent information of degradable Gaussian channels). For
a degradable Gaussian channel Λ i.e. Ñ = Γ ◦ Λ, with a Gaussian degrading map Γ,
Gaussian states maximize the coherent information Ic(Λ, ρ̂). In particular, If Λ is phase-
insensitive, the coherent information is maximized on gauge-invariant Gaussian states.

The final statement in the theorem can be simply shown using the concavity of coherent
information of degradable channels, Theorem 3.2.5. More precisely, for a phase-covariant
degradable channel

Ic(Λ,Φm[ρ̂]) ≥ 1

2π

∫ 2π

0
dθIc(Λ, Û(θ)ρ̂Û(θ)) = Ic(Λ, ρ̂), (4.45)
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the inequality due to concavity and the equality due to phase covariance, simply writing
Ic(Λ, ρ̂) = S(Λ[ρ̂]) − S(Λ ⊗ I[|ρ⟩⟨ρ|]), where |ρ⟩ is a purification of ρ̂. This means that
we can maximize among gauge-invariant states, and therefore gauge-invariant Gaussian
states by the first part of Theorem 4.4.2.



Chapter 5

Optimal Subtracting Machine

5.1 Preface

The material in this chapter is based on the published article [KFG19]:

• Farzad Kianvash, Marco Fanizza, and Vittorio Giovannetti. "Optimal quantum
subtracting machine". In: Physical Review A 99.5 (2019), p. 052319.

In this chapter, the impossibility of undoing a mixing process is analysed in the context
of quantum information theory. The optimal machine to undo the mixing process is
studied in the case of pure states, focusing on qubit systems. Exploiting the symmetry
of the problem we parametrise the optimal machine in such a way that the number of
parameters grows polynomially in the size of the problem. This simplification makes the
numerical methods feasible. For simple but non-trivial cases we computed the analytical
solution, comparing the performance of the optimal machine with other protocols.

5.2 Introduction

A fundamental fact in quantum information theory is that not all maps between quantum
states are possible: even before considering practical difficulties, quantum theory itself
limits the operations that can be performed. A series of quantum no-go theorems [WZ82;
Wer01; Die82; NC97; PB00; PHH08; AR+15; Osz+16] shows that transformations which
would be very valuable from the point of view of information processing are in fact impos-
sible. The most celebrated of them is the no-cloning theorem [WZ82]: the impossibility of
cloning makes many processing tasks (e.g. state estimation) non-trivial. Nonetheless, the
importance of these impossible transformations drives the search for approximate imple-
mentations of them: optimal cloners [Sca+05] have been extensively studied, and similar

33



Chapter 5. Optimal Subtracting Machine 34

efforts have been spent for other no-go theorems [AR+15; Osz+16; DKK17; Dog+18;
Hay+21].

Here we introduce the no-subtracting theorem, which states the impossibility of undoing
the mixing operation that involves a target state we wish to recover and an external noise
source, and define the optimal subtractor operation which solves the problem with the
best allowed approximation. This task is somehow related to those discussed in [BRS07]
and references therein, where one aims to perform quantum information processing of
some sort (e.g. the recovery of the target state) when some classical knowledge (i.e. the
reference frame for [BRS07] and the amount of mixed noise for us) is replaced by bounded
information encoded into the density matrix of an ancillary quantum system. Finding the
optimal subtractor corresponds to a semidefinite program involving a number of variables
that in principle grows exponentially with the input data (system copies). However, by
exploiting the symmetry of the problem and a proper parametrisation of the N to 1
qubit covariant channels (analogous to those introduced in [GS08; Boi+08]), the number
of effective parameters can be reduced to a subset which only scales polynomially. This
reduction of the parameters makes the numerical optimisation feasible, and for small
enough input data, allows also for analytical treatment.

As a final consideration we would also to point out that the problem we address in
the present paper can also be seen as an instance of quantum machine learning [Wit14;
Bia+17; DB17], an emerging area of quantum information theory that deals with tasks
that generalise the “learning from example" concept in a genuine quantum information
theory setting. In these tasks a machine should be trained to perform a certain quan-
tum operation and this training can be done through quantum processing, that means
with quantum training data and quantum operations. The fundamental difference with
classical training tasks is that there is not an a priori separation between the training
and the execution phases, because of entanglement. Indeed, in our analysis we search for
the best machine that can be trained with copies of the noise in order to make it able
to recover disturbed signals, with the only requirement that the machine is allowed by
quantum mechanics.

This chapter is organized as follows: we start in Sec. 5.3 by formalizing the problem.
In Sec. 5.4 we present some preliminary results on the efficiency of a universal quantum
subtractor which can drawn from general consideration on the problem without passing
the explicit optimization stage. In Sec. 5.5 we then proceed with the explicit solution
of the optimization problem. The paper ends with Sec. 5.6. Technical derivations are
presented in the Appendix.
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5.3 Optimal Subtractor

An Universal Quantum Subtracting machine UQS is a two-inputs/one-output transfor-
mation acting on two isomorphic discrete quantum systems A and B. When provided
by factorised input states of the form (pρ0 + (1 − p)ρ1) ⊗ ρ0, with p ∈ [0, 1] assigned
and ρ0, ρ1 ∈ D(H) arbitrary density matrices, it returns as output the system A into the
state ρ1 realizing the mapping

UQS
[
ρmix(p)⊗ ρ0

]
= ρ1 , (5.1)

which effectively allows one to recover ρ1 from the mixture ρmix(p) := pρ0 + (1 − p)ρ1
by “removing" the perturbing state ρ0 and renormalizing the result. Unfortunately the
possibility of physically realizing an UQS machine for p > 0, turns out to be in con-
tradiction with the basic requirements that any quantum evolution has to fulfil, see e.g.
Ref. [Hol19]. Indeed, invoking linearity and using the fact that for ρ1 = ρ0 one has
UQS[ρ0 ⊗ ρ0] = ρ0, Eq. (5.1) can be cast in the following form

(1− p)UQS[ρ1 ⊗ ρ0] = ρ1 − pρ0, (5.2)

which, as long as the parameter p is strictly different from 0, will produce unphysical non-
positive results as soon as the support of ρ0 admits a non trivial overlap with the kernel
of ρ1. Yet, as in the case of other better studied impossible quantum machines [Wer01],
there could be still room for approximate implementations of the mapping (5.1). In what
follows we shall hence try to identify the implementation of an optimal UQS, i.e. a ma-
chine which, being physically realizable via a Completely Positive and Trace Preserving
(CPTP) map [Hol19], would give us the best approximation of the transformation (5.1).
More generally we are also interested in a generalisation of the problem where instead
of a single copy of the mixture pρ1 + (1 − p)ρ0 and of the noise state ρ0, we are now
provided with n1 copies of the first and n2 copies of the second, i.e. in the optimal CPTP
implementation of the Σ(H⊗n1+n2) → Σ(H) mapping

UQS(n1,n2)
[
(pρ0 + (1− p)ρ1)

⊗n1 ⊗ ρ⊗n2
0

]
= ρ1 . (5.3)

As a figure of merit we shall consider the fidelity [NC02] between the obtained output
and the intended target states, properly averaged with respect to all possible inputs.
To simplify the analysis in what follows we restrict ourself to the special case where
both ρ0 and ρ1 are pure states of the d-dimensional space H, namely ρ1 = |ψ⟩ ⟨ψ| and
ρ0 = |ϕ⟩ ⟨ϕ|, where without loss of generality we adopt the parametrisation |ψ⟩ := U |↑⟩
and |ϕ⟩ := V |↑⟩, with |↑⟩ being a fixed vector and U , V are arbitrary elements of the
unitary set SU(d). Indicating hence with Λ the CPTP mapping that we want to test as
a candidate for the implementation of UQS(n1,n2), we evaluate its performance through
the function

Fn1,n2(Λ) :=

∫∫
dµUdµV ⟨ψ|Λ[ρ⊗n1

mix (p)⊗ ρ⊗n2
0 ] |ψ⟩ , (5.4)
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where the integral are performed via the Haar measure of SU(d) to ensure a uniform
distribution of |ψ⟩ and |ϕ⟩ on H. Before entering into the technical derivation, it is
worth commenting that while the problem we are facing can be seen as a sort of pu-
rification procedure, it is definitely different from the task addressed by Cirac et al. in
Ref. [CEM99], which is designed to remove the largest fraction of complete mixed state
from ρmix having access to some copies of it, but with no prior information on ρ0 or
p.

5.3.1 Connection to Quantum Error Correction

Equation (5.1) can be described as the formal inversion of the transformation IQA[ρ0 ⊗
ρ1] = ρmix(p), which we may dub Incoherent Quantum Adder. At variance with the
Coherent Quantum Adder analyzed in Refs. [AR+15; DKK17; Dog+18], an IQA can
be easily implemented as it merely consists in creating a probability mixture out of
two input configurations. In particular, IQA can be interpreted as an open quantum
evolution [Hol19; NC02; Kin03] in which the state ρ0 of the input B, plays the role of
the environment. In this scenario, the aim is to undo the action of IQA and recover
ρ1 not having the full knowledge about the environment, the only information available
being encoded through copies of ρ0. In view of this observation the optimal quantum
subtracting problem can be seen as a first example of a new way of approaching quantum
error correction schemes. We are thinking for instance to communication scenarios where,
the transformation tampering the received state at the output of the channel is affected
by interactions with an external environment E that is susceptible to modifications on
which the communicating parties (say Alice and Bob) do not have a complete record.
To be more precise, imagine the following realistic situation where Alice uses a noisy
channel to communicate with Bob. Therefore, the states that Alice wants to send to
Bob ρ1, interacts with the environment ρ0. The coupling Hamiltonian H between the
information carrier S and E and the transfer time τ of the communication are somehow
fixed and known. while the state ρ0 of the environment is not – ρ0 is a sort of a random,
possibly time-dependent variable of the problem. Accordingly, Bob receives by ρ′1 =

TrE [USE(ρ1 ⊗ ρ0)U
†
SE ] with USE = exp[−iHτ ] and TrE [...] being the partial trace over

E. The fundamental task for the receiver of the message is clearly to recover ρ1 from ρ′1: in
the standard approach to quantum communication this is facilitated by the assumption
that Alice and Bob have also perfect knowledge about ρ0 which in our setting is no longer
granted. To compensate for this lack of information it is hence important for the receiver
of the message to sample the state of E in real time during the information exchange,
a scenario which we can model e.g. by assuming Bob to have access to some copies of
ρ0. The optimal subtracting scheme we discuss in the manuscript addresses exactly this
problem for the special (yet not trivial) case where USE describes a partial swap gate
(see e.g. [Sca+02] ).



Chapter 5. Optimal Subtracting Machine 37

Given the above premise it should be now clear that the possibility of constructing an
UQS machine will have a profound impact in many practical applications, spanning from
quantum computation [NC02; Lad+10], where it could be employed as an effective error
correction procedure for certain kind of errors, to quantum communication [GT07], where
instead it could be used as a decoding operation to distill the intended messages from
the received deteriorated signals.

5.4 Preliminary results

The maximum of Eq. (5.4) with respect to all possible CPTP transformations

F (max)
n1,n2

:= max
Λ∈CPTP

Fn1,n2(Λ), (5.5)

is the quantity we are going to study in the following. Since one can always neglect part
of the input copies, this functional is clearly non-decreasing in n1 and n2, i.e.

F (max)
n1,n2

≤ F
(max)
n1+1,n2

, F
(max)
n1,n2+1, (5.6)

with no ordering between the last two terms been foreseen from first principles. In
particular, we are interested in comparing F (max)

n1,n2 with the performances achievable via a
trivial “doing nothing" (DN) strategy in which one emulates the mapping (5.3) by simply
returning as output one of the qubits of the register A, i.e. the state ρmix(p). In this
case, the associated average fidelity can be easily computed by exploiting the depolarizing
identity ∫

dµU |ψ⟩⟨ψ| =
∫
dµUU |↑⟩ ⟨↑|U † = I/d , (5.7)

obtaining

Fn1,n2(DN) := 1− p(d− 1)/d , (5.8)

which, by construction constitutes a lower bound for F (max)
n1,n2 , i.e.

F (max)
n1,n2

≥ 1− p(d− 1)/d , (5.9)

(incidentally for the qubit case, Fn1,n2(DN) coincides with the average fidelity on would
obtain by adapting the optimal protocol of the Cirac et al. scheme [CEM99] to our
setting, see Ref. [CEM99]). Determining the exact value of F (max)

n1,n2 is typically very
demanding apart from the case where we have a single copy of A, i.e. for n1 = 1. In this
scenario in fact, irrespectively from the value of n2, one can prove that the DN strategy
is optimal, transforming the inequality (5.9) into the identity

F
(max)
1,n2

= 1− p(d− 1)/d . (5.10)
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One way to see this is to show that (5.10) holds in the asymptotic limit of infinitely
many copies of the B state, i.e. n2 → ∞, and then invoke the monotonicity under n2 to
extent such result to all the other cases. As a matter of fact when n2 diverges one can
use quantum tomography to recover the classical description of B from the input data:
accordingly the optimal implementation of UQS(1,∞) formally coincides with the optimal
recovery map [Ipp+15] aiming to invert the CPTP transformation that takes a generic
element ρ1 ∈ D(H) into ρmix(p). In this case (5.4) gets replaced by

F1,∞(Λ) :=

∫
dµU ⟨ψ|Λ[(1− p) |ψ⟩ ⟨ψ|+ p |ϕ⟩ ⟨ϕ|] |ψ⟩ , (5.11)

which thanks to the depolarizing identity can be easily shown to admit Fn1,n2(DN) not
just as a lower bound but also as an upper bound, leading to

F
(max)
1,∞ = 1− p(d− 1)/d , (5.12)

and hence to (5.10).

As n1 gets larger than 1, we expect to see a non trivial improvement with respect to the
DN strategy. This is clearly evident at least in the case where both n1 and n2 diverge (i.e.
n1, n2 → ∞). In this regime, similarly to the case of optimal quantum cloner [WZ82;
BH96; Wer98; GM97; Bru+98; Sca+05], Eq. (5.3) becomes implementable by means of
a simple measure-and-prepare (MP) strategy based on performing full quantum tomog-
raphy on both inputs A and B, yielding the optimal value F (max)

∞,∞ = 1 which clearly
surpasses the DN threshold. In the next sections, we shall clarify a procedure that one
can follow to solve the optimisation of Eq. (5.4) for finite values of the input copies. For
the sake of simplicity we present it for the special cases where A and B are just qubit
systems and we use such technique to analytically compute the exact value of F (max)

n1,n2 for
the simplest but non-trivial scenario where n1 = 2 and n2 = 1. Via numerical methods
we also solve the optimisation problem for some selected values of p, n1 and n2, see
Fig. 5.2.

5.5 Channel optimisation

The problem we are considering has special symmetries that allows for some simplifica-
tions. Invoking the linearity of Λ and the invariance of the Haar measure we can rewrite
(5.4) as Fn1,n2(Λ) = ⟨↑|Λc[Ωn1n2 ] |↑⟩, where Ωn1n2 is the density operator

Ωn1n2 :=

∫
dµV

(
p |↑⟩ ⟨↑|+ (1− p)V |↑⟩ ⟨↑|V †

)⊗n1

⊗
(
V |↑⟩ ⟨↑|V †

)⊗n2

. (5.13)

The channel Λc appearing in the expression for Fn1,n2(Λ) is obtained from Λ through the
following integral

Λc[· · · ] =
∫
dµU UΛ[U †⊗N · · ·U⊗N ]U † , (5.14)
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which ensures that Λc is a N qubits to 1 qubit covariant map, i.e. a CPTP transformation
fulfilling the condition

U †Λc[· · · ]U = Λc[U
†⊗N · · ·U⊗N ] , (5.15)

∀U ∈ SU(2) [Hol02]. Notice also that if Λ is already covariant, then it coincides with
its associated Λc, i.e. Λc = Λ. Exploiting these facts we can hence conclude that the
maximisation of Fn1,n2(Λ) can be performed by just focusing on this special set of trans-
formations which now we shall parametrise. The integral appearing in (5.14) motivates
us to choose the total angular momentum eigenbasis as the basis for the Hilbert space
H⊗N

2 where the channel operates. Specifically we shall write such vectors as |j,m, g⟩ with
j the total angular momentum of N spin 1/2 particles, m the total angular momentum
in z direction, and g labelling different equivalent representations with total angular mo-
mentum j. Following the derivation presented in A we can then verify that, indicating
with {

∣∣j = 1
2 , s
〉
}
s=±1

2
the angular momentum basis for a single qubit (no degeneracy

being present), one has〈
1
2 , s
∣∣Λc

[∣∣j,m, g⟩⟨j′,m′, g′
∣∣] ∣∣1

2 , s
′〉 = (−1)m−m′

(5.16)

×δs−m,s′−m′
∑

q∈Qj,j′

Cq s−m
1
2
s,j−m

Cq s′−m′
1
2
s′,j′ −m′ W

j,j′

q,g,g′ ,

where the summation over the index q runs over

Qj,j′ := {j ± 1

2
} ∩ {j′ ± 1

2
} , (5.17)

(if the set is empty then the associated matrix element is automatically null), where

CJ M
j m,j′ m′ := ⟨J,M |j,m⟩ ⊗ |j′,m′⟩ , (5.18)

is a Clebsch-Gordan coefficient, and where finally

W j,j′

q,g,g′ := vj
q,g · (v

j′

q,g′)
† , (5.19)

represents the scalar product between the complex row vectors vj
q,g and vj′

q,g′ constructed
from the Kraus operators of Λ and explicitly defined in A. Equation (5.16) tells us which
are the parameters characterizing Λc that enter into the optimization problem. The
number of W j,j′

q,g,g′ grows exponentially in n1 and n2: the multiplicity of the representation
with total angular momentum j grows exponentially in general, therefore g and g′ can
take an exponential number of different values. It is worth observing that this quantity
does not depend on m, s,m′, s′ which only appear in the Clebsch-Gordan coefficients.
Also, the structure of the covariant channels specified in Eq. (5.16) indicates that the
action of Λc on the off-diagonal elements in the total angular momentum basis is zero
unless |m−m′| = 1 and |j − j′| = 1. In principle there is no selection rule on g and g′,
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and at this level the number of variables of the problem still scales exponentially in n1 and
n2. A dramatic simplification arises by using the symmetry properties of Ωn1n2 . First of
all [Ωn1n2 , Jz] = 0, from which ⟨j,m, g|Ωn1n2 |j′,m′, g′⟩ is zero unless m = m′. Moreover,
by Schur-Weyl duality [FH04] the Hilbert space of the problem can be decomposed as H =⊕

D1,D2
(jD1 ⊗αD1)⊗ (jD2 ⊗αD2), where jDi and αDi are the irreducible representations

of SU(2) and the symmetric group Sni with Young diagram D. We notice that Ωn1n2

is symmetric under permutations acting independently on the first n1 and the second
n2 qubits, hence by Schur’s lemma Ωn1n2 must have the form Ωn1n2 =

⊕
D1,D2

(ΩD1 ⊗
1D1)⊗ (ΩD2 ⊗ 1D2), with ΩD1 ,ΩD2 positive-semidefinite operators. In particular, since
(V |↑⟩ ⟨↑|V †)⊗n2 is supported on the completely symmetric subspace for each V , ΩD2 = 0

unless D2 is the completely symmetric Young diagram. From this observation it follows
that Ωn1n2 is supported on a space spanned by orthonormal vectors labelled as |j,m, gj1⟩,
where we use the same conventions as before for the total angular momentum indices, and
we simplify the notation using gj1 as a shortcut for the couple (jD1 , gD1) which indexes
a basis of αD1 . Putting all together we have proved that ⟨j,m, gj1 |Ωn1n2 |j′,m′, g′j′1

⟩ =

Ωn1n2(j, j
′,m, j1, p)δm,m′δgj1 ,g

′
j′1

, with the function Ωn1n2(j, j
′,m, j1, p) depending only

on j, j′,m, j1, p and being explicitly computed in A. Exploiting these properties of Ωn1n2

the fidelity can then be expressed as

Fn1,n2(Λ) =
∑

j,j′,j1,q

Cj,j′

q,j1
(p)W j,j′

q,j1
, (5.20)

where Cj,j′

q,j1
(p) is a contraction of Clebsch-Gordan coefficients defined in A, and

W j,j′

q,j1
:= (

∑
gj1

W j,j′
q,gj1 ,gj1

)/#gj1 , (5.21)

with

#gj1 =
(n1)!(2j1 + 1)

(n1−2j1
2 )(n1+2j1

2 + 1)
, (5.22)

being the multiplicity of the representation j1. Further constraints associated with
the Completely Positivity condition of Λc are also automatically included in the
parametrisation via W j,j′

q,g,g′ through the connection between the vectors vj
q,g and

the Kraus operators of Λ. The trace preserving requirement reduces instead to∑
s=±1

2
⟨12 , s|Λc [|j,m, g⟩⟨j′,m′, g′|] |12 , s⟩ = δj,j′δm,m′δg,g′ , which via some manipula-

tions A can be cast in the equivalent form

2+2j
(1+2j) W

j,j
q,j1

∣∣∣
q=j+

1
2

+ 2j
1+2j W

j,j
q,j1

∣∣∣
q=j−1

2

= 1 . (5.23)

We notice that the linearity of Fn1,n2(Λ) and the convexity of the set of channels allows
us to restrict the search for the maximum fidelity among those Λs for which W j,j′

q,gj1 ,g
′
j1

=
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Figure 5.1: Average fidelity (5.24) for the optimal UQS machine for n1 = 2 and n2 = 1

as a function of the probability parameter p (dotted line), together with the average
fidelities of the DN strategy (dashed line), the optimal expression for n1 = 2 and n2 = ∞
corresponding to have classical knowledge of the perturbing state (dotted-dashed line),
and the upper bound F upper

n1=2 (Λ
MP) attainable with MP procedures (continuous line).

δgj1 ,g
′
j1
W j,j′

q,j1
. Accordingly, the latter become the effective variables over which one has

to perform the maximization of (5.20). As explicitly shown in A their number grows
polynomially in n1 and n2, reducing the problem to a semidefinite program which let us
perform numerical optimisation.

5.5.1 Results

As explicitly shown in A the maximization of Eq. (5.20) for case n1 = 2 and n2 = 1 can
be performed analytically leading to

F
(max)
2,1 =

{
(1−p)(51+23p)

54 + (1−p)(3+p)2

27(6−7p) + p2

2 , 0 ≤ p ≤ 3
8

(1−p)(51+23p)
54 + p(1−p)

3 + p2

2 ,
3
8 ≤ p ≤ 1 .

(5.24)

In Fig. 5.1 we report Eq. (5.24) together with the average fidelity for the DN strategy,
with the function F (max)

2,∞ which we computed in A following the same approach used for
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Figure 5.2: Numerical results for the maximum fidelity for p = 0.5 (left) and p = 0.9

(right) for n1 = 1, .., 10 and n2 = 1, .., 10. The red line indicates the following: as long
as (n2, n1 + 1) is below the red line, F (max)

n1+1,n2
> F

(max)
n1,n2+1, otherwise F (max)

n1+1,n2
< F

(max)
n1,n2+1.

For example, in p = 0.5 (left), for n1 = 8 and n2 = 2, the fidelity is larger if we add one
copy of the input B instead of the input A.

F
(max)
1,∞ , and with the curve

F upper
n1=2 (Λ

MP) := (9− 2p− p2)/12 , (5.25)

which, as we detail in A, provides an upper bound to the average fidelity attainable
when resorting on MP strategies when having n1 = 2 copies of A and arbitrary copies
of ρ0. The curves show that for the low value n1 we are considering here, the MP
procedures are ineffective even with respect to the trivial DN strategy. F

(max)
2,1 on the

contrary is strictly larger than the DN score. Also it is very close to F
(max)
2,∞ , showing

that for n1 = 2, the possibility of having just a single copy of the perturbing state ρ0
provides us almost all the benefit one could obtain by having a classical knowledge of the
latter. For larger values of n1 and n2 analytical treatment becomes cumbersome and we
resort to numerical analysis using Mathematica [Wol18] to compute the parameters of
the problem and CVX, a package for specifying and solving convex programs [MAT10;
GB14] in Matlab, to calculate the maximum fidelity values. Results are reported in
Fig. 5.2 for n1 = 1, 2, .., 10 and n2 = 1, 2, .., 10 and p = 1

2 ,
9
10 .

5.6 Conclusions

The gap between F
(max)
2,1 and the DN strategy (which is optimal in the n1 = 1 scenario

and independent from the explicit value of n2) shows that even a small redundancies on
the input A, can be beneficial. On the contrary, the very small distance between F (max)

2,1
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and F
(max)
2,∞ clarifies that gathering more information on the mixing term ρ0 (the noise

of the model) does not help too much. As can be seen from Fig. 5.2 for larger n1 and
n2 one can instead see a noise-dependent separation line between two regions, one where
it is indeed advantageous to increase n1 instead of n2 and the other where the opposite
holds.

The symmetry of the problem allowed us to reduce exponentially the number of variables
involved in the optimisation. The same analysis should be relevant also in a broader
perspective for general noise models.



Chapter 6

Degradable Flagged Extensions:
Discrete Channels

6.1 Preface

The material in this chapter is based on the published article [KFG22]:

• Farzad Kianvash, Marco Fanizza, and Vittorio Giovannetti. “Bounding the quan-
tum capacity with flagged extensions”. In: Quantum 6 (2022), p. 647. doi: 10.
22331/q-2022-02-09-647

The ideas we used in [KFG22] are mostly from our previous article [FKG20]

• Marco Fanizza, Farzad Kianvash, and Vittorio Giovannetti. “Quantum Flags and
New Bounds on the Quantum Capacity of the Depolarizing Channel”. In: Physical
Review Letters 125.2 (2020), p. 020503. doi: 10.1103/PhysRevLett.125.020503.
arXiv: 1911.01977

In this chapter, we consider flagged extensions of convex combination of qudit quantum
channels, and find general sufficient conditions for the degradability of the flagged ex-
tension. An immediate application is a bound on the quantum and private capacities
of any qudit channel being a mixture of a unitary map and another channel, with the
probability associated to the unitary component being larger than 1

2 . We then specialize
our sufficient conditions to flagged Pauli channels, obtaining a family of upper bounds
on quantum and private capacities of Pauli channels. In particular, we establish new
state-of-the-art upper bounds on the quantum and private capacities of the depolariz-
ing channel, BB84 channel and generalized amplitude damping channel. Moreover, the
flagged construction can be naturally applied to tensor powers of channels with less re-
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stricting degradability conditions, suggesting that better upper bounds could be found
by considering a larger number of channel uses.

6.2 Introduction

Protecting quantum states against noise is a fundamental requirement for harnessing the
power of quantum computers and technologies. In a transmission line or in a memory,
noise is modeled as a quantum channel, and several accesses to the channel together with
careful state preparation and decoding can protect quantum information against noise.
As discussed in Chapter 3.2 the quantum capacity Q of a channel is the maximal amount
of qubits which can be transmitted reliably, per use of the channel. It can be expressed
in terms of an entropic functional, the coherent information Ic, which can be computed
as a maximization over quantum states used as inputs of the communication line. The
quantum capacity [Llo97; Sho02b; Dev05] of a channel can then be obtained as a limit
for large n of Ic per use of the channel, for n uses of the channel. A striking feature of the
problem is the potential super-additivity of the coherent information [SS96; DSS98; SS07;
FW08; SY08; SSY11; Cub+15; LLS18a; SG21; Sid20b; Sid20a; NPJ20; Yu+20; BL21],
which which hinders the direct evaluation of the quantum capacity imposing an infinite
number of optimizations on Hilbert spaces of dimension that grows exponentially in n.
The existence of an algorithmically feasible evaluation of the quantum capacity remains
as one of the most important open problems in quantum Shannon theory [Hol19; Wil17],
while finding computable upper or lower bounds on the quantum capacity constitutes
important progress.

As we have seen in Chapter 3.2, the phenomenon of superadditivity is not restricted to
the quantum capacity, as it shows up also for the classical capacity [Has09], the classical
private capacity [Li+09] and the trade-off capacity region [ZZS17; Zhu+19]. In this
chapter, we are also interested in the classical private capacity, which is the optimal rate
for classical communication protected by any eavesdropper [CWY04; Dev05]. In general
this capacity is larger than the quantum capacity, but the upper bounds we obtain in
this paper hold for both capacities.

In this chapter we present [KFG22] where we formulated sufficient conditions to obtain
non-trivial upper bounds on the quantum capacity, using the so-called flagged extensions.
A flagged extension of a channel that can be written as convex combinations of other
channels is such that the receiver gets, together with the output of one of the channels
in the convex combination, a flag carrying the information about which of the channels
acted. This technique is particularly effective for a class of channels of physical signifi-
cance, the Pauli channels. A qubit Pauli channel describes random bit flip and phase flip
errors, which is a fundamental noise model; moreover, any qubit channel can be mapped
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to a Pauli channel by a twirling map [HHH98], which does not increase the quantum
capacity [BKN00]. With these new flagged extensions we improve the results of [FKG20;
WW19] for two important Pauli channels: the depolarizing channel and BB84 chan-
nel, which are both superadditive [SS96; DSS98; BL21], and their quantum capacities
are not known, despite a long history of efforts [DSS98; AC97; Bru+98; Rai99; Cer00;
Rai01; SS07; FW08; Smi08; SSW08; Ouy14; Sut+17; LDS18; LLS18b; BL21]. We also
present state-of-the-art bounds for quantum capacity of the generalized amplitude damp-
ing channel [GP+09; BL20; RMG18; KSW20; WW19], improving the results of [WW19].
The bounds we obtained in [KFG22] are not necessarily the best bounds available with
these techniques, being just good guesses among all the instances of flagged channels
that satisfy the sufficient conditions. In fact, there is an infinite sequence of optimization
problem depending on the number of uses of the channel, each of which gives a bound
on the capacity. It is not clear if a phenomenon analogous to superadditivity appears in
this scenario. Even with one use of the channel, different choices of Kraus operators give
different bounds.

These bounds are based on the most fruitful technique to obtain upper bounds on the
quantum capacity: finding a degradable extension of the channel (e.g. [Smi08; SSW08;
Ouy14; LDS18].) In fact, degradable channels [DS05; CRS08] have the property that
the coherent information is additive, therefore the quantum capacity is obtainable as the
coherent information of the channel. Moreover, a fundamental property of capacities is
that they are generically decreasing under composition of channels, a fact that has a clear
operational justification. It is also known that the quantum capacity of a degradable
channel is equal to its private capacity, therefore the quantum capacity of a flagged
degradable extension of a channel is also an upper bound for the private capacity of the
original channel. Moreover, when the channel is approximately degradable useful bounds
can still be obtained [Sut+17; LLS18b].

In a previous paper [FKG20] we contributed to this line of work by considering a flagged
degradable extension of the depolarizing channel. While previous constructions [WPG07;
Smi08; SSW08; LDS18] used orthogonal flags, our contribution was to consider non-
orthogonal flags, showing that degradable extensions can be obtained even in this less
restricted setting, obtaining better bounds. In a subsequent work [WW19] the author
combined non-orthogonal flags with approximate degradability, improving the bounds
further by searching for the flagged extension with the best bound from approximate
degradability. However, from careful inspection it seems that the advantage of the ap-
proximate degradability technique in this context is that it finds exactly degradable
extensions for a choice of flags that our analysis did not cover. In fact, in [KFG22]
we extend the sufficient conditions for degradability for flagged channels and we found
even better bounds by exploiting richer flag structures, while being able to reproduce
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the bounds already obtained with approximate degradability techniques. In principle,
the new bounds could be obtained by extending the space of the flags, evaluating the
bounds with the approximate degradability method applied to the flagged extension, and
minimizing over the possible flags. Unfortunately, this brute force search with more flags
and in a larger Hilbert space for the flags becomes rapidly unpractical.

The outline of the paper is the following: first we show the derivation of the sufficient
conditions for degradability of flagged channels in Section 6.3. We then apply this result
to obtain a general bound on the quantum capacity of any channel which is the convex
combination of a unitary channel and any other channel in Section 6.4. In Section 6.5,
we briefly review qudit Pauli channels, then rewrite our sufficient conditions for Pauli
channels, where the bounds on the quantum capacity appear to have a simpler form; we
also show that two explicit choices of degradable extensions give state-of-the-art bounds
for the quantum and private capacities of the depolarizing channel and the BB84 channel.
In Section 6.6, we apply the our method to bound the quantum and private capacity of
the generalized amplitude damping channel. In Section 6.7 we add some observations
about the possibility of getting even better bounds with this method. We conclude with
a summary of the results.

6.3 Sufficient conditions for degradability of flagged exten-
sions

We outline a systematic construction of degradable flagged extensions for any convex
combination of channels, i.e. channels of the form Λ =

∑l
i=0 piΛi, with {pi}i=0,···l a set

of probabilities and with Λi channels themselves. We establish the following:

Proposition 6.3.1 (Sufficient conditions for degradability of flagged exten-
sions). Let Λ be a channel acting on the quantum system A and its flagged extension

Λ =
l∑

i=0

piΛi ⊗ |ϕi⟩ ⟨ϕi| , (6.1)

with |ϕi⟩ normalized states of an auxiliary system F . The map Λ is degradable if there
exists a choice of Kraus operators {K(i)

j }j=1,...,ri for each channel Λi and an orthonormal
basis {|i⟩}i for the space of F , such that〈

i′
∣∣ϕi〉√piK(i′)

j′ K
(i)
j = ⟨i|ϕi′⟩

√
pi′K

(i)
j K

(i′)
j′ ∀i, j, i′, j′ . (6.2)

Proof. Observe that starting from a Kraus set {K(i)
j }j=1,...,ri of the channel Λi, we can
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construct the following isometric Stinespring dilation for such channel,

Vi |ψ⟩A :=

ri∑
j=1

K
(i)
j |ψ⟩A |i⟩B |j⟩B̄ , (6.3)

for all |ψ⟩A states of A, with the systems B and B̄ playing the role of the effective
channel environment. A Stinespring representation of the flagged channel (6.1) can then
be obtained as

V |ψ⟩A :=

l∑
i=0

√
piVi |ψ⟩A |ϕi⟩F , (6.4)

which, via Eq. (??) allows to express the complementary of the flagged channel as

Λ̃[|ψ⟩A ⟨ψ|] =
∑
i,j

√
pipjF ⟨ϕj |ϕi⟩F TrA[Vi |ψ⟩A ⟨ψ|V †

j ] . (6.5)

Our goal is to find a channel such as W that degrades the flagged channel to its comple-
mentary channel i.e. W ◦ Λ = Λ̃. A natural candidate for the Stinespring representation
of the degrading channel is as follows

V ′ |ψ⟩A |i⟩F := Vi |ψ⟩A . (6.6)

Consider hence the following state

V ′V |ψ⟩A =
l∑

i=0

√
piV

′Vi |ψ⟩A |ϕi⟩F =
l∑

i=0

l∑
i′=0

√
pi
〈
i′
∣∣ϕi〉Vi′Vi |ψ⟩A

=
l∑

i=0

l∑
i′=0

ri∑
j=1

ri′∑
j′=1

〈
i′
∣∣ϕi〉√piK(i′)

j′ K
(i)
j |ψ⟩A |i⟩B |j⟩B̄

∣∣i′〉
B′

∣∣j′〉
B̄′ , (6.7)

where for ease of notation ⟨i′|ϕi⟩ stands for F ⟨i′|ϕi⟩F . By construction the states of
subsystem BB̄ and B′B̄′ are equal to Λ̃[|ψ⟩ ⟨ψ|] andW ◦Λ[|ψ⟩ ⟨ψ|] respectively. Therefore,
a sufficient condition for the degradability of Λ is that V ′V |ψ⟩A is invariant if we swap
subsystem BB̄ with B′B̄′. Writing the swap operator as S↔, we have

S↔V
′V |ψ⟩A =

l∑
i=0

l∑
i′=0

ri∑
j=1

ri′∑
j′=1

〈
i′
∣∣ϕi〉√piK(i′)

j′ K
(i)
j |ψ⟩A |i⟩B |j⟩B̄

∣∣i′〉
B′

∣∣j′〉
B̄′

=

l∑
i=0

l∑
i′=0

ri∑
j=1

ri′∑
j′=1

〈
i′
∣∣ϕi〉√piK(i′)

j′ K
(i)
j |ψ⟩A

∣∣i′〉
B

∣∣j′〉
B̄
|i⟩B′ |j⟩B̄′

=

l∑
i=0

l∑
i′=0

ri∑
j=1

ri′∑
j′=1

⟨i|ϕi′⟩
√
pi′K

(i)
j K

(i′)
j′ |ψ⟩A |i⟩B |j⟩B̄

∣∣i′〉
B′

∣∣j′〉
B̄′ ,

= V ′V |ψ⟩A , (6.8)
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where we used Eq. (6.2) in the second equality. Since S↔V ′V |ψ⟩A = V ′V |ψ⟩A, the
flagged channel Λ is degradable.

In this way we reduced the degradability conditions to commutation conditions on
the Kraus operators. In the case that all the Kraus operators commute, we choose
all of the flags to be equal to |ϕi⟩ = |ϕ⟩ =

∑
j
√
pj |j⟩ to satisfy the degradabil-

ity conditions, therefore the original channel itself is degradable. In this way we can
recover the known fact that channels with commuting Kraus operators are degrad-
able [DS05]. In the case that the Kraus operators of each Λi commute with each other i.e.
K

(i)
j K

(i)
j′ = K

(i)
j′ K

(i)
j ∀j, j′, i, we can choose orthogonal flags |ϕi⟩ = |i⟩ to construct a

degradable extension. However, our proof is not sufficient to recover the known fact that
orthogonal flagged convex combination of degradable channels are degradable. Nonethe-
less, by allowing in our construction more freedom in the choice of V ′ we can recover
this fact. In particular, one can use V ′ |ψ⟩A |i⟩F =

∑ri
j=1D

(i)
j |ψ⟩A |i⟩B′ |j⟩B̄′ , where D(i)

j

are the Kraus operators of the complementary of the degrading map of Λi. Therefore,
allowing arbitrary D(i)

j and checking for equality of partial traces in the systems BB′ and
B̄B̄′ one obtains more general sufficient conditions, covering both the case of Proposition
3.1 and orthogonal flagged convex combination of degradable channels.

6.4 General applications

6.4.1 Convex combination of a unitary operation with an arbitrary
channel

Consider a channel that is obtained as a convex combination of a unitary mapping induced
by the unitary operator U plus an extra CPTP term Λ1, i.e.

Λ[ρ] = (1− p)UρU † + pΛ1[ρ] = (1− p)UρU † + p
r∑

j=1

KjρK
†
j , (6.9)

where p ∈ [0, 1] and the Ki being a Kraus set of Λ1. As the quantum and private
capacities are invariant under unitary transformations, in what follow without loss of
generality we shall set U as the identity map I, redefining the rest accordingly if necessary.
Following the construction of the previous section we hence define the flagged extension
(see Eq. (6.1)) of Λ as

Λ[ρ] = (1− p)ρ⊗ |ϕ0⟩ ⟨ϕ0|+ pΛ1[ρ]⊗ |ϕ1⟩ ⟨ϕ1| , (6.10)

for which the degradability conditions in Eq. (6.2) becomes

⟨1|ϕ0⟩
√
1− p = ⟨0|ϕ1⟩

√
p , ⟨1|ϕ1⟩KjKj′ = ⟨1|ϕ1⟩Kj′Kj . (6.11)
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Since Kj operators do not need to commute, we set ⟨1|ϕ1⟩ = 0 and if p ≤ 1/2 we get
the following solution

|ϕ1⟩ = |0⟩ , |ϕ0⟩ =
√

1− 2p

1− p
|0⟩+

√
p

1− p
|1⟩ . (6.12)

Surprisingly, without any assumption on the form of Λ1 we found a regime for which
the channel in Eq. (6.10) is degradable with non-orthogonal flags. Therefore, we get the
following upper bound

Q(Λ) ≤ Q(Λ) = Q1(Λ) . (6.13)

Note that, in the same regime p ≤ 1/2, one also has that the extension with orthogonal
flags is degradable. Consider indeed a map acting as follows on product states (it can
be trivially extended): W [ρ ⊗ |ϕ0⟩⟨ϕ0|] = 1−2p

1−p |0⟩⟨0| ⊗ |ϕ0⟩⟨ϕ0| + p
1−p Λ̃1[ρ] ⊗ |ϕ1⟩⟨ϕ1|,

W [ρ ⊗ |ϕ1⟩⟨ϕ1|] = |0⟩⟨0| ⊗ |ϕ0⟩⟨ϕ0|. One can verify that this map is a valid degrading
map. However, the extension with non-orthogonal flags has a lower quantum capacity
and therefore gives a better upper bound. Note also that one can also consider the family
of extensions

Λc[ρ] := (1− c2)(1− p)ρ⊗ |ϕ0⟩ ⟨ϕ0|+
(
c2(1− p)ρ+ pΛ1[ρ]

)
⊗ |ϕ1⟩ ⟨ϕ1| , (6.14)

which according to Eq. (6.12) are degradable for | ⟨ϕ0|ϕ1⟩ |2 = 1−2(p+c2−pc2)
1−(p+c2−pc2)

, for 0 ≤ c2 ≤
1−2p
2(1−p) . Each of these extensions gives an upper bound, and the best bound is found by
minimization.

Q(Λ) ≤ min
0≤c2≤ 1−2p

2(1−p)

Q1(Λc) . (6.15)

Putting Λ1[ρ] = I/d, one recovers degradable flagged extension of depolarizing chan-
nel. The best previous upper bound for qubit depolarizing channel is given in [WW19].
In [WW19], by fixing the structure of the flagged extension as in Eq. (6.10), the author
found the optimal upper bound for the quantum capacity of the qubit depolarizing chan-
nel using approximate degradability, and minimizing over flagged extensions. In fact, the
best bound with this method is obtained for an exactly degradable extension, and the
flags giving the optimal upper bound in [WW19] are the same that we find analytically
in Eq. (6.11). On the other hand, considering the family of extensions Eq. (6.14) we can
also recover mixed state flags associated to the identity channel, by writing

Λc[ρ] = (1− p)ρ⊗
(
(1− c2) |ϕ0⟩ ⟨ϕ0|+ c2 |ϕ1⟩ ⟨ϕ1|

)
+ pΛ1[ρ]⊗ |ϕ1⟩ ⟨ϕ1| . (6.16)

For c2 = 1−2p
2(1−p) , ⟨ϕ0|ϕ1⟩ = 0 and we recover the best bound from [FKG20], obtained with

the same flag structure. The minimization over c gives in general some improvement on
this class of upper bounds.
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Another non-trivial construction is the following: if Kj =
√
pjUj for some unitaries Uj ,

with
∑r

i=1 pj = 1− p, then we can consider the mixed unitary flagged channel,

Λ[ρ] = (1− p)ρ⊗ |ϕ0⟩⟨ϕ0|+
r∑

j=1

pjUjρU
†
j ⊗ |ϕj⟩⟨ϕj | , (6.17)

and any flag choice such that

⟨i|ϕj⟩ = 0 if i ̸= 0and j ̸= 0and i ̸= j , (6.18)

gives a degradable extension. The best upper bounds we obtain from degradable exten-
sions with more than two flags, for the depolarizing channel and BB84 channel, have
exactly this flag structure. However, the degradability conditions are more general than
this and we give a more specialized treatment to these channels in the following sections.
Finally, as an extension of the argument presented in Eq. (6.16), we remark that even gen-
eral extensions with mixed flags can be considered in this framework, by changing the con-
vex combination considered. For example, a rank two flag can be introduced by splitting a
term KρK†⊗(q |0⟩⟨0|+(1−q) |1⟩⟨1|) = √

qKρ
√
qK†⊗|0⟩⟨0|+

√
1− qKρ

√
1− qK†⊗|1⟩⟨1|,

where we now flag a channel with new Kraus operators √qK and
√
1− qK, each with a

pure flag associated.

6.5 Flagged Pauli channels

In this section, we concentrate on an important subclass of mixed unitary channels, the
Pauli channels, which describe random bit flip and phase flip errors in qubits and their
generalization to qudits models. For this class of channels the structure of degradable
flagged extensions is quite rich and the upper bounds can be made more explicit. We
use the notation introduce in Section 2.5 for Pauli channels.

Pauli channels are defined as convex combination of Pauli unitaries with a given discrete
probability distribution {wx}:

Φw[ρ] =
∑

x∈Z2n
d

wxWxρW
†
x . (6.19)

For these channels, our sufficient conditions for degradability are less stringent than in
general, because of the relations (2.20) occurring for any couple of Pauli unitaries. To
construct the flagged version of these channels, we note that the flags live, without loss of
generality, in a Hilbert space HF of dimension d2n, with computational basis {|x⟩}x∈Z2n

d
.

We also consider the space HC ⊗HF , with HC isomorphic to HF , and denote the partial
trace with respect to HC as TrC [·].
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Consider a flagged Pauli channel ΦΨ

ΦΨ[ρ] =
∑

x∈Z2n
d

wxWxρW
†
x ⊗ |ϕx⟩⟨ϕx| , (6.20)

where the label Ψ determines ΦΨ through the definition of the state |Ψ⟩ ∈ HC ⊗ HF

as
|Ψ⟩ =

∑
x∈Z2n

d

√
wx |x⟩C ⊗ |ϕx⟩F =

∑
x∈Z2n

d ,y∈Z2n
d

√
wx ⟨y|ϕx⟩ |x⟩C ⊗ |y⟩F . (6.21)

We define the projectors Πj on HC ⊗ HF projecting on span{|x⟩ |y⟩ − ej
2πi
d |y⟩ |x⟩ :

⟨x, y⟩ = jmod d}. For a probability vector w over Z2n
d , we denote its Shannon entropy

as S(w) := −
∑

x∈Z2n
d
wx logwx. With these definitions, we are equipped to establish the

following proposition:

Proposition 6.5.1 (Upper bound on the quantum capacity of Pauli channels).
Given a Pauli channel Φw, for any |Ψ⟩ ∈ HC ⊗HF satisfying

Tr[Πj |Ψ⟩⟨Ψ|] = 0 ∀j ∈ {0, ..., d− 1} Tr[(|x⟩⟨x| ⊗ I) |Ψ⟩⟨Ψ|] = wx ∀x ∈ Z2n
d .

(6.22)

the quantum and private capacities of Φw satisfy

Q(Φw)≤ P (Φw) ≤ n log d− S(w) + S(TrC [|Ψ⟩⟨Ψ|]). (6.23)

In particular, the optimal upper bound is obtained by minimizing S(TrC [|Ψ⟩⟨Ψ|]) with the
constraints (6.22).

Proof. Given a channel of the form (6.20), consider a state on HC ⊗HF of the form

Any state |Ψ⟩ on HC ⊗HF satisfying the second condition in Eq. (6.22) can be written
as

|Ψ⟩ =
∑

x∈Z2n
d

√
wx |x⟩C ⊗ |ϕx⟩F =

∑
x∈Z2n

d ,y∈Z2n
d

√
wx ⟨y|ϕx⟩ |x⟩C ⊗ |y⟩F , (6.24)

identifying a flagged extension ΦΨ of Φw. Moreover, the degradability conditions for ΦΨ

can be rewritten as

Tr[Πj |Ψ⟩⟨Ψ|] = 0 ∀j ∈ {0, ..., d− 1}, (6.25)

therefore ΦΨ is degradable. For flagged degradable Pauli channels, Q1 = Q has a very
simple form. By the covariance property of (flagged) Pauli channels, i.e. ΦΨ[WxρW

†
x ] =
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(Wx ⊗ I)ΦΨ[ρ](W
†
x ⊗ I) for all Wx ∈ Wn

d . Moreover, we can also write the coherent
information as Ic(ΦΨ, ρ) = S(ΦΨ[ρ]) − S(ΦΨ ⊗ I[|ρ⟩⟩⟨⟨ρ|]), for any purification |ρ⟩⟩
of ρ and I identity channel, therefore using unitarily invariance of the von Neumann
entropy and covariance we have Ic(ΦΨ, ρ) = Ic(ΦΨ,WxρW

†
x). By concavity of coherent

information for degradable channels [YHD08], we thus get

Ic(ΦΨ, ρ) =
1

d2n

∑
x∈Z2n

d

Ic(ΦΨ,WxρW
†
x) ≤ Ic(ΦΨ,

1

d2n

∑
x∈Z2n

d

WxρW
†
x) = Ic(ΦΨ,

I

dn
).

(6.26)
Therefore, the maximum of coherent information corresponds to the maximally mixed

state, which is purified by the maximally entangled state |Ξ⟩ = 1
dn/2

∑
j=0,...,d−1 |j⟩⊗ |j⟩.

It holds that ⟨Ξ|W †
xWy ⊗ I |Ξ⟩ = 1

dn Tr
[
W †

xWy

]
= δx,y, therefore

Q1(ΦΨ) = S

(
ΦΨ

[
I

dn

])
− S(ΦΨ ⊗ I[|Ξ⟩⟨Ξ|]) = n log d+ S(

∑
x∈Z2n

d

wx |ϕx⟩⟨ϕx|)− S(w)

= n log d− S(w) + S(TrC [|Ψ⟩⟨Ψ|]), (6.27)

hence leading to Eq. (6.23).

Note that the minimization problem suggested by Proposition (6.5.1) is non-convex,
therefore it is hard to treat numerically. Its solution is also not unique in general.
However, some useful upper bounds on the quantum capacity can be obtained, case
by case, by simply minimizing over families of states which satisfy the constraints, but
can be expressed in terms of a few parameters. In this way, we obtain state-of-the art
results for the depolarizing channel and the BB84 channel. As a side comment, the
treatment in this section does not seem to cover the flag choice of [FKG20; WW19]
for the depolarizing channel. However, this is easily amended by splitting the Kraus
operator proportional to the identity in Eq. (6.19) into two Kraus operators with suitable
probabilities, and assigning a different flag to each of them, respecting the sufficient
conditions for degradability (see the comments after Eq. (6.13)).

6.5.1 Flagged depolarizing channel

The depolarizing channel on one qudit is

Λd
p[ρ] := (1− d2 − 1

d2
p)ρ+

p

d2

∑
x∈Z2

d\{0}

WxρW
†
x . (6.28)

The symmetries of this channel causes some potential redundancies in the states that
achieve the optimal upper bound according to Proposition (6.5.1). Consider the unitary
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operation Uσ indexed by permutations σ ∈ Sd2−1 which act by permuting the orthogo-
nal set {|x⟩}x∈Z2

d\{0}
while leaving |0⟩ invariant. Then, for any state |Ψ⟩ satisfying the

constraints, Uσ ⊗ Uσ |Ψ⟩ also satisfies the constraints, and it has the same entanglement
entropy S(TrC [|Ψ⟩⟨Ψ|]) = S(TrC [Uσ ⊗Uσ |Ψ⟩⟨Ψ| (Uσ ⊗Uσ)

†]). We cannot establish if the
minimization problem has a unique solution, but if this was the case, then we could re-
strict the candidate states to those which are invariant under Uσ⊗Uσ for every σ ∈ Sd2−1.
We just take this observation as a suggestion for a guess, and we minimize S(TrC [|Ψ⟩⟨Ψ|])
on this restricted family of states. This is convenient because S(TrC [|Ψ⟩⟨Ψ|]) can be de-
termined analytically and we can reduce the problem to a one-parameter minimization.

Proposition 6.5.2. Any |Ψ⟩ satisfying the constraint Eq. (6.24) for the map of
Eq. (6.28) and the condition |Ψ⟩ = Uσ ⊗ Uσ |Ψ⟩ can be parametrized with three com-
plex variables α = ⟨0, 0|Ψ⟩, β = ⟨0, x|Ψ⟩ for x ̸= 0, γ = ⟨x, x|Ψ⟩ for x ̸= 0. Accordingly
we can write

S(TrC [|Ψ⟩⟨Ψ|]) = −(d2 − 2)|γ|2 log
(
|γ|2
)
− v+ log v+ − v− log v−, (6.29)

with

v± =
1

2
(|α|2 + |γ|2 + 2|β|2(d2 − 1)±

√
(|α|2 − |γ|2)2 + 4(d2 − 1)|β|2|α+ γ∗|2). (6.30)

Proof. From the constraints we have that β = ⟨0, x|Ψ⟩ = ⟨x, 0|Ψ⟩, and from the action
of a permutation Uxy that exchanges x, y ̸= 0 we have ⟨0, x|Uxy ⊗ Uxy |Ψ⟩ = ⟨0, y|Ψ⟩.
From the constraints we have that ⟨x, y|Ψ⟩ = e−

2πi
d

⟨x,y⟩ ⟨y, x|Ψ⟩ for x ̸= y , x, y ̸= 0, then
⟨x, y|Uxy⊗Uxy |Ψ⟩ = ⟨y, x|Ψ⟩ = e−

2πi
d

⟨x,y⟩ ⟨y, x|Ψ⟩ = 0. Also, ⟨x, x|Ψ⟩ = ⟨x, x|Uxy |Ψ⟩ =
⟨y, y|Ψ⟩ = γ when x, y ̸= 0. This completes the parametrization. The eigenvalues of
TrC [|Ψ⟩⟨Ψ|] can be determined from the singular values of the matrix Mxy of coefficients
of |Ψ⟩ =

∑
x∈Z2n

d ,y∈Z2n
d ,Mxy |x⟩C ⊗ |y⟩F . We have that the coefficients of M †M are

M †M0,0 = |α|2 + |β|2(d2 − 1) M †M0,x = αβ∗ + βγ∗, x ̸= 0 (6.31)

M †Mx,y = |β|2, x ̸= y, x, y ̸= 0 M †Mx,x = |β|2 + |γ|2, x ̸= 0 . (6.32)

Then M †M −|γ|2I has rank 2 and the nonzero eigenvalues can be determined by solving
a quadratic equation.

Proposition 6.5.3. For |Ψ⟩ satisfying |Ψ⟩ = Uσ ⊗ Uσ |Ψ⟩, the minimization of
S(TrC [|Ψ⟩⟨Ψ|]) is a one-parameter minimization problem.
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Proof. From the expression of S(TrC [|Ψ⟩⟨Ψ|]) in Eq. (6.29) and from Eq. (6.30) it’s
evident that the result does not depend on the phases of α, β and γ except for the term
|α + γ∗|, which should be maximized. This happens without loss of generality if α and
γ∗ are real and positive. Then the two constraints |α|2 + (d2 − 1)|β|2 = (1− d2−1

d2
p) and

|β|2 + |γ|2 = p
d2

eliminate the remaining two parameters, with the constraint that γ is
such that |α|, |β|, |γ| < 1.

Summarizing, from Proposition 6.5.1 and 6.5.2 we obtain

Q(Λd
p) ≤ P (Λd

p) ≤ log d− S(w) + S(TrC [|Ψ⟩⟨Ψ|])

= log d−
(
1− d2 − 1

d2
p

)
log

(
1− d2 − 1

d2
p

)
− p(d2 − 1)

d2
log

p

d2

− (d2 − 2)|γ|2 log
(
|γ|2
)
− v+(|γ|2) log v+(|γ|2)− v−(|γ|2) log v−(|γ|2), (6.33)

where the allowed values of γ and the dependence on γ of v+(|γ|2) and v−(|γ|2) are
obtained as in the argument of Proposition 6.5.3, i.e.

v±(x) =
1

2

(
1− (d2 − 2)x

)
± 1

2

{(
1− 2

d2 − 1

d2
p+ (d2 − 2)x

)2

+ 4(d2 − 1)
( p
d2

− x
)(

xd2 + 2
√
x

√
x (d2 − 1)− 2

p(d2 − 1)

d2
+ 1− 2

p(d2 − 1)

d2
+ 1

)}1/2

.

(6.34)

The bound Qfmin obtained from this one-parameter minimization [KFG22] can be com-
bined with the no-cloning bound [Bru+98; Cer00; Smi08; Ouy14]

Q(Λd
p) ≤

(
1− 2p(d+1)

d

)
log d . (6.35)

using the fact that the convex hull of upper bounds from degradable extensions of the
depolarizing channel is itself an upper bound [Smi08; Ouy14]. A comparison between the
most competitive upper bounds for d = 2 is shown in Figure 6.1, where we can see that
the bound we obtained outperforms all previous bounds in the whole parameter region.
An improvement with respect to previous bounds can be obtained also for generic d, and
we show as an example the bound for d = 4 in Figure 6.2. In this latter case, the bound
from the convex hull is improved considering also the bound from Eq. (6.15).



Chapter 6. Degradable Flagged Extensions: Discrete Channels 56

Qconv

Qfmin

QLDS

QW

Q1

0.00 0.05 0.10 0.15 0.20 0.25

0.0

0.2

0.4

0.6

0.8

1.0

3p/4

Q

Qconv-Q1

QW-Q1

0 0.01 0.02 0.03

0.005

0.015

0.01

0

3p/4
Q

Figure 6.1: Bounds on the quantum capacity of the depolarizing channel for d = 2. Here
Qconv is the convex hull of the available upper bounds from degradable extensions, Qfmin

is the upper bound in [KFG22], obtained from Eq. (6.23) by plugging in the expression
Eq. (6.29) and minimizing over γ, eliminating the other parameters as explained in the
proof of Proposition 6.5.3. Q1 is the lower bound given by the coherent information of one
use of the channel. QLDS is the bound from [LDS18] and QW is the bound from [WW19].
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Figure 6.2: Bounds on the quantum capacity of the depolarizing channel for d = 4. Here
Qconv is the convex hull of the available upper bounds from degradable extensions, Qfmin

is the bound in [KFG22], and Q1 is the lower bound given by the coherent information
of one use of the channel. QFKG is the bound from [FKG20] and QOU is the bound
from [Ouy14]. Note that in the main plot Qfmin is the bound in Eq. (6.15), since at scale
used the bound with more flags is not noticeably better; the situation is different for very
small p, in the regime plotted in the inset: here we report Qconv obtained from Eq. (6.23)
by plugging in the expression Eq. (6.29) and minimizing over γ, eliminating the other
parameters as explained in the proof of Proposition 6.5.3 (see Eq. (6.33) and Eq. (6.34)).
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6.5.2 Flagged BB84 channel

In this section we consider the channel that describes the famous quantum key distribu-
tion protocol by Bennett and Brassard [BB14b]. In its general form the channel is

BpX ,pZ [ρ] = (1− pX − pZ + pXpZ)ρ+ (pX − pXpZ)XρX + (pZ − pZpX)ZρZ + pXpZY ρY,

(6.36)

As in [Sut+17] and [WW19] we restrict to the case pX = pZ = p. The flagged extension
we consider is

Bp,Ψ[ρ] = (1− p)2ρ⊗ |ϕ0⟩⟨ϕ0|+ p(1− p)XρX ⊗ |ϕ1⟩⟨ϕ1|+ p(1− p)ZρZ ⊗ |ϕ2⟩⟨ϕ2|
+ p2Y ρY ⊗ |ϕ3⟩⟨ϕ3| . (6.37)

We choose the following parametrization for the flags

|ϕ0⟩ =
√
1− 2α2 − β2 |0⟩+ α |1⟩+ α |2⟩+ β |3⟩

|ϕ1⟩ = a |0⟩+
√

1− a2 − γ2 |1⟩ − γ |3⟩

|ϕ2⟩ = a |0⟩+
√

1− a2 − γ2 |2⟩ − γ |3⟩

|ϕ3⟩ = b |0⟩+ c |1⟩+ c |2⟩+
√

1− b2 − 2c2 |3⟩ , (6.38)

where we impose the parameters α, β, γ, a, b, c to be real and satisfying the normaliza-
tion conditions for the vectors in Eq. (6.38). The degradability conditions in Eq. (6.2)
imply that α = a

√
p(1−p)
(1−p)2

, β = bp
1−p and γ = c

√
p

1−p . This is not the most general
parametrization for the flags, however, because of the symmetry between the bit flip and
phase flip error in Eq. (6.36), we chose this parametrization. Any set of flags in the form
of Eq. (6.38) will result in a degradable extension of BB84 channel. Therefore, to get
the best upper bound for the quantum capacity or private capacity of BB84 we should
minimize the coherent information of its flagged channel with respect to three free param-
eters a, b, c. We have compared the result of the optimization with the previous bounds
in Figure 6.3. The bound in [WW19] by Wang can be reproduced in our framework just
by choosing a = b = 1, c = 0.

6.6 Flagged generalized amplitude damping

In this section we consider a bound on the quantum capacity of the generalized amplitude
damping channel, which is a model of thermal loss on a qubit, relevant for quantum
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Figure 6.3: Bounds on the quantum and private capacity of BB84 channel. Q1 is the
coherent information of BB84 channel. Qfmin is the upper bound obtained in [KFG22],
from Eq. (6.23), using the parametrization for the flags in Eq. (6.38), for a suitable choice
of the parameters. QW is the upper bound obtained in [WW19]. QSS is the upper bound
derived in [Smi08].
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superconducting processors [CB08]. The generalized amplitude damping channel can be
written as

Ay,N [ρ] = N Ay[ρ] + (1−N)X ◦ Ay ◦X[ρ], (6.39)

where Ay,N is the conventional amplitude damping channel, with Kraus operators
K1 = (|0⟩⟨0|+

√
1− y |1⟩⟨1|) and K2 =

√
y |1⟩⟨0|. While Ay, and X ◦ Ay ◦X are degrad-

able and their quantum capacity can be computed [GF05], their convex combination is
not, and its quantum capacity is not determined. Previous upper bounds have been
obtained by [RMG18; KSW20; GP+09; WW19]. In particular [WW19] used the follow-
ing flagged extension together with approximate degradability to get the tightest bound
available:

AF
y,N [ρ] = N Ay[ρ]⊗ |0⟩⟨0|+ (1−N)X ◦ Ay ◦X[ρ]⊗ |1⟩⟨1| , (6.40)

In fact this extension is exactly degradable: the output of a complementary channel
is

ÃF
y,N [ρ] = N Ãy[ρ]⊗ |0⟩⟨0|+ (1−N) ˜X ◦ Ay ◦X[ρ]⊗ |1⟩⟨1| , (6.41)

and if the degrading map of Ay is Wy, we have ÃF
y,N [ρ] = (Wy ⊗ |0⟩⟨0| + X ◦ Wy ◦

X ⊗ |1⟩⟨1|) ◦ AF
y,N [ρ]. The quantum capacity of this extension can be evaluated to be

Q(AF
y,N ) ≤ (1−N)Ic(Ay, ρ)+NIc(X◦Ay◦X, ρ) = Q(Ay). This simple bound introduced

in [KFG22], and the actual quantum capacity Q(AF
y,N ) is very close to it. Moreover, the

structure of the generalized amplitude damping is such that one can get better bounds
from different degradable extensions, where we adapt the argument by [Smi08] on the
depolarizing channel:

Proposition 6.6.1 (Combining bounds of degradable extensions of generalized
amplitude damping). For any collection of degradable extensions Aext,i

y,N , i = 1, ..., l, for
any y0 the quantum capacity of Ay0,N is upper bounded by the convex hull of Q(Aext,i

y0,N
),

i = 1, ..., l, as functions of the variable N .

Proof. For any N1, N2 such that N = qN1 + (1− q)N2, 1−N = 1− qN1 + (1− q)N2 =

q(1−N1) + (1− q)(1−N2), we have

Ay,N [ρ] = q(N1Ay[ρ]+(1−N1)X ◦Ay ◦X[ρ])+(1−q)(N2Ay[ρ]+(1−N2)X ◦Ay ◦X[ρ])

(6.42)

If Aext,i
y,N1

and Aext,j
y,N2

are degradable extensions of Ay,N1 and Ay,N2 respectively, then
qAext,i

y,N1
⊗ |0⟩⟨0| + (1 − q)Aext,j

y,N2
⊗ |1⟩⟨1| is a degradable extension of Ay,N with quantum

capacity less than qQ(Aext,i
y,N1

) + (1− q)Q(Aext,j
y,N2

).
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In addition to the extension proposed by [WW19], we find two other degradable exten-
sions using the results of this paper. The first is obtained observing that the following
set is also a good choice of Kraus operators

A1 =
√
N(1−N)(

√
1− y + 1)(|0⟩⟨0|+ |1⟩⟨1|) =

√
N(1−N)(

√
1− y + 1)I (6.43)

A2 =
√

(1−N)y |1⟩⟨0| (6.44)

A3 = ((1−N)−N
√
1− y) |0⟩⟨0|+ ((1−N)

√
1− y −N) |1⟩⟨1| (6.45)

A4 =
√
Ny |0⟩⟨1| (6.46)

We notice that A1 is a rescaled unitary operator, therefore we can directly apply the
bound of Eq. (6.13) with (1 − p) = N(1 − N)(

√
1− y + 1)2. This bound is applicable

if N(1 − N)(
√
1− y + 1)2 > 1/2. Moreover, at N = 1/2, the generalized amplitude

damping becomes a Pauli channel:

Ay,0.5(ρ) =
1− y/2 +

√
1− y

2
ρ+

1− y/2−
√
1− y

2
ZρZ +

y

4
(Y ρY +XρX) (6.47)

and we get a more refined bound Qfmin(y) [KFG22], using the techniques of the previous
sections, in particular with the same flag structure of BB84 Eq. (6.38). Putting all
together, we observe that the bound by [WW19] remains the best one at high y, but at
low y it is beaten by the following bound allowed by the convex hull argument:

Qconv(y,N) = 2NQfmin(y) + (1− 2N)Q(Ay) (6.48)

and using the full convex hull bound does not give substantial improvements. We plot
the results in Figure 6.4.

6.7 Discussion

In the examples we provided we did not try to numerically optimize in the whole parame-
ter region allowed by the sufficient conditions for degradability. Indeed, the minimization
of the upper bound is not a convex optimization problem and would require brute force
search, but there are already many parameters for Pauli channels and d = 2, n = 1.
However, we stress the fact that the family of upper bounds for the quantum and pri-
vate capacity of a channel Λ is even larger in principle, as one can consider the flagged
extension of Λ⊗k: a degradable flagged extension of Λ gives also a degradable flagged
extension of Λ⊗k but the converse is not true. We tried to search for a better upper
bound of the quantum capacity of the depolarizing channel with two uses, by restricting
brute force search to certain parametrizations of the flags, but the attempts we made did
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Figure 6.4: Bounds on the quantum capacity of the generalized amplitude damping, for
three values of N . Q1 is the lower bound given by the coherent information of one use
of the generalized amplitude damping (see also lower bounds from [BL20], which give
improvements mildly visible at this scale). Qconv is the upper bound from Eq. (6.48)
introduced in [KFG22], QW is the upper bound obtained by Wang [WW19], QDP and
QR are obtained in [KSW20] respectively from data-processing and Rains information.
Previous upper bounds [RMG18; GP+09] are worse and not plotted.
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not show anything better than the k = 1 bound. It is desirable to further investigate if
k = 1 gives already the best upper bound or a phenomenon similar to superadditivity
shows up for flagged extensions. Moreover, the extensions we obtained are explicitly
dependent on the Kraus representation chosen, which is not unique. We did not find a
way to identify an optimal choice of Kraus operators. Since for any channel the number
of Kraus operators can be increased arbitrarily by a suitable isometry, it is conceivable
that one needs to look at an unbounded space of flags to optimize the upper bound of
degradable extensions. As a side note, we point out that the mixed flags extensions as
considered in [FKG20] can be treated in the formalism of this paper, just by splitting
the Kraus operators into Kraus operators with proper probabilities.

6.8 Conclusions

We have introduced a method to construct degradable extension of quantum channels
which can be written as the convex sum of other channels. This method is of general
applicability, and we showed that it gives state-of-the-art upper bounds on the quantum
and private capacity of two important Pauli channels, the depolarizing channel and the
BB84 channel, and of the generalized amplitude damping channel. By virtue of its sim-
plicity, we believe it can be used with success for many other channels too. The method
could in principle give better bounds by considering different Kraus representations and
flagged extensions of several uses of a channel, and it would be interesting to study its
limitations.



Chapter 7

Degradable Extensions: Gaussian
Channels

7.1 Preface

The material presented in this chapter is mostly based on

• Marco Fanizza, Farzad Kianvash, and Vittorio Giovannetti. “Estimating Quantum
and Private Capacities of Gaussian Channels via Degradable Extensions”. In: Phys.
Rev. Lett. 127 (21 2021), p. 210501. doi: 10.1103/PhysRevLett.127.210501

Here, we present upper bounds on the quantum and private capacity of single-mode,
phase-insentitive Bosonic Gaussian Channels based on degradable extensions. Our find-
ings are state-of-the-art in the following parameter regions: low temperature and high
transmissivity for the thermal attenuator, low temperature for additive Gaussian noise,
high temperature and intermediate amplification for the thermal amplifier.

7.2 Introduction

After discussing degradable extension of discrete channels in the previous section, we
bring our attention to Gaussian quantum channels. We consider realistic single-mode
noise models for communication across free space or optical fiber: thermal attenuators,
thermal amplifiers and additive Gaussian noise [CD94; HG12; Wee+12; Ser17]. As we
have seen in Chapter 4.4, these channels are known as phase-insensitive, single-mode
Bosonic Gaussian Channels, and can be understood as unitary interactions with a single-
mode thermal environment mediated by Hamiltonians which are quadratic in the oper-
ators fields of the model. The quantum and private capacities of these type of channels

64
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have been extensively studied [Pir+17; WTB17; Sha+18; RMG18; NAJ19; Lim+19b;
NPJ20], but they are still unknown. Interesting variations are Gaussian interaction with
general environment [Lim+19a; Lam+20], and environmental assisted communication
[OMW22].

In [FKG21], we found new state-of-the-art upper bounds on the quantum and private
capacity of thermal attenuators, amplifiers and additive Gaussian noise, using degradable
extensions. As discussed in Chapter 3.3 an established strategy to find upper bounds for
quantum and private capacity is to exploit (approximately) degradable channels which
reduce to the channel of interest after pre and/or post-processing. These are so called
degradable extensions for which the quantum capcity is additive, and can be calcu-
lated.

In particular, to upper bound the quantum capacity of the additive Gaussian noise, we in-
troduced a flagged extension of the additive Gaussian noise which is degradable [FKG21].
As we have seen in the previous chapter, in discrete variable quantum information,
degradable flagged extensions offer the best known upper bounds to several important
channels [WFD19; KFG22]. In [FKG21], we extended this approach to continuous vari-
able systems. In particular, we were inspired by the sufficient conditions of degradability
of finite-dimensional flagged channels introduced in [KFG22]. The upper bound is state-
of-the-art in the low temperature regime. Using this upper bound and data-processing,
we also bounded the quantum capacity of thermal amplifier, obtaining a state-of-the-art
bound in the high temperature regime, for intermediate amplification values. We also
improved the construction in [RMG18] based on weak degradability to find a noisier
degradable extension of the thermal attenuator, and show that it gives the best upper
bound in the low noise regime, for low temperature and high transmissivity.

In the following, we first present the flagged extension of the additive Gaussian noise and
the extension of the thermal attenuator. In both cases, we compute their quantum and
private capacities, and compare the new available bounds.

7.3 Upper bounds for the Additive Gaussian Noise

Additive Gaussian noise Λβ (see Eq. 4.40) is known to have zero capacity in the high
temperature regime (i.e. for 1/β ≥ 0.5) [Hol19]. In particular in [NAJ19], the following
upper bound is computed using data-processing:

Q(Λβ) ≤ QNAJ(β) = max{log2(β − 1), 0}, (7.1)

and correctly gives Q(Λβ) = 0 for 1/β ≥ 0.5. In the low temperature instead we only have
a lower bound for Q(Λβ) given by the coherent information for one use of the channel,
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evaluated on an infinite temperature state, i.e.

Q(Λβ) ≥ QL(Λβ) := max{log2 β − 1/ ln 2, 0} , (7.2)

and the inequality,

Q(Λβ) ≤ QPLOB(β) = log2 β − 1/ ln 2 + 1/(β ln 2) , (7.3)

which follows from an upper bound for the generic two-way quantum capac-
ity [Pir+17].

Generalizing the procedure introduced in [KFG22] we present an improved upper bound
considering the following flagged extension of Λβ , i.e.

Λe
β[ρ̂] :=

β

2π

∫
R2

dre−
β
2
rTrD̂rρ̂D̂

†
r ⊗ |ϕr⟩⟨ϕr| , (7.4)

where setting r := (x, p), |ϕr⟩ are product of displaced squeezed states defined by

|ϕr⟩ := D̂(0,−p/2) |β/2⟩ ⊗ D̂(0,x/2) |β/2⟩ , (7.5)

with |β/2⟩ being a single-mode squeezed vacuum with mean values r̄ = 0 and covariance
matrix σ =

(
2/β 0

0 β/2

)
. As explicitly shown in Appendix C Λe

β is degradable: here we
notice that the intuition for choosing the flags states as in (7.5) comes from a result
by the same authors on finite dimensional channels [KFG22]. Indeed there we proved
that if {√piÛi}i=1,...,n are unitary Kraus operators of a CPTP map N and {|i⟩}i=1,...,n

is an orthonormal basis for flags, sufficient conditions for the degradability of N e[ρ̂] :=∑n
i=1 piÛiρ̂Û

†
i ⊗ |ϕi⟩ ⟨ϕi| are the following〈

i′
∣∣ϕi〉√piÛi′Ûi = ⟨i|ϕi′⟩

√
pi′ÛiÛi′ ∀i, i′ . (7.6)

If we can use a continuous set of flags, replacing the orthonormal basis for the flag space
withc the (two-mode) pseudo-eigenbasis {|x1, x2⟩}x1,x2∈R of the position operators of the
ancillary modes, applying this result to Λe

β we get〈
γx′, γp′

∣∣ϕr〉 e−β
4
rTrD̂r′D̂r= ⟨γx, γp|ϕr′⟩ e−

β
4
r′Tr′D̂rD̂r′ , (7.7)

for all r′ = (x′, p′), r = (x, p) ∈ R2 with γ a suitable rescaling factor to determine. With
the choice (7.5) of the flags we have explictly

〈
γx′, γp′

∣∣ϕr〉 =√ β

2π
e−β γ2x′2+γ2p′2

4
−γ ip′x−ix′p

2 , (7.8)

which satisfies the condition (7.7) with γ = 1. Exploiting the degradability of Λe
β and

the fact that it is gauge-covariant (in a generalized sense that we specify in C), the
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capacity of this map, using Theorem 4.4.2, can be easily computed leading to the following
inequality

Q(Λβ) ≤ Q(Λe
β) = log2 β − 1/ ln 2 + 2h

(√
1 + 1/β2

)
, (7.9)

with h(x) := x+1
2 log2

(
x+1
2

)
− x−1

2 log2
(
x−1
2

)
(see Appendix C for details). As shown in

Fig. 7.1, upper bound. (7.9) is better than (7.3) where Q(Λβ) is supposed to be non-zero,
i.e. for 1/β ≤ 0.5.

7.4 Upper bounds for the thermal amplifier

Invoking data-processing inequality [Wil17], we can use Eq. (7.9) to upper bound the
quantum capacity thermal amplifier Φg,N (a similar argument could also be invoked for
the thermal attenuator Eη,N but the result we get is worst than the bounds reported in the
next section). As a matter of fact any thermal amplifier can be written as a composition
of a zero temperature amplifier and an additive Gaussian noise i.e. Φg,N = Λ 1

κ
◦ Φg,0

with κ = (g − 1)N . Therefore we get

Q(Φg,N ) ≤ Q(Λ 1
κ
) ≤ Qamp

FKG(g,N) := Qamp
FKG(κ) := Q(Λe

1
κ

) , (7.10)

Q(Φg,N ) ≤ Q(Λ 1
κ
) ≤ Qamp

NAJ(g,N) := QNAJ(κ) , (7.11)

The bound of Eq. (7.11) comes directly to the data-processing decompositions, but to
our knowledge it was not explicitly pointed out before our work [FKG21], being implicit
in Proposition 12.65 of [Hol19]. It is the best bound at high g for any N , and it gives zero
quantum capacity for the lowest g. The bound in Eq. (7.10), in the high temperature
regime N > 5 and for intermediate values of g is provably better than the previous best
bound reported in [Pir+17]:

Q(Φg,N ) ≤ Qamp
PLOB(g,N) := log2(

gN+1

g−1 )− h(2N + 1) . (7.12)

A comparison between these function is reported in Fig. 7.2, together with the lower
bound given by the coherent information for one use of the channel, evaluated on an
infinite energy thermal state,

Q(Φg,N ) ≥ Qamp
low (g,N) := max{log2(

g
g−1)− h(2N + 1), 0} . (7.13)

7.5 Upper bounds for the thermal attenuator

To deal with the quantum capacity of the channel Eη,N introduced in chapter 4, we
construct a degradable extension of such map. We first define the passive unitary oper-
ator

Ŵη := ÛηAE ⊗ ÛηA′E′ , (7.14)
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Figure 7.1: Quantum capacity region for the Additive Gaussian noise Λβ : comparison of
the upper bound Q(Λe

β) of Eq. (7.9) in [FKG21] with QPLOB in Eq. (7.3) [Pir+17] and
QNAJ(β) in Eq. (7.1) [NAJ19]. QL(Λβ) is the lower bound of Eq. (7.2).
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Figure 7.2: Quantum capacity region for the thermal amplifier channel Φg,N : comparison
between the upper bound Qamp

FKG(g,N) of Eq. (7.10) in [FKG21] with Qamp
PLOB(g,N) of

Eq. (7.12) [Pir+17] and Qamp
NAJ(g,N) in Eq. (7.1) [NAJ19] for N = 10. Qamp

low (g,N) is the
lower bound of Eq (7.13)
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where ÛηAE and ÛηA′E′ are beam splitters transformations acting respectively on the
pair of modes A,E and A′, E′. We introduce hence the channel

Fη,N [ρAA′ ] := TrEE′ [Ŵη(ρAA′ ⊗ |τ⟩⟨τ |EE′)Ŵ
†
η ], (7.15)

and define the extension of Eη,N as

Ee
η,N [ρA] := Fη,N (ρA ⊗ |0⟩⟨0|A′). (7.16)

The map Fη,N is manifestly Gaussian, and its action on the first and second moments
is

r̄
Fη,N−−−→ r̄′ =

√
ηr̄ , (7.17)

σ
Fη,N−−−→ σ′ = ησ + (1− η)σ|τ⟩ , (7.18)

With the Stinespring representation in Eq. (7.15) the complementary channel can now
computed as F̃η,N = F1−η,N . Simple algebra shows that if η > 1/2 then

F̃η,N = F1−η,N = F(1−η)/η,N ◦ Fη,N , (7.19)

implying that in such regime Fη,N (and thus Ee
η,N ) is degradable. The quantum capacity

of Ee
η,N can be thus calculated by evaluating the coherent information of the channel

leading to (see Appendix C)

Q(Eη,N ) ≤ Qatt
FKG(η,N) := Q(Ee

η,N ) =

log2(
η

1−η ) + h((1− η)(2N + 1) + η)− h(η(2N + 1) + 1− η) . (7.20)

Once more this upper bound should be compared with previous upper bounds. At low
noise, that is at low N and high η, the best upper bound available is once more an upper
bound for the generic two-way quantum capacity [Pir+17]:

Q(Eη,N ) ≤ Qatt
PLOB(η,N) = − log2((1− η)ηN )− h(2N + 1) . (7.21)

Other bounds come from data processing [RMG18; Sha+18; NAJ19], the best in the low
noise regime being:

Q(Eη,N ) ≤ Q(Eη−N(1−η),0) = log2
η−N(1−η)
(N+1)(1−η) , (7.22)

which implies that for

N ≥ 2η − 1

2(1− η)
(7.23)
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Q(Eη−N(1−η),0) [RMG18], Qatt

PLOB(η,N) [Pir+17], Qatt
FKG(η,N) [FKG21], and QL(Eη,N )

for N = 0.05.
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the quantum capacity is zero.
A lower bound on Q(Eη,N ) is given by the coherent information for one use of the channel,
evaluated on an infinite temperature state,

Q(Eη,N ) ≥ Qatt
low(η,N) := max{log2(

η
1−η )− h(2N + 1), 0}. (7.24)

A comparison between all these curves is reported in Fig. 7.3, showing that while our
inequality (7.20) performs worse than (7.22) for low η, it gives an improvement with
respect to (7.21) for high η. We finally remark that in our construction the choice of
|0⟩⟨0|A′ in the definition Eq. (7.16) of the extended attenuator is not necessarily optimal.
Other Gaussian states could be chosen and the analysis could be done in the same way. In
particular, the extension Fη,N ⊗I[ρA ⊗ |τ ′⟩⟨τ ′|A′B], with |τ ′⟩ being a two mode squeezed
state with some average energy, gives a slightly better upper bound (optimizing over the
single parameter in |τ ′⟩ states), not noticeable on the plot in Fig. 7.3.

7.6 Conclusion and Remarks

The bounds we found in [FKG21] complement the bounds in [Pir+17; Sha+18;
RMG18; NAJ19]. They have been determined using degradable extensions and data-
processing. Our contribution in [FKG21] extends the applicability of this technique,
which now gives the best upper bounds at low noise for a large collection of channels
of physical interest. In particular, the flagged extension of the Additive Gaussian
noise nicely generalizes the construction of flagged extensions to infinite dimensional
channels, improving the upper bound on the quantum capacity by a considerable margin.

We mention also that the presented results could be easily applied also for the case of
energy constrained quantum capacity.



Chapter 8

Improving Bounds for Thermal
Attenuator Using Decomposition
Rules.

8.1 Abstract

We present new upper bounds on the quantum capacity of thermal attenuator using data
processing inequalities. We write thermal attenuator as a composition of thermal atten-
uator and thermal amplifier (decomposition rules), and improve the previously known
upper bounds using data processing inequalities. In addition, we show that any upper
bound on the capacity of thermal attenuator should have a specific symmetry, otherwise
one can construct a better upper bound using the decomposition rules.

8.2 Introduction

An established strategy to upper bound the quantum and private capacity is using data
processing inequalities. One can obtain upper bounds for the quantum capacity of a chan-
nel by decomposing it to another channels for which the capacities are already known
(or already upper bounded) [SS08; Sut+17; Ouy14; LLS18c; LDS18; RMG18; Sha+18;
FKG20; KFG22; WFD19; FKG21; NAJ19]. In this article, we use this method to im-
prove the previous bounds in [RMG18; Pir+17; NAJ19; FKG21] for the quantum and
private capacity of thermal attenuator, and we have two main results.
First, we introduce a set of decomposition rules for thermal attenuator, and by using
our previous uppers bound in [FKG21] and data processing inequality, we get an upper
bound for each decomposition rule. By optimizing over this set of upper bounds, we find

73
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the optimal bound. This is mainly presented in Theorems 8.4.1 and 8.4.2
Second, by studying the decomposition rules from a more general prospective, we find a
structure for the phase space of the parameters of thermal attenuator. More precisely,
for a given thermal attenuator, we find regions in the phase space of the parameters
of thermal attenuator where the quantum capacity is higher or lower than the quan-
tum capacity of the given channel. This structure (higher and lower capacity regions)
can be used to improve any given lower or upper bound. This is mainly presented in
Theorem 8.5.1.

First, in Sec. 8.3 we review the decomposition rules for thermal attenuator. Then, in
Sec. ??, we review state-of-the-art upper bounds for quantum capacity of Gaussian chan-
nels. In section 8.4, combine our previous result in [FKG21] with decomposition rules to
find the optimal upper bound for thermal attenuator. In Sec. 8.5, we find a structure of
the phase space of the parameters of thermal attenuator by studying the decomposition
rules. Finally in Sec. 8.7, we conclude by suggesting problems that can be studied in the
future.

8.3 Decomposition rules

Using the definitions of thermal attenuator and thermal amplifier in chapter. 4, one can
show that for η, η′ ∈ [0, 1], g ≥ 1, N,N2, N1 ≥ 0 any lossy thermal channel Eη,N can be
expressed as

Eη,N = Eη′,N1 ◦ Φg,N2 , (8.1)

if the condition holds

C1 =


(1− η′)(2N1 + 1) + (η − η′)(2N2 + 1) =

(1− η)(2N + 1) ,

η′g = η ,

(8.2)

or equivalently as

Eη,N = Φg,N2 ◦ Eη′,N1 , (8.3)

if instead the parameters fulfil the constraint

C2 =


(g − 1)(2N2 + 1) + (g − η)(2N1 + 1) =

(1− η)(2N + 1) ,

η′g = η ,

(8.4)

Later, we use Eq. 8.18.3 to improve previous upper bounds on thermal attenuator.
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Figure 8.1: Each region with different colour indicates which result is the best upper
bound for the quantum capacity of thermal attenuator. Purple region is where the
quantum capacity is zero (one of the upper bounds is equal to zero). Light blue is where
the result in [RMG18; NAJ19] is the best upper bound, dark blue is for [Pir+17], and
green area is where our previous result in [FKG21] is best upper bound.
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Figure 8.2: The updated version of Fig. 8.1 after considering Qatt
FKG(C1) and Qamp

FKG(C1).
The yellow and orange regions are where Qatt

FKG(C1) and Qamp
FKG(C1) are strictly lower

than the other bounds (note that in the green and light blue regions, Qatt
FKG(C1) is equal

to Qatt
FKG and Q(Eη−N(1−η),0), and our analysis does not improve the bounds).
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Figure 8.3: The comparison between state of the art upper bounds on the capacity of
thermal attenuator for N = 10. The light blue, green, and dark blue lines represent
the the results presented in [RMG18; NAJ19], [FKG21], and [Pir+17], respectively. The
purple line is a lower bound, and the orange line is the result of the optimization in
Qamp

FKG(C1).
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Figure 8.4: Comparison between different upper bounds on the quantum capacity of
thermal attenuator for N = 0.1. The green and light blue lines show the results in
[FKG21] and [RMG18; NAJ19], respectively. The purple line is the lower bound, and
the yellow line is Qatt

FKG(C1). We did not present the result in [Pir+17] here as it is
outperformed by the other bounds in this region.
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8.4 Combining upper bound in [FKG21] with decomposi-
tion rules

In this section, by using the general decomposition rules in Eq. 8.1,8.3 and previous upper
bounds in [FKG21] , we introduce a new bound for thermal attenuator. Then, compare it
to the previous upper bounds for thermal attenuator. This method naturally reproduces
the upper bounds for thermal attenuator found in [FKG21] and [RMG18; NAJ19] too.
Applying the data-processing inequality to Eq. 8.1 and Eq. 8.3 introduced above we can
establish the following upper bounds

Q(Eη,N ) ≤ min{ Qatt
FKG(C1), Qamp

FKG(C1), (8.5)

Qatt
FKG(C2), Qamp

FKG(C2)} (8.6)

where for j = 1, 2 we have

Qatt
FKG(Cj) := min

Cj
Qatt

FKG(η
′, N1) , (8.7)

Qamp
FKG(Cj) := min

Cj
Qamp

FKG((g − 1)N2) (8.8)

where, for fixed η ∈ [0, 1] and N ≥ 0, the minimization has to be performed over the set
of the parameters η′ ∈ [0, 1], g ≥ 1, N2, N1 ≥ 0 such that the condition Cj holds true.

Theorem 8.4.1 (evaluation of Qatt
FKG(C1)). given any η and N

Qatt
FKG(C1) = min

N1∈[0,N ]
Qatt

FKG(η
′
opt(N1), N1) . (8.9)

with

η′opt(N1) = max

{
1− (1− η)

N + 1

N1 + 1
, 0

}
. (8.10)

Remark. Observe that for N1 = N we get the bound in [FKG21] i.e.
Qatt

FKG(η
′
opt(N), N) = Qatt

FKG(η,N) while for N1 = 0 we have the bound in[RMG18;
NAJ19] i.e. Qatt

FKG(η
′
opt(0), 0) = Q(Eη−N(1−η),0). The minimum value of

Qatt
FKG(η

′
opt(N1), N1) can be attained for values which are in the interior of [0, N ] so

Qatt
FKG(C1) is potentially an improvement of the two. In Fig. 8.1 the yellow region is

where Qatt
FKG(C1) outperforms the other bounds. In Fig. 8.4 we did the optimization to

evaluate Qatt
FKG(C1) numerically and presented a comparison between this upper bound

and and other bounds.

Proof. The first condition of C1 can be written as

(1− η′)(N1 +N2 + 1) = (1− η)(N +N2 + 1) . (8.11)
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Considering that in order to have g ≥ 1 we have to impose η′ ∈ [0, η], this implies that
the constraint can be fulfilled only taking N1 ≤ N , a condition that we shall enforce in
the following. Notice that (8.11) imposes

1− η′ = (1− η)
N +N2 + 1

N1 +N2 + 1

= (1− η)

(
1 +

N −N1

N1 +N2 + 1

)
≤ min

{
(1− η)

(
1 +

N −N1

N1 + 1

)
, 1

}
= min

{
(1− η)

N + 1

N1 + 1
, 1

}
, (8.12)

with the upper bound being achievable by setting N2 ≥ 0 sufficiently small. With
this choice we get the lowest possible value of η′ for fixed η, N and N ′. Therefore,
remembering that Qatt

FKG(η,N) is non decreasing in η for fixed N , we can conclude that
on C1 the optimal value of η′ is now

η′opt(N1) := 1−min

{
(1− η)

N + 1

N1 + 1
, 1

}
= max

{
1− (1− η)

N + 1

N1 + 1
, 0

}
, (8.13)

so that

Qatt
FKG(C1) = min

N1∈[0,N ]
Qatt

FKG(η
′
opt(N1), N1) . (8.14)

Theorem 8.4.2 (Evaluation of Qamp
FKG(C1)). Given any η and N for which the Q(Eη,N )

is potentially greater than zero i.e. N ≤ 2η−1
2(1−η) , we have

Qamp
FKG(C1) = Qamp

FKG

(
(1− η)N

η

)
. (8.15)

Remark. In Fig. 8.1 the orange region is where Qatt
FKG(C2) outperforms the other bounds.

In Fig. 8.3 we presented a comparison between this upper bound and and other bounds.

Proof. As in the previous case solutions of the constraint are only possible for N1 ≤ N ,
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η′ ≤ η. Doing some algebra one can rewrite the first condition in Eq. (8.4) as

κ = (g − 1)N2 =
(1− η)(N −N1)N2

η(N +N2 + 1)− (N −N1)

=
1− η

η
(N −N1)

N2

N2 −A

=
1− η

η
(N −N1)

(
1 +

A

N2 −A

)
(8.16)

with A := (1−η)N−N1−η
η . We note that the only relevant case is where (1− η)N − η ≤ 0,

because for (1 − η)N − η ≥ 0 we already know that the quantum capacity is zero (see
the zero capacity condition in 7.23). Therefore, A ≤ 0, and κ as a function of N2

is monotonically increasing, spanning for κ = 0 (a value obtained for N2 = 0) to its
maximum value (attained for N2 → ∞)

κmax(N1) :=
1− η

η
(N −N1)

≤ κmax :=
(1− η)N

η
, (8.17)

where κmax being achieved for the minimum value of N1 in the domain. Accordingly we
can write

Qamp
FKG(C1) = min

κ∈[0,κmax]
Qamp

FKG(κ) . (8.18)

We can distinguish two cases depending whether or not κmax = (1−η)N
η is larger or smaller

than κ0 (point where Qamp
FKG(κ) reaches its minimal value). For κmax ≤ κ0 we get

Qamp
FKG(C1) = Qamp

FKG(κmax) =

= Qamp
FKG

(
(1− η)N

η

)
. (8.19)

However, for κmax ≥ κ0 we already know that the quantum capacity is zero, because
κ0 >

1
2 (see the zero capacity condition in 7.23).

We can evaluate Qatt
FKG(C2) and Qamp

FKG(C2) too, however there is no region in which
these two bounds outperform the other bounds. For the details see the supplementary
materials C.1.

8.5 Lower and higher capacity regions

The composition rules of Bosonic Gaussian Channels allows us to draw some useful
relations that can help in strengthening the upper and lower bounds on their capacities.
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We start with a theorem determining regions in the parameter space where the capacity is
guaranteed to be smaller than the capacity of a given point, and with a similar argument
we determine regions where the quantum capacity is greater than the given point. Then,
given a lower or upper bound, we construct new bounds utilizing the structure of the
parameter space of thermal attenuator.

Theorem 8.5.1 (lower and higher capacity region). For any η and N

Q(Eη,N ) ≥ Q(Eη′,N ′) ∀(η′, N ′) ∈ Rη,N , (8.20)

with

Rη,N : = {(η′, N ′) : η′ ≤ η,N ′ ≥ N
(att)
η,N (η′)} ∪

{(η,N) : η′ ≥ η,N ′ ≥ N
(amp)
η,N (η′)} .

where N (att)
η,N (η′) and N (amp)

η,N (η′) are defined as

N
(att)
η,N (η′) :=

(
1− η

η

)
N

(
η′

1− η′

)
,

N
(amp)
η,N (η′) :=

η′ − η + (1− η)N

1− η′
. (8.21)

Similarly, for the higher capacity region

Q(Eη,N ) ≤ Q(Eη′,N ′) ∀(η′, N ′) ∈ Sη,N . (8.22)

with

Sη,N : = {(η′, N ′) : η′ ≥ η,N ′ ≤ N
(att)
η,N (η′)} ∪

{(η,N) : η′ ≤ η,N ′ ≤ N
(amp)
η,N (η′)} .

Proof. We present the proof for the lower capacity region and the proof for the higher
capacity region is similar.
We remind that given two thermal channels Eη,N , Eη1,N1 we have that

Eη2,N2 ◦ Eη,N = Eη′,N ′ , (8.23)

is also a thermal channel with

η′ = ηη2 , (8.24)

N ′ =
(1− η)η2N + (1− η2)N2

1− ηη2
≥ (1− η)η2

1− ηη2
N, (8.25)
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and we can invoke the pipeline inequality to write Q(Eη,N ) ≥ Q(Eη′,N ′). Equivalently
this can be formalized as

Q(Eη,N ) ≥ Q(Eη′,N ′) ∀(η′, N ′) ∈ R
(att)
η,N , (8.26)

where

R
(att)
η,N :=

{
(η′, N ′) : η′ ≤ η ,N ′ ≥ N

(att)
η,N (η′)

}
, (8.27)

with

N
(att)
η,N (η′) :=

(
1− η

η

)
N

(
η′

1− η′

)
. (8.28)

To extend the inequality (8.26) we now use the concatenation of thermal attenuators and
amplifier. In particular we remind that

Eη,N ◦ Φg,M = Eη′,N ′ , (8.29)

with

η′ = gη ≥ η , (8.30)

N ′ =
(1− η)(2N + 1) + η(g − 1)(2M + 1)

2(1− η′)
− 1/2

=
η′ − η + (1− η)N

1− η′
+
η(g − 1)

2(1− η′)
M

≥ η′ − η + (1− η)N

1− η′
. (8.31)

Hence we can conclude that

Q(Eη,N ) ≥ Q(Eη′,N ′) ∀(η′, N ′) ∈ R
(amp)
η,N , (8.32)

where

R
(amp)
η,N :=

{
(η′, N ′) : η′ ≥ η ,N ′ ≥ N

(amp)
η,N (η′)

}
, (8.33)

and

N
(amp)
η,N (η′) :=

η′ − η + (1− η)N

1− η′
. (8.34)

Sumarizing we arrive to the following conclusion

Q(Eη,N ) ≥ Q(Eη′,N ′) ∀(η′, N ′) ∈ Rη,N , (8.35)
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with Rη,N union of the regions R(att)
η,N and R(amp)

η,N , i.e.

Rη,N := R
(att)
η,N ∪R(amp)

η,N , (8.36)

represented by the grey area of Fig. 8.5, i.e. the region whose boundaries are defined by
the curves

C(att,−)
η,N :=

{
(η′, N ′) : η′ ≤ η,N ′ = N

(att)
η,N (η′))

}
, (8.37)

C(amp,+)
η,N :=

{
(η′, N ′) : η′ ≥ η,N ′ = N

(amp)
η,N (η′))

}
. (8.38)

With a similar argument one can find the higher capacity region (yellow region in Fig. 8.5)
with the following boundaries

C(att,+)
η,N :=

{
(η′, N ′) : η′ ≥ η,N ′ = N

(att)
η,N (η′))

}
, (8.39)

C(amp,−)
η,N :=

{
(η′, N ′) : η′ ≤ η,N ′ = N

(amp)
η,N (η′))

}
. (8.40)

Here, we present some observations about Theorem 8.5.1:

Remark. Notice that simple geometric considerations imply that the inequality in 8.26
imposes that Q(Eη,N ) must be a decreasing function in η for fixed N and more generally
that Q(Eη,N ) ≥ Q(Eη′,N ′) for all η′ ≤ η, N ′ ≥ N . For an independent derivation of
the latter inequalities take η2 = η, N2 = N + ∆N with ∆N ≥ 0 and observe that now
N ′ = N + η−η′

η(1−η′)∆N can be made arbitrarily larger by choosing ∆N sufficiently big.
Notice also that reversing the order of the composition will lead us to determine that
Q(Eη,N ) ≥ Q(Eη′,N ′) for all η′ ≤ η and N ′ ≥

(
1−η
1−η′

)
N : this result however is less

performant than (8.26) since channels Eη′,N ′ that fulfil the latter also fulfil the former.

Remark. Observe that reversing the ordering of the concatenation in (8.29) we get an
inequality which is provably less performant than (8.32): indeed this case we have that
Q(Eη,N ) ≥ Q(Eη′,N ′) can be shown to hold for all η′ ≥ η and N ′ ≥ g−1+(g−η′)N

1−η′ =
η′−η+η′(1−η)N

η(1−η′) , a condition that is already implied by (8.32). The points (η′, N ′) with

N ′ = η′−η+η′(1−η)N
η(1−η′) are represented in Fig. 8.5 by the green curve of the plot. This is

the same case for the higher capacity region too, more precisely changing the order in
Eq. (8.29) does not result to any advantage.

Remark. Notice that for η = 0.5, N = 0, we get

Q(Eη′,N ′) ∀(η′, N ′) = 0 ∈ R
(amp)
η=0.5,N=0 , (8.41)
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where we used the fact that Q(Eη=0.5,N=0) = 0. Note that by construction it follows
that Rη=0.5,N=0 = R

(amp)
η=0.5,N=0, because R

(att)
η=0.5,N=0 is formed only by points on the N

axis which are inside R(amp)
η=0.5,N=0. It turns out that the zero capacity region R(amp)

0.5,0 corre-
sponds to the zero capacity region identified by the [RMG18] bound. In the supplementary
materials C.2, we presented a more detailed analysis for the zero capacity region.

Corollary 8.5.1 (Monotonic behaviour along the curves). for any η1 ≤ η2 and
N1 = N

(att)
η,N (η1), N2 = N

(att)
η,N (η2) we can write

Q(Eη1,N1) ≤ Q(Eη2,N2) . (8.42)

Similarly, for any η1 ≤ η2 and N1 = N
(amp)
η,N (η1), N2 = N

(amp)
η,N (η2) we can write

Q(Eη1,N1) ≥ Q(Eη2,N2) . (8.43)

Proof. Note that (η1, N1) ∈ R
(att)
η2,N2

⊂ Rη2,N2 , because η1 ≤ η2 and

Natt
η2,N2

(η1) = (
1− η2
η2

)N2(
η1

1− η1
)

= (
1− η

η
)N(

η1
1− η1

)

= N
(att)
η,N (η1) = N1 . (8.44)

As (η1, N1) ∈ Rη2,N2 , using Theorem 8.5.1 we conclude that Q(Eη1,N1) ≤ Q(Eη2,N2) .

Similarly for the second part of the theorem, we can show that (η2, N2) ∈ R
(amp)
η1,N1

⊂
Rη1,N1 , because η1 ≤ η2 and

N
(amp)
η1,N1

(η2) = N
(amp)
η,N (η2) = N2 . (8.45)

Therefore, Q(Eη1,N1) ≥ Q(Eη2,N2) .

Corollary 8.5.2 (stable bounds). Suppose that the functions Q(+)(η,N), Q(−)(η,N)

are respectively upper and lower bounds for Q(Eη,N ), i.e.

Q(+)(η,N) ≥ Q(Eη,N ) ≥ Q(−)(η,N) . (8.46)

One can construct new functions as

Q̄(+)(η,N) := min
(η′,N ′)∈Sη,N

Q(+)(η′, N ′)

≤ Q(+)(η,N) , (8.47)

Q̄(−)(η,N) := max
(η′,N ′)∈Rη,N

Q(−)(η′, N ′)

≥ Q(−)(η,N) . (8.48)
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N 0 Rη,N

Sη,N

N(att)
η,N (η′ )N(amp)

η,N (η′ )

Figure 8.5: Given any point (η,N) the region Rη,N represents the set of channels whose
capacity must be smaller than or equal to Q(Eη,N ); similarly the region Sη,N represents
the set of channels whose capacity must be greater than or equal to Q(Eη,N ). Arrows
in the picture show the direction where Q(Eη,N ) has to decrease (or at most remain
constant). For the point in the white region our composition rules cannot be used to
determine a specific capacity ordering with respect to Q(Eη,N ). The green line in the
plot represent the point identified by the curve (η′, N ′) with N ′ = η′−η+η′(1−η)N

η(1−η′) obtained
by using the concatenation rule (8.29): as mentioned in the text these points are inside
the regions Rη,N and Sη,N ; as for the point associated with the curve (η′, Namp

η,N (η′)) the
capacity reduces when moving South-to-North. In the example we set η = 0.6, N = 0.1.
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These functions still bound Q(Eη,N ) , and potentially can improve Q(+)(η,N), Q(−)(η,N),
i.e.

Q̄(+)(η,N) ≥ Q(Eη,N ) ≥ Q̄(−)(η,N) . (8.49)

We say that an upper (lower) bound Q(+)(η,N) (Q(−)(η,N)) is stable under concatena-
tion if it coincide with its improved version Q̄(+)(η,N) (Q̄(−)(η,N)).

Remark. It is clear that good bounds must be stable (if not we can always define a new
one that is stronger). In the supplementary materials we showed that Qatt

low(η,N) is stable.
However, for the other bounds the stability is not straightforward. In the next section we
study the stability of Qatt

FKG(C1) and Qamp
FKG(C1).

8.6 Question: are the bounds of Sec. 8.4 stable?

It is worth observing that the bounds derived in Sec. 8.4 are connected with the plane de-
composition analyzed here. In particular we notice that Qatt

FKG(C1) have being obtained
by considering the points (η′, N ′) on the curve C(amp,−)

η,N (the one that delimit Sη,N for
η′ ≤ η), bounding their capacities (and hence Qatt

FKG(η,N)) via Qatt
FKG(η

′, N ′) and then
taking the minimum, i.e.

Qatt
FKG(C1) = min

(η′,N ′)∈C(amp,−)
η,N

Qatt
FKG(η

′, N ′) . (8.50)

Qamp
FKG(C1) on the other hand has been obtained by considering again the points of

C(amp,−)
η,N and using Qamp

FKG(g,M) to bound the capacity of the amplifier terms Φg,M that
according to Eq. (8.29) are needed to move them to (η,N) (hence indirectly bounding
Q(Eη,N ) as well), i.e.

Qamp
FKG(C1) = min

(η′,N ′)∈C(amp,−)
η,N

Qamp
FKG(g,M) . (8.51)

Qatt
FKG(C2) and Qatt

FKG(C2) are defined analoguosly by using points of the curve G(amp,−)
η,N

that connects (η,N) via the concatenation rule that has reverse ordering with respect
to (8.29),

Qatt
FKG(C2) = min

(η′,N ′)∈G(amp,−)
η,N

Qatt
FKG(η

′, N ′) , (8.52)

Qamp
FKG(C2) = min

(η′,N ′)∈G(amp,−)
η,N

Qamp
FKG(g,M) . (8.53)

One can find a closed expression for G(amp,−)
η,N as follows

G(amp,−)
η,N :={
(η′, N ′) : η′ ≤ η,N ′ ≥ η′ − η + η′(1− η)N

η(1− η′)

}
(8.54)
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(in Fig. 8.5 it is represented by the lowest part of the green curve).

From the above analysis it is clear that in principle none of the bounds Qamp
FKG(C1),

Qatt
FKG(C1), Qamp

FKG(C2), and Qatt
FKG(C2) are guaranteed to be stable. Indeed they have

being obtained by only taking a minimization over a (tiny) portion of Sη,N . There is
hence a chance that their extension on Sη,N will give better results. The situation however
is slightly more complex than what it seems at first view.

Consider fist the extensions of Qatt
FKG(C1) and Qatt

FKG(C2) which coincide by construc-
tion,

Q̄att
FKG(C1) = Q̄att

FKG(C2) = min
(η′,N ′)∈Sη,N

Qatt
FKG(η

′, N ′) . (8.55)

Now we remind that for fixed N ′, the function Qatt
FKG(η

′, N ′) is monotonically decreasing
in η′. Hence the minimum in Eq. (8.55) is attained on the left-most boundary of Sη,N ,
i.e. on the curves C(att,+)

η,N and C(amp,−)
η,N . Therefore we can write

Q̄att
FKG(C1) = min

(η′,N ′)∈C(att,+)
η,N ∪C(amp,−)

η,N

Qatt
FKG(η

′, N ′)

= min
{
Qatt

FKG(C1), Q̃att
FKG(C1)

}
. (8.56)

where in the second passage we split the domain, use Eq. (8.50) and introduce the
definition

Q̃att
FKG(C1) = min

(η′,N ′)∈C(att,+)
η,N

Qatt
FKG(η

′, N ′) . (8.57)

Now I strongly suspect (have not checked) that Qatt
FKG(η

′, N ′) reaches it minimum on
(η,N) (which is also included in C(amp,−)

η,N ) so that the above expression reduces to
Q̄att

FKG(C1) = Qatt
FKG(C1), i.e. there is no gain.

Here, we analyse the stability of Qamp
FKG(C1) and Qamp

FKG(C2) in the region where the
quantum capacity is potentially greater than zero N ≤ 2η−1

2(1−η) . In this regime, we combine
Corollary 8.5.2 and Eq. 8.15, C.13 to write

Q̄amp
FKG(C1) = min

(η′,N ′)∈Sη,N

Qamp
FKG(

(1− η′)N ′

η′
) (8.58)

Q̄amp
FKG(C2) = min

(η′,N ′)∈Sη,N

Qamp
FKG((1− η′)N ′). (8.59)

We note that for κ ≤ κ0, Q
amp
FKG(κ) is decreasing in κ, which is indeed the case. Because,

given that N ≤ 2η−1
2(1−η) one can show (1− η′)N ′ ≤ (1−η′)N ′

η′ ≤ κ0 for any (η′, N ′) ∈ Sη,N .

Therefore, to solve the minimization problems we should simply maximize (1−η′)N ′

η′ and
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N 0 Rη,N

Sη,N

N(att)
η,N (η′ )N(amp)

η,N (η′ )

A

VV

C

B

D
F

Figure 8.6: A generic point A = (η′, N ′) in the interior of Sη,N can be moved to (η,N) via
the action of one amplifier map Φ plus an extra attenuator E . Depending on the ordering
of the operations we can select different routes. For instance the routes A→ D → (η,N)

and A→ F → (η,N) correspond to a transformation of the form E ◦EA ◦Φ and Φ◦E ◦EA
respectively.
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(1 − η′)N ′ which are increasing functions in N ′ for a fixed η′. Therefore, to find their
maximum on Sη,N we can reduce the maximizations to the borders of Sη,N , so

Q̄amp
FKG(C1) := min

(η′,N ′)∈C(att,+)
η,N ∪C(amp,−)

η,N

Qamp
FKG

(
(1− η′)N ′

η′

)
(8.60)

Q̄amp
FKG(C2) := min

(η′,N ′)∈C(att,+)
η,N ∪C(amp,−)

η,N

Qamp
FKG

(
(1− η′)N ′) . (8.61)

For the minimizations on C(att,+), using Eq. 8.21, we write

(1− η′)N
(att)
η,N (η′)

η′
=

(1− η)N

η
(8.62)

(1− η′)N (att)(η′) =
η′(1− η)N

η
, (8.63)

For the first equation, the optimization is trivial.
For the second one, η′ = 1 is where the function reaches its maximum, so

Qamp
FKG(C1) = min

(η′,N ′)∈C(att,+)
η,N

Qamp
FKG

(
(1− η′)N ′

η′

)
= min

(η′,N ′)∈C(att,+)
η,N

Qamp
FKG

(
(1− η′)N ′) . (8.64)

The minimization on C(amp,+) is also simple. Using Eq. 8.21 again, we can write

(1− η′)N
(amp)
η,N (η′)

η′
= 1− η − (1− η)N

η′
, (8.65)

(1− η′)N
(amp)
η,N (η′) = η′ − (η − (1− η)N) (8.66)

As (η− (1− η)N) ≥ 0 (simply because N ≤ 2η−1
2(1−η)), both of the functions are increasing

in η′, therefore they reach their maximum for the maximum possible value of η′ i.e. η′ = η

(note that in C(amp,−), we always have η′ ≤ η ), and we get

min
(η′,N ′)∈C(amp,−)

η,N

Qamp
FKG

(
(1− η′)N ′

η′

)
= Qamp

FKG(C1) (8.67)

min
(η′,N ′)∈C(amp,−)

η,N

Qamp
FKG

(
(1− η′)N ′) = Qamp

FKG(C2) . (8.68)

Putting everything together we get

Q̄amp
FKG(C1) = Q̄amp

FKG(C2) = Qamp
FKG(C1). (8.69)

This means that Qamp
FKG(C1) is stable and using Corollary 8.5.2 we can improve

Qamp
FKG(C1).
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8.7 Conclusion

We have determined new upper bounds for the quantum and private capacity of ther-
mal attenuator by studying the decomposition rules. The new bounds out perform the
previous results for different values of the parameters of thermal attenuator. Also, we
introduced a structure for the phase space of the parameters of thermal attenuator. This
structure potentially can be used to improve any given lower or upper bound. A relevant
problem could be applying this structure to improve the upper bounds in [Pir+17]. In
addition, one could do a similar analysis for the thermal amplifier.



Chapter 9

Conclusions

In this thesis, we mainly focused on the long standing open problem of quantum
Shannon theory, namely the estimation of the quantum capacities of quantum channels.
We presented the previous bounds, and our contributions to the literature. Mostly, We
made use of degradable extensions as the principal technique to do so. To design the
degradable extensions, we introduced ancillary systems which give some information
about the action of the original channels. In most cases, such ancillary systems can be
interpreted as some non orthogonal quantum flags which make the extensions degradable.

In the thesis, after discussing some preliminaries in the first four chapters, we studied
the impossibility of undoing a mixing process with some given side information, and
found the optimal machines to do so, in Chapter 5. Then, in Chapter 6, we introduced
an important technique, flagged channels, to design degradable extensions which is of
a vast applicability. In Chapter 7, we generalized the flagged extension technique to
Continuous variable systems, and bounded the capacities of some important Gaussian
channels. Finally in Chapter 8, we improved the bounds for the capacities of Thermal
attenuator found in Chapter 8 using information processing inequalities in their general
form.
As the final remark, we recap the main results and possible future works.

9.1 Chapter 6: Degradable Flagged Extensions: Discrete
Channels

We introduced a technique to design degradable extensions, flagged channels, of impor-
tant qudit channels. Our technique is quite general, and we applied it to important
qudit channels with unknown quantum capacity, namely Pauli channels and generalized
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amplitude damping, and improved the previous upper bounds on their quantum
capacity. In the following we present the some possible future works

• Our degradable extension highly depends on the Kraus representation that we
choose for the original channel. It would be interesting to use this degree of freedom
i.e. choosing different Kraus representations, to improve the bounds.

• One can also design degradable extensions for many uses of the channel of interest.
This could potentially result to a better bound, and bring us closer to the value of
quantum capacity.

9.2 Chapter 7: Degradable Extension: Gaussian chan-
nels

We extended the technique introduced in Chapter 6 to Gaussian channels, and designed
degradable extensions for important Gaussian channels, namely thermal attenuator, ther-
mal amplifier, and additive Gaussian noise. By computing the quantum capacity of the
degradable extensions, we managed to improve the previous upper bounds on the quan-
tum capacity of the aforementioned channels. As some possible future work

• One can study the energy constrained quantum capacity and bound this quantity
using the same techniques.

• Designing other degradable extensions can be always helpful to improve the bounds.
For instance, our degradable extension of thermal attenuator has some degrees of
freedom that can be used to improve the bound.

9.3 Chapter 8: Improving Bounds for Thermal Attenuator
Using Decomposition Rules

We used decomposition rules in its most general form to improve the previous bounds on
the quantum capacity of thermal attenuator. In addition, we showed that any bound on
the quantum capacity should follow some certain symmetries, otherwise one can construct
a better upper bound using decomposition rules. We propose some future works as
follows

• The same analysis can be done for thermal amplifier and one may be able to improve
the bounds for this channel too.

• One can also generalize the analysis to the energy constrained case, and find better
bounds for the energy constrained quantum capacity.



Appendix A

Appendix of Optimal Subtracting
Machine

Supplemental material is organised as following. First, we provide explicit derivation of
the decomposition (5.16) of the main text. Then using (5.16) we derive the fidelity (5.20)
of the main text. Third, we present an explicit derivation of Eq. (5.23) of the main
text. Then we analyze the application of the decomposition (5.16) of the main text
to the case where n1 = n2 = 1, and in the following section we do the same for the
case n1 = 2, n2 = 1. Analytical optimisation is also done for the case n1 = 2,= ∞.
Then, we present the derivation of an upper bound for the average fidelity of the UQS
realised via measurement and prepare strategies. Finally, we apply the method of Cirac
et al. [CEM99] for case n1 = 2 and arbitrary n2.

A.1 Covariant Channel Characterisation

Here the calculations to derive the characterisation for covariant are presented. Intro-
ducing a Kraus decomposition for Λ in Eq.(5.14) of the main text we get

Λc[· · · ] =
∑
k

∫
dµU UMkU

†⊗N
[· · · ]U⊗NM †

kU
† , (A.1)

with Mk the associated Kraus operators. Accordingly we can express the matrix ele-
ment (5.16)

〈
1
2 , s
∣∣Λc(|j,m, g⟩

〈
j′,m′, g′

∣∣) ∣∣12 , s′〉 = ∑
k

∑
r,r′

∑
l,l′

∫
dµUD

1/2
s,r (U)Mk,j,g

r,l Dj
l,m(U †)

×Dj′

m′,l′(U)M †k,j′,g′

l′,r′ D
1/2
r′,s′(U

†) , (A.2)

94



Appendix A. Appendix of Optimal Subtracting Machine 95

where
Dj

l,l′(U) := ⟨j, l, g|U⊗N
∣∣j, l′, g〉 , Mk,j,g

r,l :=
〈
1
2 , r
∣∣Mk |j, l, g⟩ . (A.3)

We can write the multiplication of two Wigner matrices in the following form

D1/2
s,r (U)Dj

l,m(U †) = (−1)l−m
〈
1
2 , s
∣∣U ∣∣12 , r〉 ⟨j,−m, g|U⊗N |j,−l, g⟩

= (−1)l−m ⟨1/2, s| ⊗ ⟨j,−m, g|U⊗N+1 |1/2, r⟩ ⊗ |j,−l, g⟩
= (−1)l−m

∑
j− 1

2
≤q≤j+ 1

2

Cq s−m
1
2
s,j−m

Cq r−l
1
2
r,j−l

Dq
s−m,r−l(U) , (A.4)

where CJ M
j m,j′ m′ = ⟨J,M |j m⟩ ⊗ |j′m′⟩ are the Clebsch-Gordan coefficients. Exploiting

this we can hence rewrite Eq. (A.2) in the following form〈
1
2 , s
∣∣Λc(|j,m, g⟩

〈
j′,m′, g′

∣∣) ∣∣12 , s′〉 =
∑
k

∑
r,r′

∑
l,l′

∑
q,q′

(−1)l−m+l′−m′
∫
dµU Cq s−m

1
2
s,j−m

Cq r−l
1
2
r,j−l

×Dq
s−m,r−l(U)Mk,j,g

r,l Cq′ r′−l′
1
2
r′,j′ −l′

Cq′ s′−m′
1
2
s′,j′ −m′

×Dq′

r′−l′,s′−m′(U
†)M †k,j′,g′

l′,r′ . (A.5)

Remembering that following identity of Wigner matrices (Peter-Weyl theorem, see
[Kna10]) ∫

dµU D
j
m,l(U)Dj′

m′,l′(U)∗ =
1

2j + 1
δj,j′δm,m′δl,l′ (A.6)

the integral in (A.5) can hence be simplified to〈
1
2 , s
∣∣Λc(|j,m, g⟩

〈
j′,m′, g′

∣∣) ∣∣12 , s′〉 =
∑
k

∑
r,r′

∑
l,l′

∑
q

(−1)l−m+l′−m′

2j + 1
δs−m,s′−m′δr−l,r′−l′

×Cq s−m
1
2
s,j−m

Cq s′−m′
1
2
s′,j′ −m′ C

q r−l
1
2
r,j−l

×Mk,j,g
r,l Cq r′−l′

1
2
r′,j′ −l′

M †k,j′,g′

l′,r′ . (A.7)

Introducing then the variable p := r − l = r′ − l′, we can rewrite the above identity
as

⟨1/2, s|Λc(|j,m, g⟩
〈
j′,m′, g′

∣∣) ∣∣1/2, s′〉 =
∑
k

∑
r,r′

∑
p

∑
q

(−1)r−m+r′−m′

2j + 1
δs−m,s′−m′

×Cq s−m
1
2
s,j−m

Cq s′−m′
1
2
s′,j′ −m′C

q p
1
2
r,j p−r

×Mk,j,g
r,r−pC

q p
1
2
r′,j′ p−r′

M †k,j′,g′

r′−p,r′ , (A.8)

which, defining the row vectors vj
q,g of components

vj
q,g(k, p) :=

1

2j + 1

∑
r

(−1)rCq p
1
2
r,j p−r

Mk,j,g
r,r−p , (A.9)
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and their associated scalar products

W j,j′

q,g,g′ := vj
q,g · (v

j′

q,g′)
† =

∑
k,p

vj
q,g(k, p)

[
vj′

q′,g′(k, p)
]∗

, (A.10)

allows us to finally express Eq. (A.8) as in Eq. (5.16) of the main text〈
1
2 , s
∣∣Λc

[∣∣j,m, g⟩⟨j′,m′, g′
∣∣] ∣∣1

2 , s
′〉 = (−1)m−m′

δs−m,s′−m′
∑

q∈Qj,j′

Cq s−m
1
2
s,j−m

Cq s′−m′
1
2
s′,j′ −m′ W

j,j′

q,g,g′ .(A.11)

A.2 Fidelity calculation for arbitrary n1, n2 and numerical
optimisation

Using Eq. (5.13) of the main text the average fidelity can be expressed as

Fn1,n2(Λc) = ⟨↑|Λc[

∫
dµV

(
p |↑⟩ ⟨↑|+ (1− p)V |↑⟩ ⟨↑|V †

)⊗n1

⊗
(
V |↑⟩ ⟨↑|V †

)⊗n2

] |↑⟩ ,
(A.12)

Knowing that Ωn1,n2 is invariant under any permutation on the first n1 qubits, we can
write

Fn1,n2(Λc) =
1

|Sn1 |
⟨↑|Λc[

∑
σ

Πσ

∫
dµV

(
p |↑⟩ ⟨↑|+ (1− p)V |↑⟩ ⟨↑|V †

)⊗n1

⊗
(
V |↑⟩ ⟨↑|V †

)⊗n2

Π†
σ] |↑⟩ , (A.13)

where Πσ is a permutation on the first n1 qubits, and σ runs over all the elements of the
symmetric group Sn1 , and |Sn1 | is the number of elements of symmetric group. Then we
can write

Fn1,n2(Λc) =
1

|Sn1 |
⟨↑|Λc[

n1∑
k=0

∑
σ

(
n1
k

)
(1−p)kpn1−kΠσ |↑⟩ ⟨↑|⊗k⊗AN−kΠ

†
σ]] |↑⟩ , (A.14)

where Ak :=
∫
dµV [V |↑⟩ ⟨↑|V †]⊗k. Defining Bk, we carry on the calculation

Bk := |↑⟩ ⟨↑|⊗k ⊗AN−k (A.15)

=
∑

m,m′,s,s′

δm+s,m′+s′

N − k + 1
C

N−k
2

m+s
N−k−n2

2
m,

n2
2

s
C

N−k
2

m′+s′

N−k−n2
2

m′,
n2
2

s′
|↑⟩ ⟨↑|⊗k

⊗
∣∣∣∣N − k − n2

2
,m

〉〈
N − k − n2

2
,m′
∣∣∣∣⊗ ∣∣∣n22 , s〉〈n22 , s′∣∣∣ .

Note that here we do not need to sum over any multiplicity index for the states∣∣∣N−k−n2
2 ,m

〉
and

∣∣n2
2 , s

〉
, because AN−k is supported on the completely symmetric sub-

space ofN−k qubits, therefore it is also supported on the tensor product of the completely
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symmetric subspaces of N − k − n2 and n2 qubits, which have multiplicity 1. Writing
the first n1 qubits in the total angular momentum basis we get

Bk =
∑

m,s,m′,s′,j1,j1′

δm+s,m′+s′

N − k + 1
C

N−k
2

m+s
N−k−n2

2
m,

n2
2

s
C

N−k
2

m′+s′

N−k−n2
2

m′,
n2
2

s′
C

j1
k
2
+m

k
2

k
2
,
N−k−n2

2
m
C

j1′
k
2
+m′

k
2

k
2
,
N−k−n2

2
m′∣∣∣∣j1, k2 +m, k

〉〈
j1

′,
k

2
+m′, k

∣∣∣∣⊗ ∣∣∣n22 , s〉〈n22 , s′∣∣∣ (A.16)

here the multiplicity index k indicates that we first wrote the k qubits in the total angular
momentum basis then we summed it up with

∣∣∣N−k−n2
2 ,m

〉〈
N−k−n2

2 ,m
∣∣∣. Schur’s lemma

implies

1

|Sn1 |
∑
σ

Πσ |j1,m, k⟩
〈
j1

′,m′, k
∣∣Π†

σ =
∑
gj1

1

#gj1
|j1,m, gj1⟩

〈
j1,m

′, gj1
∣∣ δj1,j1′ , (A.17)

where gj1 is the index for the multiplicity of j1 and runs over all the possible values for
a certain j1, and #gj1 = (n1)!(2j1+1)

(
n1−2j1

2
)(

n1+2j1
2

+1)
. Using Eq. (A.17) in Eq. (A.14) we get

Fn1,n2(Λc) = ⟨↑|Λc

[ ∑
m,s,m′,s′,j1,k,gj1

1

#gj1

(
n1
k

)
(1− p)kpn1−k δm+s,m′+s′

N − k + 1
C

N−k
2

m+s
N−k−n2

2
m,

n2
2

s
C

N−k
2

m′+s′

N−k−n2
2

m′,
n2
2

s′

C
j1

k
2
+m

k
2

k
2
,
N−k−n2

2
m
C

j1
k
2
+m′

k
2

k
2
,
N−k−n2

2
m′

∣∣∣∣j1, k2 +m, gj1

〉〈
j1,

k

2
+m′, gj1

∣∣∣∣⊗ ∣∣∣n22 , s〉〈n22 , s′∣∣∣
]
|↑⟩

= ⟨↑|Λc

[ ∑
m,s,m′,s′,j1,j,j′,k,gj1

1

#gj1

(
n1
k

)
(1− p)kpn1−k δm+s,m′+s′

N − k + 1

C
N−k

2
m+s

N−k−n2
2

m,
n2
2

s
C

N−k
2

m′+s′

N−k−n2
2

m′,
n2
2

s′

C
j1

k
2
+m

k
2

k
2
,
N−k−n2

2
m
C

j1
k
2
+m′

k
2

k
2
,
N−k−n2

2
m′
C

j k
2
+m+s

j1
k
2
+m,

n2
2

s
C

j′ k
2
+m′+s′

j1
k
2
+m′,

n2
2

s′∣∣∣∣j, k2 +m+ s, gj1

〉〈
j′,
k

2
+m′ + s′, gj1

∣∣∣∣ ] |↑⟩ . (A.18)

Using the Eq. (5.16) of the main text we get

Fn1,n2(Λc) =
∑

m,s,m′,s′,j1,j,j′,k,gj1 ,q

1

#gj1

(
n1
k

)
(1− p)kpn1−k δm+s,m′+s′

N − k + 1
C

N−k
2

m+s
N−k−n2

2
m,

n2
2

s

C
N−k

2
m′+s′

N−k−n2
2

m′,
n2
2

s′
C

j1
k
2
+m

k
2

k
2
,
N−k−n2

2
m
C

j1
k
2
+m′

k
2

k
2
,
N−k−n2

2
m′
C

j k
2
+m+s

j1
k
2
+m,

n2
2

s
C

j′ k
2
+m′+s′

j1
k
2
+m′,

n2
2

s′

C
q − k−1

2
−m−s

1
2

1
2
, j− k

2
−m−s

C
q − k−1

2
−m′−s′

1
2

1
2
, j′ − k

2
−m′−s′

W j,j′
q,gj1 ,gj1

. (A.19)
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The dependence of the coefficients of W j,j′
q,gj1 ,gj1

on the multiplicity index gj1 is only
through j1. So, we can define

Cj,j′

q,j1
(p) :=

∑
m,s,m′,s′,k

(
n1
k

)
(1− p)kpn1−k δm+s,m′+s′

N − k + 1
C

N−k
2

m+s
N−k−n2

2
m,

n2
2

s
C

N−k
2

m′+s′

N−k−n2
2

m′,
n2
2

s′
(A.20)

C
j1

k
2
+m

k
2

k
2
,
N−k−n2

2
m
C

j1
k
2
+m′

k
2

k
2
,
N−k−n2

2
m′
C

j k
2
+m+s

j1
k
2
+m,

n2
2

s
C

j′ k
2
+m′+s′

j1
k
2
+m′,

n2
2

s′
C

q − k−1
2

−m−s
1
2

1
2
, j− k

2
−m−s

C
q − k−1

2
−m′−s′

1
2

1
2
, j′ − k

2
−m′−s′

,

and write the fidelity as

Fn1,n2(Λc) =
∑

j,j′,j1,q

Cj,j′

q,j1
(p)
∑
gj1

1

#gj1
W j,j′

q,gj1 ,gj1
, (A.21)

Because Ωn1,n2 is symmetric on the first n1 qubits, we can always choose Λc to be
symmetric on the first n1 qubits, therefore

Λc[ρ] =
1

|Sn1 |
∑
σ

Λc[ΠσρΠ
†
σ] . (A.22)

Using (A.17) we derive

W j,j′
q,gj1 ,gj1

=
1

#gj1

∑
g′j1

W j,j′

q,g′j1
,g′j1

, (A.23)

therefore
W j,j′

q,gj1 ,gj1
=W j,j′

q,g′j1
,g′j1

∀gj1 , gj′1 . (A.24)

so defining W j,j′

q,j1
:= 1

#gj1

∑
gj1
W j,j′

q,gj1 ,gj1
, then we get

Fn1,n2(Λc) =
∑

j,j′,j1,q

Cj,j′

q,j1
(p)W j,j′

q,j1
. (A.25)

Now, the number of parameters i.e. W j,j′

q,j1
, scale polynomially with n1 and n2 because

the multiplicity index is fixed to be j1 and the number of different j1 is O(n1). Without
using the characterisation of covariant channels and writing Ωn1,n2 in the proper form, the
number of parameters grows exponentially in n1 and n2. This exponential reduction of
parameters makes the numerical optimisation feasible. In fact, this optimisation problem
is exactly a semidefinite programming optimisation. To show this we first briefly review
the semidefinite programming and then we define the parameters in the program.
A general semidefinite program can be defined as any mathematical program of the form
[Sin96]

max
X∈Sn

Fn1,n2(X) = Tr[C⊺X] (A.26)

subject to Tr
[
D⊺

kX
]
≥ bk, k = 1, ..,m, and X ≥ 0
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where Sn is the space of all real n× n matrices. C and Dk are n× n real matrices, and
bk are real numbers and X ≥ 0 means that X is semidefinite.
In our problem, Cj,j′

q,j1
(p) are the matrix elements of C which are all real since Cj,j′

q,j1
(p) is the

combination of the Clebsch-Gordan coefficients. Our constraints are equality constraints,
each of which can be obtained from two inequalities. The matrix elements of X are W j,j′

q,j1
,

and the elements of Dk and bk can be read from the coefficients in Eq. (5.23) of the main
text.
To prove that our problem is a semidifinite program we should show that X is positive-
semidefinite. X is positive-semidefinite if and only if there exists a set of vectors like {vi}
such that xm,n = v⊺m.vn. In the definition of W j,j′

q,g,g′ in Eq. (A.10), we have

W j,j′
q,gj1 ,gj1

:= vj
q,gj1

· (vj′
q,gj1

)† , (A.27)

and using Eq. (A.24) we get

W j,j′

q,j1,j1
:= vj

q,j1
· (vj′

q,j1
)† . (A.28)

So, X ≥ 0 and our problem is a semidefinite program.
Note that in our maximisation problem the parameters in general can be complex num-
bers. However, the matrix elements of C are the contraction of Clebsch-Gordan coeffi-
cients which are all real, therefore without loss of generality we can assume that W j,j′

q,j1

are real.

A.3 Derivation of Eq. (4.23)

Here we give explicit derivation of the constraint 5.23 of the main text. The starting
point to observe that by explicit substitution of Eq. (13) into Eq. (14) of the main text
we get ∑

s=±1
2

∑
q

Cq s−m
1
2
s,j−m

Cq s−m
1
2
s,j′ −m

W j,j′

q,g,g′ = δj,j′δg,g′ . (A.29)

Using then the following symmetry property of Clebsch-Gordan coefficients

CJM
j1 m1,j2 m2

= (−1)j1−m1

√
2J+1
2j2+1C

j2−m2

j1 m1,J −M , (A.30)

we can observe that∑
s=±1

2

Cq s−m
1
2
s,j−m

Cq s−m
1
2
s,j′ −m

=
∑
s=±1

2

2q + 1

2j + 1
Cj m

1
2
s,q m−s

Cj′ m
1
2
s,q m−s

=
2q + 1

2j + 1
⟨j,m|Πm

∣∣j′m〉 = 2q + 1

2j + 1
δj,j′ ,(A.31)

where Πm is the projector on the the jz = m eigenspace. It follows hence that (A.29) is
automatically fulfilled for j ̸= j′, while for j = j′ instead it gives Eq. 5.23 of the main
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text

2+2j
1+2j W

j,j
q,g,g′

∣∣∣
q=j+

1
2

+ 2j
1+2j W

j,j
q,g,g′

∣∣∣
q=j−1

2

= δg,g′ . (A.32)

Using the definition of W j,j′

q,j1
:= 1

#gj1

∑
gj1
W j,j′

q,gj1 ,gj1
and summing the equations (A.32)

we get

2+2j
(1+2j) W

j,j
q,j1

∣∣∣
q=j+

1
2

+ 2j
1+2j W

j,j
q,j1

∣∣∣
q=j−1

2

= 1 . (A.33)

A.4 Application of the formalism to the case n1 = n2 = 1

For n1 = n2 = 1, Eq. (5.13) of the main text explicitly yields

Ω1,1 = (1− p) |↑⟩ ⟨↑| ⊗ I/2 + pA2. (A.34)

Notice that the term A2 is invariant under rotations hence it gets mapped by Λc into a
multiple of the identity operator: specifically noticing that Tr[A2] = 1 we have Λc[A2] =∫
dµU UΛ[A2]U

† = I/2 which implies ⟨↑|Λc

[
A2

]
|↑⟩ = 1/2. On the contrary the first

contribution to Ω1,1 admits the following decomposition

|↑⟩ ⟨↑| ⊗ I = |1, 1⟩⟨1, 1|+ |1, 0⟩+ |0, 0⟩√
2

⟨1, 0|+ ⟨0, 0|√
2

, (A.35)

where without loss of generality we identified |↑⟩ with the vector |12 ,
1
2⟩, and where in the

r.h.s. appear states of the total angular momentum basis of two spin 1
2 (no multiplicity

being present). Using Eq. (5.16) of the main text and the table of Clebsch-Gordan
coefficients we can then write

⟨↑|Λc

[
|↑⟩ ⟨↑| ⊗ I

]
|↑⟩ =

2

3

∣∣∣v1
3/2

∣∣∣2 + 5

6

∣∣∣v1
1/2

∣∣∣2 + 1

2

∣∣∣v0
1/2

∣∣∣2
+

1√
3
Re
{
v0
1/2 · (v

1
1/2)

†
}
, (A.36)

where we dropped the index g since here is no multiplicity in total angular momentum
basis of two qubits. Similarly the constraints (5.23) of the main text becomes

4

3

∣∣∣v1
3/2

∣∣∣2 + 2

3

∣∣∣v1
1/2

∣∣∣2 = 1, 2
∣∣∣v0

1/2

∣∣∣2 = 1 . (A.37)

Exploiting this we observe that fidelity of F1,1(Λ) for a generic map must fulfil the
constraint

F1,1(Λ) ≤ p

2
+

1− p

2

[
2

3

∣∣∣v1
3/2

∣∣∣2 + 5

6

∣∣∣v1
1/2

∣∣∣2 + 1

2

∣∣∣v0
1/2

∣∣∣2
+

1√
3

∣∣∣v0
1/2

∣∣∣∣∣∣v1
1/2

∣∣∣] ≤ 1− p/2 , (A.38)
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the first inequality being obtained by forcing v0
1/2 and v1

1/2 to be collinear, while the

second following directly from (A.37). By comparing this with the lower bound F (max)
n1,n2 ≥

1− p(d− 1)/d discussed in the main text for the qubit case (i.e. d = 2) this allows us to
recover the identity (5.10) of the main text, i.e.

F
(max)
1,1 = 1− p/2 , (A.39)

the bound being achived by employing the DN strategy.

A.5 Details of the Calculation for n1 = 2, n2 = 1

Here we present detailed calculation to derive Eq. (18) of the main text. Using the
Eq. (A.19) we can write the fidelity as

F2,1(Λ) = p2

2 +
5(1−p)(3+5p)W

3/2,3/2
2,1 +(1−p)(33+23p)W

3/2,3/2
1,1

72 +
p(1−p)W

1/2,1/2
0,0 +5p(1−p)W

1/2,1/2
1,0

12

+
(1−p)(3+p)W

3/2,1/2
1,1

9
√
2

+
(6−p)(1−p)W

1/2,1/2
1,1 +(1−p)(6−5p)W

1/2,1/2
0,1

36 , (A.40)

using the definition of W j,j′

q,j1
:= 1

#gj1

∑
gj1
W j,j′

q,gj1 ,gj1
and the definition of W j,j′

q,g,g′ in
Eq. (A.10) we can write

F2,1(Λ) = p2

2 +
5(1−p)(3+5p)

∣∣∣v3/2
2,1

∣∣∣2+(1−p)(33+23p)
∣∣∣v3/2

1,1

∣∣∣2
72 +

p(1−p)
∣∣∣v1/2

0,2

∣∣∣2+5p(1−p)
∣∣∣v1/2

1,2

∣∣∣2
12 +

(1−p)(3+p)
∣∣∣v3/2

1,1

∣∣∣∣∣∣v1/2
1,1

∣∣∣
9
√
2

+
(6−p)(1−p)

∣∣∣v1/2
1,1

∣∣∣2+(1−p)(6−5p)
∣∣∣v1/2

0,1

∣∣∣2
36 , (A.41)

with constraints:

5
∣∣∣v3/2

2,1

∣∣∣2+3
∣∣∣v3/2

1,1

∣∣∣2
4 = 1 ,

3
∣∣∣v1/2

1,g

∣∣∣2+∣∣∣v1/2
0,g

∣∣∣2
2 = 1 , (A.42)

where g = 1, 2. Using the constraints we eliminate
∣∣∣v3/2

2,1

∣∣∣, ∣∣∣v1/2
0,2

∣∣∣, ∣∣∣v1/2
0,1

∣∣∣, Eq. (A.41)
becomes

F2,1(Λ) =
3−2p(1−p)

6 +
p(1−p)

∣∣∣v1/2
1,2

∣∣∣2
6 +

(1−p)(3+p)
∣∣∣v3/2

1,1

∣∣∣2
9 +

(1−p)(3+p)
∣∣∣v3/2

1,1

∣∣∣∣∣∣v1/2
1,1

∣∣∣
9
√
2

−
(1−p)(6−7p)

∣∣∣v1/2
1,1

∣∣∣2
18 .(A.43)

The coefficients of
∣∣∣v1/2

1,2

∣∣∣, ∣∣∣v3/2
1,1

∣∣∣ are positive everywhere, so to maximise the fidelity we

put their maximum values
∣∣∣v1/2

1,2

∣∣∣2 = 2
3 ,
∣∣∣v3/2

1,1

∣∣∣2 = 4
3 , obtaining

F2,1(Λ) =
51−4p(7−p)

54 +

√
2(1−p)(3+p)

∣∣∣v1/2
1,1

∣∣∣
9
√
3

−
(1−p)(6−7p)

∣∣∣v1/2
1,1

∣∣∣2
18 . (A.44)
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This last expression has to be maximise with respect to
∣∣∣v1/2

1,1

∣∣∣ considering that, according

to the constraint (A.42) such variable has to belong to the interval [0,
√

2/3]. For the
case p < 6

7 we take the derivative and put it equal to zero obtaining∣∣∣v1/2
1,1

∣∣∣ = √
2(3+p)√
3(6−7p)

, (A.45)

which belongs to the allowed interval only when p < 3/8. Accordingly for these values
of p we can use Eq. (A.45) obtaining

F
(max)
2,1 = 51−4p(7−p)

54 + (1−p)(3+p)2

27(6−7p) . (A.46)

For the case 1 > p > 3/8 (which incidentally also includes 1 > p > 6/7), instead the
maximum for (A.43) is always maximised for the maximum allowed value of

∣∣∣v1/2
1,1

∣∣∣, i.e.∣∣∣v1/2
1,1

∣∣∣ =√2/3 yielding

F
(max)
2,1 =

(1− p)(51 + 23p)

54
+ p(1−p)

3 +
p2

2
, (A.47)

which together with (A.46) gives us (18) of the main text.

A.6 Case n1 = 2, n2 = ∞

As we argued in the text,

F (max)
n1,∞ = max

Λ∈CPTP

∫
dµU ⟨ψ|Λ[ρ⊗n1

mix (p)] |ψ⟩ = max
Λ∈CPTP

∫
dµU ⟨ψ|Λ[((1− p) |ψ⟩ ⟨ψ|+ p |ϕ⟩ ⟨ϕ|)⊗2] |ψ⟩ ,

(A.48)
This equality is consistent since F (max)

n1,∞ does not depend on |ϕ⟩ by virtue of the invari-
ance property of the Haar measure, and therefore one can set |ϕ⟩ = |0⟩ without loss of
generality. In this case the optimal Λ is not covariant, since it depends on |0⟩ ⟨0|, but
we can still find the maximum fidelity through the standard Kraus representation of Λ.
For n2 = 2, there is no need to distinguish between equivalent representations and the
matrix elements M (k)

s,j,m of a set of Kraus operators for Λ, Mk, satisfy

〈
1
2 , s
∣∣Λ[|j,m⟩

〈
j′,m′∣∣] ∣∣12 , s′〉 =∑

k

M
(k)
s,j,mM

(k)
s′,j′,m′ (A.49)

1/2∑
s=−1/2

〈
1
2 , s
∣∣Λ[|j,m⟩

〈
j′,m′∣∣] ∣∣12 , s〉 = 1/2∑

s=−1/2

∑
k

M
(k)
s,j,mM

(k)
s,j′,m′ = δj,j′δm,m′ . (A.50)
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The integral in (A.48) can be written as∫
dµU ⟨ψ|Λ[((1− p) |ψ⟩ ⟨ψ|+ p |0⟩ ⟨0|)⊗2] |ψ⟩ =

=
∑

s,s′,l,m,l′,m′

∫
dµU

〈
1
2 , s
∣∣D 1

2
1
2 ,s

(U †)Λ[ρ⊗2
mix(p)l,m,l′,m′

∣∣1
2 , l
〉 〈

1
2 ,m

∣∣⊗ ∣∣12 , l′〉 〈12 ,m′∣∣]D 1
2

s′,
1
2

(U)
∣∣1
2 , s

′〉 ,
=

∑
s,s′,l,m,l′,m′

∫
dµUρ

⊗2
mix(p)l,m,l′,m′D

1
2
1
2 ,s

(U †)D
1
2

s′,
1
2

(U)

∑
k,j,j′

M
(k)
s,j,l+mM

(k)
s′,j′,l′+m′C

j,l+m
1
2 ,l,

1
2 ,m

Cj,l′+m′

1
2 ,l

′,
1
2 ,m

′

 ,

(A.51)

where

ρ⊗2
mix(p)l,m,l′,m′ =

(
D

1
2

l,
1
2

(U)D
1
2
1
2 ,m

(U †) + δ
l,
1
2
δ
m,

1
2

)(
D

1
2

l′,
1
2

(U)D
1
2
1
2 ,m

′
(U †) + δ

l′,
1
2
δ
m′,

1
2

)
.

(A.52)
After performing the integrations the result is∫

dµU ⟨ψ|Λ[((1− p) |ψ⟩ ⟨ψ|+ p |0⟩ ⟨0|)⊗2] |ψ⟩ =

=
p(1− p)

3
Σk|M

(k)

−1
2 ,0,0

|2 + p(1− p)

6
Σk|M

(k)
1
2 ,0,0

|2 + 8(1− p)− 5(1− p)2

12
Σk|M

(k)
1
2 ,1,1

|2+

+
4(1− p)− 3(1− p)2

12
Σk|M

(k)

−1
2 ,1,1

|2 + (1− p)2

4
Σk|M

(k)

−1
2 ,1,−1

|2 + (1− p)2

12
Σk|M

(k)
1
2 ,1,−1

|2+

+
(1− p)(1 + p)

6
√
2

Σk|M
(k)

−1
2 ,1,0

|2 + 1− p

6
Σk|M

(k)
1
2 ,1,0

|2 + p2

2

+
(1− p)2

6
√
2

Σk Re[M
(k)
1
2 ,1,0

M
(k)

−1
2 ,1,−1

] +
(1− p)(1 + p)

6
√
2

Σk Re[M
(k)

−1
2 ,1,0

M
(k)
1
2 ,1,1

]. (A.53)

Using the constraints (5.23) and the positivity and magnitude of the coefficients most of
the optimal parameter choices can be found:

Σk|M
(k)

−1
2 ,0,0

|2 = 1, Σk|M
(k)
1
2 ,0,0

|2 = 0, Σk|M
(k)
1
2 ,1,1

|2 = 1,

Σk|M
(k)

−1
2 ,1,1

|2 = 0, Σk|M
(k)

−1
2 ,1,−1

|2 = 1, Σk|M
(k)
1
2 ,1,−1

|2 = 0.

Moreover, using the Cauchy-Schwartz inequality

|Re[M (k)
1
2 ,1,0

M
(k)

−1
2 ,1,−1

]| ≤
√∑

k

|M (k)
1
2 ,1,0

|2
√∑

k

|M (k)

−1
2 ,1,−1

|2 =
√∑

k

|M (k)
1
2 ,1,0

|2

|Re[M (k)

−1
2 ,1,0

M
(k)
1
2 ,1,1

]| ≤
√∑

k

|M (k)

−1
2 ,1,0

|2
√∑

k

|M (k)
1
2 ,1,1

|2 =
√

1−
∑
k

|M (k)
1
2 ,1,0

|2 , (A.54)
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one is left with the maximisation of a function of the variable t :=
√∑

k |M
(k)
1
2 ,1,0

|2:

(1− p)(1 + p)

6
√
2

(1− t2) +
1− p

6
t2 +

(1− p)2

6
√
2

t+
(1− p)(1 + p)

6
√
2

√
1− t2 . (A.55)

The solution and the maximal value of the fidelity can be analytically determined, but
they are quite cumbersome and we do not report them: instead we present the numerical
plot in Fig. 5.2 of the main text.

A.7 Upper Bound on Measurement and Prepare Proto-
cols

We have already observed that in the limit of large n1 and n2, MP protocols allows for
optimal average fidelity. But what happens for finite number of copies? To answer this
question we introduce an upper bound on the average fidelity attainable with MP proto-
cols. Indeed, invoking once more the fact that for characterizing optimal performances
one can restrict the analysis to transformations which are symmetric under the permu-
tation of the first n1 qubits. Using Eq. (A.14), the associated fidelity can be written
as

Fn1,n2(Λ
MP) :=

n1∑
k=0

(
n1
k

)
(1− p)kpn1−k

∫
dµU ⟨ψ|ΛMP(|ψ⟩ ⟨ψ|⊗k ⊗AN−k) |ψ⟩ , (A.56)

where now ΛMP is the optimal MP channel. Then, we can get the following upper bound
by using an optimal MP for each independent part of the whole state

Fn1,n2(Λ
MP) ≤

n1∑
k=0

(
n1
k

)
(1− p)kpn1−k (A.57)

×
∫
dµU ⟨ψ|ΛMP

k (|ψ⟩ ⟨ψ|⊗k ⊗AN−k) |ψ⟩ ,

where ΛMP
k is the optimal MP choice for |ψ⟩ ⟨ψ|⊗k. Using the known result for tomogra-

phy of pure states [MP95] we can then derive the following inequality

Fn1,n2(Λ
MP) ≤

∑n1
k=0

(
n1

k

)
k+1
k+2(1− p)kpn1−k, (A.58)

where k+1
k+2 is the average fidelity in the optimal tomography of k ≥ 0 copies of a pure

state. Notice that the right-hand-side quantity does not depend explicitly on n2, and
that for n1 = 2 reduces to the function (19) of the main text which we reported in
Fig. 5.1.
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A.8 Performance of the Cirac, Ekert, Macchiavello (CEM)
protocol as a subtracting machine

Here we show that a direct application of the method of Ref. [CEM99] to solve our
problem for n1 = 2 and arbitrary n2 leads to the same average fidelity as the DN
strategy, being hence sub-optimal for our purposes.

The method presented in Ref. [CEM99] does not assume the possibility of operating
on the noise signal, therefore the average fidelity one can achieve in this case does not
depend on n2. For case n1 = 2, it consists of two steps first performing an orthogonal
measurement on the system that discriminate the completely symmetric from the anti-
symmetric subspace of two qubits, and then tracing out on of the qubits. Adopting this
procedure from Eq. (5.4) of the main text we get

FCEM
n1=2 =

∫
dµUdµV ⟨ψ|ΛCEM[ρ⊗2

mix(p)] |ψ⟩ (A.59)

=

∫
dµUdµV ⟨ψ|ΛCEM[(1− p)2 |ψ⟩ ⟨ψ|⊗2 + p2 |ϕ⟩ ⟨ϕ|⊗2 + p(1− p)(|ψ⟩ ⟨ψ| ⊗ |ϕ⟩ ⟨ϕ|

+ |ϕ⟩ ⟨ϕ| ⊗ |ψ⟩ ⟨ψ|)] |ψ⟩ . (A.60)

Taking the integral on ϕ and using the fact that the method [CEM99] is also covariant
we can carry on the calculation

FCEM
n1=2 = (1− p)2 +

p2

2
+

∫
dµU ⟨ψ|ΛCEM[p(1− p)(|ψ⟩ ⟨ψ| ⊗ I

2
+
I

2
⊗ |ψ⟩ ⟨ψ|)] |ψ⟩

= (1− p)2 +
p2

2
+ ⟨0|ΛCEM[p(1− p)(|0⟩ ⟨0| ⊗ I

2
+
I

2
⊗ |0⟩ ⟨0|)] |0⟩ = 1− p

2
.(A.61)

where in the last inequality we use the fact that, as anticipated, ΛCEM consists in per-
forming the measurements on the symmetric and antisymmetric subspace. We notice
hence that FCEM

n1=2 exactly coincides with the fidelity one would get by simply adopting
the DN strategy, i.e. FCEM

n1=2 = FDN
n1,n2

which is clearly not optimal in our case.



Appendix B

Appendix of degradable extension:
Gaussian channels

This chapter is organized as follows. First, we prove that the flagged extension of Gaus-
sian additive noise defined in Eq. 7.4 is actually Gaussian, then in the next next section
we show that is degradable. In the final section, we calculate the coherent information
of additive Gaussian and extended attenuator noise noise defined in Eq. 7.4 and 7.16
respectively

B.1 Proof of Gaussianity of flagged additive Gaussian
noise

In this section we review the class of Gaussian channels known as classical mixing chan-
nels, then show that flagged additive Gaussian noise is a classical mixing channel.

For any n×n square matrix Y ≥ 0 with eigenvalues λ1, ..., λn, let us indicate the support
of Y as S(Y ), det+ Y =

∏
i:λi>0 λi, and pseudoinverse of Y as Y ⊖1. Classical mixing

channels have the form:

ΛY [ρ̂] :=

∫
S(Y )

dr
e−rTY ⊖1r

√
π
dimS(Y )√

det+Y
D̂rρ̂D̂

†
r . (B.1)

Channels of this type are Gaussian and the action on the first and second moments
is

r̄
ΛY−−→ r̄′ = r̄ , σ

ΛY−−→ V ′ = σ + Y . (B.2)

By direct comparison with Eq. 7.4 of the main text it follows that the flagged additive
Gaussian noise of Λe

β is a classical mixing channel applied to the state ρ̂⊗ |β/2⟩⟨β/2| ⊗

106
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|β/2⟩⟨β/2| with the matrix Y equal to

Y =



2
β 0 0 0 0 − 1

β

0 2
β 0 1

β 0 0

0 0 0 0 0 0

0 1
β 0 1

2β 0 0

0 0 0 0 0 0

− 1
β 0 0 0 0 1

2β


, (B.3)

and thus Gaussian.

B.2 Degradability of flagged additive noise channel

Here we prove the degradability of the channel Λe
β . We define the unitary operator

Û (x) : L2(R2) → L2(R2)

Û (x) : ψ(x1, x2) → ψ(x1, x2 + x1) , (B.4)

and Û (p) : L2(R2) → L2(R2)

Û (p) : ψ(x1, x2) → ψ(x1, x2)e
−ix1x2 . (B.5)

We define the pure states of two modes |C1⟩ and |C2⟩ with wave functions respec-
tively

ψx,β(x1, x2) =

√
β

2π
e−β

x21
4
−i

x1x2
2

−β
x22
4 ,

ψp,β(x1, x2) =

√
β

2π
e−β

x21
4
+i

x1x2
2

−β
x22
4 . (B.6)

We also note that the wave function of a displaced squeezed state D̂(0,x) |β⟩ with x ∈ R
is

ψβ,x(x
′) =

√
β

π
e−β x′2

2
−ix′x . (B.7)

Note hence that

⟨ψ|A ⊗ ⟨C1|XP ′ ⊗ ⟨C2|PX′ Û
(x)
XA

†Û
(p)
PA

†[f(xX , xP )] =

=

√
β

2π

∫
R2

dxX′dxP ′ ⟨ψ| D̂†
(xX ,0)D̂

†
(0,xP ) ⟨β/2|P ′ D̂

†
(0,xX/2) ⟨β/2|X′ D̂

†
(0,−xP /2)e

−β
4
(x2

X+x2
P )f(xX , xP ) .

(B.8)



Appendix B. Appendix of degradable extension: Gaussian channels 108

It follows that

Λe
β[|ψ⟩⟨ψ|] := TrXP [Û

(p)
PAÛ

(x)
XA |ψ⟩⟨ψ|A ⊗ |C1⟩⟨C1|XP ′ ⊗ |C2⟩⟨C2|PX′ U

(x)
XA

†
U

(p)
PA

†
]

=
β

2π

∫
R2

dxXdxP e
−β

2
(x2

X+x2
P )D̂(xX ,xP )ρ̂D̂

†
(xX ,xP )

⊗ D̂(0,−xP /2) |β/2⟩⟨β/2|X′ D̂
†
(0,−xP /2) ⊗ D̂(0,xX/2) |β/2⟩⟨β/2|P ′ D̂

†
(0,xX/2) .

The wave function of U (p)
P ′AU

(x)
X′AU

(p)
PAU

(x)
XA |ψ⟩A ⊗ |C1⟩XP ′ ⊗ |C2⟩PX′ is√

β

2π
e−β

x2X
4

−i
xXxP ′

2
−β

x2
P ′
4 e−β

x2P
4

+i
xP xX′

2
−β

x2
X′
4 ψ(xA + xX + xX′)ei(xA−xX′ )xP+ixAxP ′

(B.9)

=

√
β

2π
e−β

x2X
4

−i
xXxP ′

2
−β

x2
X′
4 e−β

x2P
4

−i
xP xX′

2
−β

x2
P ′
4 ψ(xA + xX + xX′)eixA(xP+xP ′ ) .

(B.10)

Since this wave function is symmetric under exchange X ↔ X ′, P ↔ P ′, defining the
map

WX′P ′A→X′P ′ [ρ̂] := TrA[Û
(p)
P ′AÛ

(x)
X′Aρ̂X′P ′AÛ

(x)
X′A

†Û
(p)
P ′A

†] , (B.11)

we have that

WX′P ′A→X′P ′ ◦ ΛβA→X′P ′A[ρ] = TrXPA[Û
(p)
P ′AÛ

(x)
X′AÛ

(p)
P ′AÛ

(x)
X′A

ρ̂A ⊗ |C1⟩⟨C1|XP ′ ⊗ |C2⟩⟨C2|PX′ (Û
(p)
P ′AÛ

(x)
X′AÛ

(p)
P ′AÛ

(x)
X′A)

†]

= TrX′P ′A[Û
(p)
P ′AÛ

(x)
X′AÛ

(p)
P ′AÛ

(x)
X′Aρ̂A ⊗ |C1⟩⟨C1|XP ′ ⊗ |C2⟩⟨C2|PX′ (Û

(p)
P ′AÛ

(x)
X′AÛ

(p)
P ′AÛ

(x)
X′A)

†
] = Λe,c

β A→XP
[ρ̂A] .

(B.12)

Thus Λe,c
β is degradable.

B.3 Computing the Coherent information of extended chan-
nels

In this section, we calculate the coherent information of the flagged additive Gaussian
noise Λe

β (see Eq. 7.4) and the extended thermal attenuator Ee
η,N (see Eq. 7.16). The

von Neumann entropy of a Gaussian state can be computed from its covariance matrix
σ. In particular, we need to compute the symplectic eigenvalues ν1, ..., νn of σ. In
particular, these eigenvalues can be obtained from the eigenvalues of the matrix iΩσ,
which correspond to ν1,−ν1, ..., νn,−νn. The Von Neumann entropy of a state ρ̂ with
covariance matrix σ is then

S(ρ̂) =

n∑
i=1

h(νn) , (B.13)



Appendix B. Appendix of degradable extension: Gaussian channels 109

with
h(x) := x+1

2 log2
(
x+1
2

)
− x−1

2 log2
(
x−1
2

)
. (B.14)

For flagged additive Gaussian noise channel Λe
β and extended thermal attenuator Ee

η,N ,
gaussian states maximize the coherent information since the channels are degradable and
admit a Gaussian degrading map, satisfying the conditions of Theorem 4.4.2. The de-
grading map is explicitly Gaussian for the extended thermal attenuator; in the case of
the flagged additive Gaussian noise the degrading map we present in the next section is
not explicitly Gaussian, but its complementary is Gaussian. Since any Gaussian channel
admit a Stinespring representation with a Gaussian unitary, there exists a Gaussian di-
lation of the complementary of the degrading map. By the properties of the Stinespring
representation, the Stinespring dilation of the degrading map is isometric to a Gaus-
sian isometry, with the connecting isometry acting trivially on the systems associated
with the output of the complementary of the degrading map. This is enough to apply
Theorem 4.4.2. An explicit Gaussian degrading map will be presented elsewhere.

If in addition the channel is gauge-covariant, the maximization can be restricted to
gauge-invariant states 4.4.2. In our case, both the thermal attenuator and the flagged
additive noise satisfy a generalized gauge-covariance property. Defining the Gaus-
sian unitary on one mode R̂(θ) acting on r̂ = (x̂, p̂) as the rotation matrix R(θ) :=(

cos θ sin θ

− sin θ cos θ

)

R̂(θ)r̂R̂(θ)† = R(θ)r̂, (B.15)

we have

Λe
β[R̂(θ)ρ̂R̂(θ)

†] = R̂′(θ)Λe
β[ρ̂]R̂

′(θ)†, (B.16)

with R̂′(θ) being a three mode Gaussian unitary acting on r̂ = (x̂1, p̂1, x̂2, p̂2, x̂3, p̂3)

as

R̂′(θ)r̂R̂′(θ)† = R′(θ)r̂, (B.17)

with
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R′(θ) :=



cos θ sin θ 0 0 0 0

− sin θ cos θ 0 0 0 0

0 0 cos θ 0 sin θ 0

0 0 0 cos θ 0 sin θ

0 0 − sin θ 0 cos θ 0

0 0 0 − sin θ 0 cos θ


. (B.18)

In a similar way,

Ee
η,N [R̂(θ)ρ̂R̂(θ)†] = R̂′′(θ)Ee

η,N [ρ̂]R̂′′(θ)†, (B.19)

with R̂′′(θ) being a two mode Gaussian unitary acting on r̂ = (x̂1, p̂1, x̂2, p̂2) as

R̂′′(θ)r̂R̂′′(θ)† = R′′(θ)r̂, (B.20)

with

R′′(θ) :=


cos θ sin θ 0 0

− sin θ cos θ 0 0

0 0 cos θ − sin θ

0 0 sin θ cos θ

 . (B.21)

Adapting the argument in 4.4.2 for gauge-covariant channels, Eq. (B.16),(B.19), together
with the concavity of the coherent information of degradable channels, imply that the
maximum of the coherent information is attained on gauge-invariant Gaussian states,
which coincides with thermal states for channels with one mode as input. Moreover, since
Λe
β ◦ D̂s = D̂s ◦ Λe

β and Ee
η,ND̂s = D̂√

ηs ◦ Ee
η,N , by concavity and unitarily invariance of

the coherent information we have that higher energy thermal states have higher coherent
information.

Thus, to compute the coherent information of the flagged additive noise we have to
find the covariance matrix σM of Λe

β[ρ̂M ] and the covariance matrix σ′
M of (Λe

β ⊗
I)[|ρM ⟩⟩⟨⟨ρM |] where ρ̂M is the thermal state with average photon number M and
|ρM ⟩⟩ is its purification, which can be taken to be the two-mode squeezed state |τ⟩
(see Eq. 4.25).
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We obtain

σM =



2M + 1 + 2
β 0 0 0 0 − 1

β

0 2M + 1 + 2
β 0 1

β 0 0

0 0 2
β 0 0 0

0 1
β 0 β

2 + 1
2β 0 0

0 0 0 0 2
β 0

− 1
β 0 0 0 0 β

2 + 1
2β


(B.22)

σ′
M =



2M + 1 + 2
β 0 0 0 0 − 1

β 2
√
M(M + 1) 0

0 2M + 1 + 2
β 0 1

β 0 0 0 −2
√
M(M + 1)

0 0 2
β 0 0 0 0 0

0 1
β 0 β

2 + 1
2β 0 0 0 0

0 0 0 0 2
β 0 0 0

− 1
β 0 0 0 0 β

2 + 1
2β 0 0

2
√
M(M + 1) 0 0 0 0 0 2M + 1 0

0 −2
√
M(M + 1) 0 0 0 0 0 2M + 1


.

(B.23)

The eigenvalues of iΩσM are

±2M +O(1), ±
√

1 + β2

β
+O(1/M) , ±

√
1 + β2

β
+O(1/M) , (B.24)

while the eigenvalues if iΩσ′
M are

±2
1

β1/2

√
M +O(1), ±2

1

β1/2

√
M +O(1) , ±1 , ±1 . (B.25)

Therefore we have

Q(Λe
β) = lim

M→∞
S(Λe

β[ρM ])− S((Λe
β ⊗ I)[|τ⟩⟨τ |M ]) = log2 β − 1/log 2 + 2h

(√
1+β2

β

)
.

(B.26)

To compute the coherent information of the extended thermal attenuator Ee
η,N we have

to find the covariance matrix σM of Ee
η,N [ρ̂M ] and the covariance matrix σ′

M of the
complementary channel Ee,c

η,N [ρ̂M ] = Ee
1−η,N [ρ̂M ] where ρ̂M is again the thermal state

with average photon number M . We obtain

σM =


η(2M+1)+(1−η)η(2N+1) 0 (1−η)2

√
N(N+1) 0

0 η(2M+1)+(1−η)(2N+1) 0 −(1−η)2
√

N(N+1)

(1−η)2
√

N(N+1) 0 η+(1−η)(2N+1) 0

0 −(1−η)2
√

N(N+1) 0 η+(1−η)(2N+1)

 .

(B.27)
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while σ′
M is obtained from the above expression by exchanging η → 1−η. The eigenvalues

if iΩσM are hence

±ηM +O(1), ±(η + (1− η)(2N + 1)) +O(1/M) , (B.28)

while the eigenvalues if iΩσ′
M are

±(1− η)M +O(1), ±((1− η) + η(2N + 1)) +O(1/M) . (B.29)

Therefore we have

Q(Ee
η,N ) = lim

M→∞
S(Ee

η,N [ρ̂M ])− S(Ee
1−η,N [ρ̂M ])

= − log2

(
η

1−η

)
+ h(η + (1− η)(2N + 1))− h((1− η) + η(2N + 1)) .



Appendix C

Appendix of degradable extension:
Gaussian channels

This chapter is organized as follows. First, we present the calculations for the evaluation
of Qatt

FKG(C2) and Qamp
FKG(C2). Then, we apply the decomposition rules technique to

the zero capacity region. Finally, we show that the lower bounds are stable under the
symmetry imposed by the decomposition rules.

C.1 Evaluation of Qatt
FKG(C2) and Qamp

FKG(C2)

Evaluation of Qatt
FKG(C2):– It goes without mentioning that by construction this term is

guaranteed to be not larger than Qatt
FKG(η,N) (indeed Qatt

FKG(η
′, N1) reach this value on

C2 for η′ = η and N1 = N). Observe now that the first equation of C2 can be casted in
the equivalent form

(g − 1)(N2 +N1 + 1) = (1− η)(N −N1) , (C.1)

which shows that in order to guarantee that g ≥ 1 imposes to focus only on the domain
N1 ≤ N (hence from now on we only focus on this regime). Notice also that expressing
g in terms of η′ we can rewrite the above constraint as

η′ = η
N2 + 1 +N1

N2 + 1 + ηN1 + (1− η)N
= η

(
1− (1− η)(N −N1)

N2 + 1 + ηN1 + (1− η)N

)
, (C.2)

which by construction ensures that η′ ≤ η (and η′ ≥ 0). Notice then that for fixed N

the function Qatt
FKG(η,N) is increasing in η and nullifies for η = 1/2 (being negative for

η < 1/2 and positive otherwise). Therefore, for fixed N1 ≤ N , the minimum value of

113
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Qatt
FKG(η

′, N1) on C2 is always attained by using as N2 the value that minimize η′, i.e.
N2 = 0 (remember that we are bound to use N2 ≥ 0), obtaining

η′opt(N1) := η
1 +N1

1 + ηN1 + (1− η)N
. (C.3)

Hence we can now write

Qatt
FKG(C2) := min

N1∈[0,N ]
Qatt

FKG(η
′
opt(N1), N1) . (C.4)

This is a single letter formula that we can try to compute analytically. By plotting the
function Qatt

FKG(η
′
opt(N1), N1) in terms of N1 for fixed values of η and N we observe that it

has two possible behaviours: either is increasing in N1 (this happens for instance for high
values of η) or it is decreasing (this happens typically for lower values of η). Accordingly
we can conclude that the minimum over N1 is obtained at the extreme of its domain,
i.e either for N1 = N or for N1 = 0. In the first case we get η′opt(N1 = N) = η so that
Qatt

FKG(η
′
opt(N1), N1) reduces to the old bound Qatt

FKG(η,N). In the second case instead
we get η′opt(N1 = 0) = η/(1 + (1− η)N) which leads to

Qatt
FKG(η

′
opt(N1 = 0), N1 = 0) = Q̄att

FKG(η,N) := max

{
0, log2

η

(1− η)(N + 1)

}
. (C.5)

Accordingly we can claim

Qatt
FKG(C2) := min

{
Q̄att

FKG(η,N), Qatt
FKG(η,N)

}
. (C.6)

It turns out that there are indeed values of η and N for which Qatt
FKG(C2) is an im-

provement with respect to Qatt
FKG(η,N) (and also with respect to PLOB). Unfortunately

however Q̄att
FKG(η,N) is always less performant than the one in RMG!! Observe also that

from above expression it follows that Qatt
FKG(C2) (and hence Q(Eη,N )) is identically null

for
η

(1− η)(N + 1)
= 1 ⇐⇒ N =

2η − 1

1− η
, (C.7)

(remember that on our analysis we can restrict ourselves to the case η > 1/2 – see footnote
1 in the previous pages). Exploiting then the fact that Q(Eη,N ) is not decreasing in η,
this can also be used to show

Q(Eη,N ) = 0 for N ≥ 2η−1
1−η . (C.8)

Remark: the bound Q̄att
FKG(η,N) is always less performant than the one in RMG!!!

Therefore we can exclude that Qatt
FKG(C2) does not buy nothing new to the analysis. In

particular we notice that the zero capacity condition imposed by RMG reads

Q(Eη,N ) = 0 for N ≥ 2η−1
2(1−η) , (C.9)
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which implies (C.8) that is therefore a weaker result.

Evaluation of Qamp
FKG(C2):– As in the previous case we can restrict the analysis to N1 ∈

[0, N ] and η′ ∈ [0, η] (the other regimes being incompatible with the constraint). From
(C.10) we get

κ = (g − 1)N2 =
(1− η)(N −N1)N2

N2 +N1 + 1

= (1− η)(N −N1)

(
1− N1 + 1

N2 +N1 + 1

)
, (C.10)

so that

Qamp
FKG(C2) = min

C2
Qamp

FKG

(
(1− η)(N −N1)N2

N2 +N1 + 1

)
. (C.11)

Notice that for fixed η, N , κ is always upper bounded by

κ ≤ κmax = (1− η)N , (C.12)

a value that we can always attain setting N1 = 0 and taking the limit N2 → ∞, g → 1

while forcing (g − 1)N2 = (1− η)N .
Again for the regime in which the capacity is potentially positive i.e. N ≤ 2η−1

2(1−η) , one
can show that (1−η)N < κ0. Therefore in this regime, Qamp

FKG reaches its minimum value
in κmax and we write

Qamp
FKG(C2) = Qamp

FKG((1− η)N) (C.13)

Remark: this appears to be a good bound but we shall see that Qamp
FKG(C1) is an

improvement of it.

C.2 Zero capacity region

First of all given R an arbitrary region in the parameter space we define its extension R̄
as the set

R̄ = {(η′, N ′) : ∃(η,N) ∈ R s.t. (η′, N ′) ∈ Rη,N} . (C.14)

Of course since (η,N) ∈ Rη,N it follows that R ⊆ R̄; in case R̄ = R we say that R is
stable.
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Now let R0 a set of the parameter space where we know for sure that the capacity Q is
zero:

Q(Eη,N ) = 0 ∀(η,N) ∈ R0 . (C.15)

Then by construction it follows that the capacity also nullifies on the extension of R0,
i.e.

Q(Eη,N ) = 0 ∀(η,N) ∈ R̄0 . (C.16)

From the above definition we can then conclude that if Rmax
0 is the largest zero-capacity

region of the problem, i.e. Q(Eη,N ) = 0, if and only if (η,N) ∈ Rmax
0 , then Rmax

0 has
to be stable (i.e. Rmax

0 = R̄max
0 ). In other words, a necessary condition for a set to

be the largest zero-capacity region is to be stable; it turns out that the zero-capacity
region identified by the RMG bound (i.e. the set R(amp)

0.5,0 ) fulfils such condition: it is
hence a good candidate for Rmax

0 . Unfortunately this is not the only one: as a matter of
fact another good candidate for Rmax

0 is the region one identifies if the q-capacity is not
superadditive and Gaussian optimize. Suppose in fact that Q(Eη,N ) is not super-additive
and it is optimized over Gaussian inputs. Then we can write

Q(Eη,N ) = Q
(gaus)
1 (Eη,N ) :=

max

{
0, log2(

η

1− η
)− h(2N + 1)

}
, (C.17)

with Q
(gaus)
1 (Eη,N ) the maximal single-use coherent information computed on Gaussian

inputs. Accordingly for η ≥ 0.5 the zero-capacity region will be hence associated with
points (η,N) such that

log2(
η

1− η
) ≤ h(2N + 1) , (C.18)

that is the region with

η ≤ 1

1 + e−h(2N+1) log 2
. (C.19)

If this is correct then this region must be stable, i.e. for all (η,N) fullfiling (C.19) we
must have

η′ ≤ 1

1 + e−h(2N ′+1) log 2
∀(η′, N ′) ∈ Rη,N , (C.20)

or equivalently we must have that the following equations holds true

η′ ≤ 1

1 + e−h(2N
(att)
η,N (η′)+1) log 2

∀(η′, N ′) ∈ Rη,N , (C.21)

η′ ≤ 1

1 + e−h(2N
(amp)
η,N (η′)+1) log 2

∀(η′, N ′) ∈ Rη,N . (C.22)

It turns out that these identities are indeed both satisfied.
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C.3 The stability of the lower bounds

Analogous considerations apply to lower bounds as well. Remember that the quantum
capacity is known for N = 0, i.e.

Q(Eη,0) = Q1(Eη,0) = max

{
0, log2(

η

1− η
)

}
, (C.23)

which for η ≥ 1/2 is a monotonically increasing function. Remember also that for (η,N)

generic we can write

Q(Eη,N ) ≥ Qatt
low(η,N) := max

{
0, log2(

η

1− η
)− h(2N + 1)

}
. (C.24)

Now for fixed η let us consider the point on the curve

Cη :=
{
(η′, N ′) : η′ ≥ η,N ′ = N

(amp)
η,N=0(η

′))
}
, (C.25)

with

N
(amp)
η,0 (η′) :=

η′ − η

1− η′
. (C.26)

Using the monotonicity property of corollary 8.5.1 we can claim that

Q(Eη,0) ≥ Q(Eη′,N ′) ≥ Qatt
low(η

′, N ′) , ∀(η′, N ′) ∈ Cη , (C.27)

where in the last inequality we employed (C.24). Unfortunately the above inequality
doesn’t buy you anything since it is always fulfilled.
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