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## 1 Introduction

Singularities aren't real, but they can be useful. Despite the fact that truly singular configurations cannot be measured, singularities play an important role in our mathematical descriptions of nature. Consequently, we can often infer a great deal about the behavior of a physical system by examining the singularities of our model.

An elementary example is provided by the $1 / r$ potential of a point charge, where the singularity at $r=0$ is an artifact of the point particle approximation. Nevertheless, given the locations of a set of charges, we can infer the electric field everywhere in space. More abstractly, we can trace the surprising utility of singularities back to their role in mathematics, where they are central in a variety of settings. For example, differential equations and their solutions can be classified by the nature of their singularities. Similarly, the properties of complex functions are largely controlled by their singularities. Given that our physical models often involve these mathematical concepts, it is not surprising that these features have counterparts in our description of nature.

In quantum field theory, the singularity structure of observables reflects fundamental physical properties like causality and unitarity. One of the key insights of the bootstrap approach to scattering amplitudes is that singularities serve as a useful input, instead of simply being the output of an explicit computation [1]. From this perspective, much of the structure of scattering amplitudes is actually controlled by their singularities. For example, at tree level, amplitudes have poles when intermediate particles go on-shell, and on these
poles they must factorize into a product of lower-point amplitudes with positive coefficients. Physically, these singularities reflect the fact that an intermediate particle becomes long-lived and propagates a long distance in spacetime. Factorization into independent subprocesses is then a consequence of locality and unitarity. Amplitudes can have multiple poles and an important challenge is connecting these poles to obtain the function for general kinematics. For theories involving massless particles, consistently extending the scattering amplitudes away from their singularities is extremely restrictive, in many cases uniquely fixing the S-matrix, and in other cases ruling out possible interactions [2-4].

In this paper, we apply a similar philosophy to cosmology, where the fundamental observables are spatial correlation functions. These correlations in the distribution of structure in the universe can be traced back in time to a spatial surface at the beginning of the hot Big Bang. However, to explain the observed correlations, we require that this moment was not the beginning of time, but rather the end of an earlier high-energy epoch, typically imagined to be a period of inflationary expansion [5-8]. It is then natural to ask how the time evolution of this pre-Big Bang phase manifests in the static correlations on the reheating surface. The usual approach to this question is to explicitly follow the time evolution of fields propagating and interacting in the inflationary spacetime, where the standard rules of quantum field theory ensure that the final observables are consistent with cherished principles like locality, causality, and unitarity. However, it is important to stress that we don't actually have direct observational access to the dynamics during the inflationary epoch, and so we are inspired to ask how this time evolution is encoded directly at the level of the observable quantities. This motivates an approach to cosmological correlators that makes no explicit reference to time evolution, taking principles like locality and unitarity as fundamental and deriving the form of the correlators from consistency requirements alone. This bootstrap philosophy has already revealed some hidden simplicity of cosmological correlators - for example, correlators describing the production and decay of massive particles have a unified underlying structure [9-11]-along with many other new insights [12-29]. ${ }^{1}$ Aside from being of structural interest, these new calculational techniques can also help to realize the promise of using the inflationary epoch as a "cosmological collider" [42-68].

There has been a lot of recent progress in understanding the singularity structure of cosmological correlators [11-14]. Essentially all correlators have a singularity when the energies of the external particles add up to zero. This "total energy singularity" arises from interactions in the early-time (or short-distance) limit, which behave as though they are in flat spacetime. Correspondingly, the coefficient of this singularity is the scattering amplitude for the same process [69, 70]. Importantly, these singularities cannot be accessed for physical configurations, but must instead be reached by analytically continuing some of the energies to negative values. The precise details of this analytic continuation (i.e. which energies are chosen to be negative) select which particles are in/outgoing in the corresponding scattering amplitude. Correlators arising from the bulk exchange of particles have additional "partial
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Figure 1. A one-dimensional slice through a four-point correlation function. Singularities in the unphysical region (where some of the energies have been analytically continued to negative values) determine the form of the correlator in the physical region.
energy singularities" when the energies flowing into any subgraph add up to zero. At these singularities, the correlator factorizes into a product of a lower-point correlator and a lower-point scattering amplitude [11-14]. To obtain the full correlator at general kinematics, we must find a way to connect its singular limits. Remarkably, although the singularities only arise for unphysical energy configurations, they still determine the correlators at physical energy values (see figure 1).

It is natural to think of the singular points of a correlator as boundary conditions and seek a differential equation that describes deformations of the kinematics away from these loci. The existence of such a differential equation is a consequence of local and causal time evolution in the bulk spacetime. Changing the kinematical shape of the boundary correlator corresponds to changing the relative time delay between the local bulk interactions involved in a particle exchange. In this sense, the boundary correlations retain a memory of the bulk dynamics. A particularly natural way to derive the differential equation governing the boundary correlators is to exploit the symmetries of the bulk spacetime, which constrain the evolution. In de Sitter space, these symmetries translate into conformal Ward identities satisfied by the boundary correlators. This approach was pursued in $[9-11]$ to derive fourpoint correlators corresponding to a variety of bulk processes. One of the main advantages of this method is that it is possible to treat correlators involving heavy particles analytically. In this case, the singularities are in fact branch points, with the branch cut extending to the boundary of the physical region [9]. It was shown that this branch cut in the unphysical region forces the appearance of a characteristic oscillatory feature in the physical region. These oscillations are a key signature of particle production in the time-dependent background, but here arise as a solution of the bootstrap constraints imposed on completely static boundary correlators $[9,51]$.

Many of the correlators of interest in cosmology - especially those involving gauge fields, gravitons, or inflatons - have a much simpler singularity structure than the generic case: all singular points are poles and the correlators are therefore rational functions of their
energy variables. This opens up new avenues to extend correlators away from their singular loci. It also suggests that it is possible to combine together simple building blocks into more complicated processes. In this paper, we explore several approaches to doing precisely this. We will still require additional information in order to extend correlators away from their singular configurations, but the simplified structure of the singularities means that we can reconstruct the full answer utilizing coarser information about the bulk dynamics.

- Cutting: an additional piece of information that can be used to extend correlators away from their singular limits comes from the unitarity of bulk time evolution. This imposes specific constraints on correlation functions, which were first introduced in the form of a "cosmological optical theorem" in [25] (see also [71, 72]) and have recently been extended to a systematic set of "cutting rules" in [73, 74]. These cuts encode slightly different information about the bulk Green's function from the differential equations described above, relating part of a correlator to lower-point objects, but importantly for general kinematics. (The details of the cutting rules will be given in section 3 and appendix B.) These relations provide important constraints on the analytic structure of correlators. For example, the residues of all partial energy singularities (including those of subleading poles in the case of de Sitter correlators) are fixed in this way [75]. In this work, we give further examples of the utility of the cosmological cutting rules and show how they can be used to bootstrap complex correlators efficiently, particularly when the final correlators are rational functions.
- Gluing: as we have argued, the structure of correlators at physical configurations is controlled in large part by their singularities at unphysical locations (see figure 1). In fact, in many cases, correlators are completely specified by these singularities, allowing us to "glue" together higher-point functions when we know the relevant lower-point data. This gluing can be formalized through recursion relations. In the case of scattering amplitudes, the celebrated BCFW recursion relations [76] are an inspiring example of this philosophy. While the precise analog of BCFW does not yet exist for correlators, interesting energy recursion relations were developed for a class of scalar theories in [12] and extended in [75]. Utilizing a similar approach, we will show that in many cases rational correlators both in flat space and in de Sitter space can be constructed recursively.
- Lifting: the combination of unitarity and recursion is especially powerful for correlators in flat space, where all energy singularities are just simple poles. In contrast, the singularities of de Sitter correlators are typically higher-order poles, and additional information is required to fix the subleading singularities. We will exploit the relative simplicity of the flat-space correlators by "transmuting" them into the corresponding de Sitter objects using certain derivative (and sometimes integral) operations. This makes manifest that the more complicated singularities in de Sitter space capture the same physical information as those in flat space. At three points, this transmutation procedure allows us to construct correlators involving massless particles of arbitrary spin in de Sitter space. At four points, the relevant transmutation operations have
a natural interpretation in terms of the cuts of correlators - we can derive the transmutation operations by demanding that they transform the cut of a flat-space correlator into the cut of the corresponding de Sitter correlator.

One of the advantages of these approaches to the problem is that they do not rely explicitly on de Sitter symmetry. ${ }^{2}$ This makes it easy to input a breaking of the de Sitter symmetries at the level of interactions by using Lorentz-violating amplitudes as the residues of the energy singularities, connecting to recent work classifying such amplitudes [77-79]. Extending away from these singular loci, we then end up with the correlator of a de Sitter boost-breaking theory $[75,80]$. The transmutation procedure is useful in systematizing this idea, allowing us to generate de Sitter boost-breaking correlators from simple flat-space seeds. As an example of this approach, we will show how to construct correlators in the EFT of inflation [81] (see appendix E).

The ideas of cutting, gluing, and lifting correlators are interlinked, and are most powerful when combined to efficiently bootstrap correlators. In particular, cutting rules provide information about the singularities - useful for recursion relations - as well as giving a way to systematically construct transmutation operators that lift the cuts of flat-space correlators to their de Sitter counterparts. As an example of the utility of these tools, in section 6 we synthesize these ideas to bootstrap the graviton Compton scattering correlator in de Sitter space. Conceptually, this approach to correlation functions is useful because it makes manifest how correlation functions are assembled in terms of simpler building blocks. This reorganization of the information is suggestive of further hidden structures, waiting to be discovered.

Outline: the outline of the paper is as follows: in section 2, we review the perturbative calculation of wavefunction coefficients and explain the origin and nature of their energy singularities. Expert readers may skip this section or just skim it to become familiar with our notation. In section 3, we derive unitarity cutting rules - both in flat space and de Sitter - and then apply them to bootstrap a number of illustrative correlators. In section 4, we describe energy recursion relations for rational correlators and apply them to several simple examples. In section 5 , we show how flat-space correlators can be transmuted to de Sitter space. In section 6, we combine the tools introduced in the previous sections to study a more complex example: the correlator associated with the Compton scattering of gravitons. We first bootstrap this correlator in flat space and then transmute the answer to de Sitter space. Our conclusions are presented in section 7.

The appendices contain additional technical details and reference material: in appendix A, we collect results on the polarization sums arising in the exchange of particles with spin. In appendix B, we provide details of the cutting rules for general graph topologies. In appendix C, we derive a relation between the residues of energy singularities and the coefficients of the corresponding Laurent expansions, relevant for energy recursion in de Sitter space. In appendix D, we use the methods introduced in this paper to derive the

[^1]four-point function of Yang-Mills theory. Finally, in appendix E, we show how our approach can be applied to the boost-breaking interactions in the EFT of inflation [81, 82].
While this paper was in preparation several interesting papers appeared [73-75], that explore related ideas from a complementary perspective.

Notation and conventions: we use natural units, $\hbar=c \equiv 1$. Our metric signature is $(-+++)$. We use Greek letters for spacetime indices, $\mu=0,1,2,3$, and Latin letters for spatial indices, $i=1,2,3$. Physical time is $t$ and conformal time is $\eta$. Spatial vectors are denoted by $\vec{x}$ and their components by $x^{i}$. The corresponding three-momenta are $\vec{k}$, with magnitudes $k=|\vec{k}|$ and unit vectors written as $\hat{k}=\vec{k} / k$. We use Latin letters from the beginning of the alphabet to label the momenta of the different legs of a correlation function, i.e. $\vec{k}_{a}$ is the momentum of the $a$-th leg. The sum of $k_{a}$ and $k_{b}$ is often written as $k_{a b} \equiv k_{a}+k_{b}$. Three-dimensional polarization vectors are denoted by $\vec{\xi}_{a}$. We (anti-)symmetrize indices with unit weight, e.g. $A_{(i j)} \equiv \frac{1}{2}\left(A_{i j}+A_{j i}\right)$.

We will mostly focus on tree-level four-point correlators defined on the spacelike boundary of four-dimensional spacetime. It is therefore useful to assign the following kinematic data:

where $s \equiv\left|\vec{k}_{1}+\vec{k}_{2}\right|$ is the magnitude of the exchanged momentum and $E_{L} \equiv k_{12}+s$, $E_{R} \equiv k_{34}+s$ are the energies flowing into the left and right vertices, respectively. The latter variables are natural for $s$-channel exchange, and we will sometimes also write them as $E_{L, R}^{(s)}$. Similar quantities can be defined in the $t$ and $u$-channels by permutation. For example, we have $t \equiv\left|\vec{k}_{1}+\vec{k}_{4}\right|$ and $u \equiv\left|\vec{k}_{1}+\vec{k}_{3}\right|$, along with $E_{L}^{(t)} \equiv k_{14}+t, E_{R}^{(t)} \equiv k_{23}+t$ and $E_{L}^{(u)} \equiv k_{13}+u, E_{R}^{(u)} \equiv k_{24}+u$.

We will use the following conventions for scattering amplitudes: all four-momenta $p_{a}^{\mu}$ are ingoing and polarization vectors are denoted by $\epsilon_{a}^{\mu}$. The Mandelstam variables are $S \equiv-\left(p_{1}+p_{2}\right)^{2}, T \equiv-\left(p_{1}+p_{4}\right)^{2}$ and $U \equiv-\left(p_{1}+p_{3}\right)^{2}$, which we capitalize to avoid confusion with the exchange momenta $s, t, u$ used in cosmological correlators. It will also sometimes be convenient to define the variables $\mathcal{S} \equiv-E_{L}^{(s)} E_{R}^{(s)}, \mathcal{T} \equiv-E_{L}^{(t)} E_{R}^{(t)}$, $\mathcal{U} \equiv-E_{L}^{(u)} E_{R}^{(u)}$, which reduce to $S, T, U$ on the locus of total energy conservation, $E=0$.

## 2 The wavefunction and its singularities

The object of our central interest is the cosmological wavefunctional, so we briefly introduce its elementary properties, with a particular emphasis on its singularity structure, which will play an important role in the following. More details can be found in [11, 25, 59, 83].

### 2.1 Cosmological wavefunction

Consider a bulk field $\phi$, whose spatial profile at a fixed time $t_{*}$ is $\varphi(\vec{x})=\phi\left(\vec{x}, t_{*}\right)$. The probability density for spatial field configurations is given by the square of a wavefunctional,
$\Psi\left[\varphi(\vec{x}), t_{*}\right] \equiv\langle\varphi(\vec{x}) \mid 0\rangle$, which is the projection of the vacuum state onto the basis of Heisenberg picture eigenstates of $\phi$. Equal-time correlation functions of the field are then defined as

$$
\begin{equation*}
\left\langle\varphi\left(\vec{x}_{1}\right) \cdots \varphi\left(\vec{x}_{n}\right)\right\rangle=\frac{\int \mathcal{D} \varphi \varphi\left(\vec{x}_{1}\right) \cdots \varphi\left(\vec{x}_{n}\right)|\Psi[\varphi]|^{2}}{\int \mathcal{D} \varphi|\Psi[\varphi]|^{2}} \tag{2.1}
\end{equation*}
$$

The wavefunctional and (equal-time) correlation functions therefore contain the same information, which can be made completely explicit in perturbation theory.

It is convenient to work in momentum space and expand the wavefunctional as

$$
\begin{equation*}
\Psi[\varphi] \simeq \exp \left(-\sum_{n=2}^{\infty} \frac{1}{n!} \int \frac{\mathrm{d}^{3} k_{1} \cdots \mathrm{~d}^{3} k_{n}}{(2 \pi)^{3 n}} \Psi_{n}\left(\vec{k}_{N}\right) \varphi_{\vec{k}_{1}} \cdots \varphi_{\vec{k}_{n}}\right) \tag{2.2}
\end{equation*}
$$

where the kernel functions $\Psi_{n}$ are called wavefunction coefficients ${ }^{3}$ and $\vec{k}_{N} \equiv\left\{\vec{k}_{1}, \ldots, \vec{k}_{n}\right\}$ denotes the set of all momenta. As a consequence of translation invariance, the wavefunction coefficients contain a momentum-conserving delta function. It is often useful to extract this delta function and write

$$
\begin{equation*}
\Psi_{n}\left(\vec{k}_{N}\right)=(2 \pi)^{3} \delta\left(\vec{k}_{1}+\cdots+\vec{k}_{n}\right) \psi_{n}\left(\vec{k}_{N}\right) \tag{2.3}
\end{equation*}
$$

where the coefficients $\psi_{n}$ are the objects that we will study in the remainder of the paper. They are the outputs of time evolution in the bulk spacetime and encode properties of the bulk physics - like locality and unitarity - in the spatial dependence of correlations.

Perturbation theory. The wavefunction at a given time (which we can set to $t_{*}=0$ without loss of generality) is formally computed by the following path integral

$$
\begin{gather*}
\Psi[\varphi]=\int_{\substack{\phi(0)=\varphi \\
\phi(-\infty)=0}} \mathcal{D} \phi e^{i S[\phi]},  \tag{2.4}\\
\end{gather*}
$$

which defines a sum over field configurations with the specified boundary conditions. The standard $i \varepsilon$ prescription, which selects the vacuum, is implicit in the early-time boundary condition, while the late-time Dirichlet boundary condition makes this expression a functional of the field profile $\varphi\left(\vec{x}, t_{*}=0\right)$. Our interest is in computing the wavefunction in perturbation theory, where the path integral can be approximated by its saddle point, $\Psi[\varphi] \approx \exp \left(i S\left[\varphi_{\mathrm{cl}}\right]\right)$, with $\varphi_{\mathrm{cl}}$ being the boundary profile of the classical solution to the equations of motion, $\phi_{\mathrm{cl}}$.

[^2]The relevant classical solution, and hence the wavefunction coefficients, can be constructed in a diagrammatic expansion in perturbation theory. In particular, the classical equation of motion admits the following formal solution

$$
\begin{equation*}
\phi_{\mathrm{cl}}(\vec{k}, t)=\mathcal{K}(k, t) \varphi_{\vec{k}}+\int \mathrm{d} t^{\prime} \mathcal{G}\left(k ; t, t^{\prime}\right) \frac{\delta S_{\mathrm{int}}}{\delta \phi_{\vec{k}}\left(t^{\prime}\right)} . \tag{2.5}
\end{equation*}
$$

Substituting this solution back into the action yields the wavefunction to whatever order in perturbation theory is desired. The perturbative computation of the wavefunction coefficients therefore requires the two distinct Green's functions appearing in (2.5). The bulk-to-boundary propagator, $\mathcal{K}(k, t)$, solves the (homogeneous) linearized equation of motion, oscillates with positive frequency in the far past, and approaches unity as $t \rightarrow 0$. The bulk-to-bulk propagator, $\mathcal{G}\left(k ; t, t^{\prime}\right)$, solves the inhomogeneous equation $\sqrt{-g}\left(\square-m^{2}\right) \mathcal{G}\left(k ; t, t^{\prime}\right)=$ $i \delta\left(t-t^{\prime}\right)$, subject to the boundary condition that it vanishes when either of its time arguments is taken to zero. The combined boundary conditions on the two Green's functions guarantee that the solution (2.5) will satisfy the correct Dirichlet boundary conditions.

With these preliminaries out of the way, we can now state the Feynman rules for the computation of the wavefunction coefficients, $\psi_{n}$ :

- Draw all diagrams with a fixed number of lines, $n$, ending on the boundary.
- Assign a vertex factor, $i V$, to each bulk interaction.
- Assign a bulk-to-bulk propagator, $\mathcal{G}$, to each internal line.
- Assign a bulk-to-boundary propagator, $\mathcal{K}$, to each external line.
- Integrate over the time insertions of all bulk vertices.
- For diagrams involving loops, integrate over the loop momenta.

The vertex factors, $i V$, can be derived from the action in the same way as for the Smatrix Feynman rules, with the caveat that we are using Fourier space only for the spatial variables. This leads to a time dependence for each vertex which must then be integrated over (along with possible time derivatives coming from derivative interactions that can act on the lines connected to the vertex). In fact, much of the complication of computing wavefunction coefficients comes from these time integrals, motivating the search for alternative calculational approaches.

In addition to the wavefunction $\Psi$, it will be convenient to introduce the conjugate wavefunction, $\bar{\Psi}$. The corresponding conjugate wavefunction coefficients, $\bar{\psi}_{n}$, are computed using the same Feynman rules as for the wavefunction coefficients, except that we assign the anti-bulk-to-bulk propagator to internal lines, $\overline{\mathcal{G}}=\mathcal{G}^{*}$, and replace each vertex factor with $-i V$, but use the same bulk-to-boundary propagators as for the ordinary wavefunction. An important feature of the conjugate wavefunction coefficients is that in a unitary theory, they are related to the complex conjugate of the ordinary wavefunction coefficients, but
with analytically continued external energies $[25,72]^{4}$

$$
\begin{equation*}
\bar{\psi}_{n}\left(k_{1}, \cdots, k_{n}\right)=\psi_{n}^{*}\left(-k_{1}, \cdots,-k_{n}\right) \quad \text { (unitarity). } \tag{2.6}
\end{equation*}
$$

This relation will play an important role in the cutting rules for the wavefunction coefficients in section 3.

The flat-space wavefunction. To get some intuition for both the construction and the properties of the wavefunction, it is useful to study explicit examples in a simplified setting. An illuminating example is provided by the theory of a single scalar field in flat spacetime with polynomial self-interactions

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x\left(-\frac{1}{2}(\partial \phi)^{2}+\sum_{n=3}^{\infty} \frac{g_{n}}{n!} \phi^{n}\right) . \tag{2.7}
\end{equation*}
$$

This theory is simple enough to allow a detailed study of the structure of bulk perturbation theory, but it captures much of the physics, so that the generalization to de Sitter space will be straightforward. Many features of this simplified model have been studied in [12-14, 24].

In this theory, the relevant bulk-to-boundary and bulk-to-bulk propagators are $[12]^{5}$

$$
\begin{align*}
\mathcal{K}(k, t) & =e^{i k t}  \tag{2.8}\\
\mathcal{G}\left(k ; t, t^{\prime}\right) & =\frac{1}{2 k}\left(e^{i k\left(t^{\prime}-t\right)} \theta\left(t-t^{\prime}\right)+e^{i k\left(t-t^{\prime}\right)} \theta\left(t^{\prime}-t\right)-e^{i k\left(t+t^{\prime}\right)}\right), \tag{2.9}
\end{align*}
$$

where $k=|\vec{k}|$ is the energy of a mode with momentum $\vec{k}$. Note that the bulk-to-bulk propagator (2.9) contains an additional non-time-ordered piece compared to the ordinary Feynman propagator. This term enforces that the Green's function vanishes when one of its time arguments is on the slice where the wavefunction lives (here $t=0$ ).

With these perturbative building blocks in hand, we now turn to computing some example wavefunction coefficients in a theory with only a $\phi^{3}$ interaction. ${ }^{6}$ The simplest wavefunction coefficient in this theory is the three-point function

[^3]\[

$$
\begin{equation*}
\psi_{3}\left(k_{1}, k_{2}, k_{3}\right)=\underbrace{}_{K \equiv k_{1}+k_{2}+k_{3}}=i g \int_{-\infty}^{0} \mathrm{~d} t e^{i K t}=\frac{g}{K}, \tag{2.10}
\end{equation*}
$$

\]

where we have set $g_{3} \equiv g$ and defined the total energy $K \equiv k_{1}+k_{2}+k_{3}$. The next-simplest wavefunction coefficient is the four-point function, which has a single internal line:

where $k_{12} \equiv k_{1}+k_{2}$ is the sum of energies flowing from the left vertex to the boundary (and similarly for $k_{34}$ ), while $s \equiv\left|\vec{k}_{1}+\vec{k}_{2}\right|$ is the energy of the exchanged particle. Evaluating the integrals explicitly, we obtain

$$
\begin{equation*}
\psi_{4}\left(k_{12}, k_{34}, s\right)=\frac{g^{2}}{E E_{L} E_{R}}, \tag{2.12}
\end{equation*}
$$

where we have defined $E_{L} \equiv k_{12}+s$ and $E_{R} \equiv k_{34}+s$ as the energies flowing into the left and right vertices, and $E \equiv k_{1}+k_{2}+k_{3}+k_{4}$ is the total energy involved in the process. It is straightforward (though somewhat tedious) to compute higher-order examples with more exchanges, some of which can be found in appendix B.

The explicit examples (2.10) and (2.12) have a few interesting features, which turn out to be general. First of all, both answers are singular when the total energy involved in the process adds up to zero: $K \rightarrow 0$ for (2.10) and $E \rightarrow 0$ for (2.12). The residue of (2.10) is $g$, which is exactly the three-point scattering amplitude $A_{3}$. More nontrivially, the residue of the total energy singularity in (2.12) is also a scattering amplitude:

$$
\begin{equation*}
\lim _{E \rightarrow 0} \psi_{4}\left(k_{12}, k_{34}\right)=-\frac{1}{E} \frac{g^{2}}{S}=\frac{A_{4}}{E}, \tag{2.13}
\end{equation*}
$$

where $S=k_{12}^{2}-s^{2}$ is the Mandelstam variable, so that $A_{4}$ is the corresponding flatspace scattering amplitude. This is not an accident, but a manifestation of a more general phenomenon [69, 70]. In addition to this total energy singularity, the exchange correlator (2.12) also has singularities when either $E_{L}$ or $E_{R}$ vanish. At this location, we have

$$
\begin{equation*}
\lim _{E_{L} \rightarrow 0} \psi_{4}\left(k_{12}, k_{34}\right)=\frac{g}{E_{L}} \frac{g}{\left(k_{34}+s\right)\left(k_{34}-s\right)}=\frac{A_{3} \times \widetilde{\psi}_{3}}{E_{L}}, \tag{2.14}
\end{equation*}
$$

and similarly for $E_{R} \rightarrow 0$. The residue of this partial energy singularity is the product of a three-point scattering amplitude $A_{3}=g$ and a shifted wavefunction

$$
\begin{equation*}
\widetilde{\psi}_{3}\left(k_{3}, k_{4}, s\right) \equiv \frac{1}{2 s}\left(\psi_{3}\left(k_{3}, k_{4},-s\right)-\psi_{3}\left(k_{3}, k_{4}, s\right)\right), \tag{2.15}
\end{equation*}
$$

which is also the first manifestation of a more general phenomenon [11-14].

In fact, these simple correlators are completely fixed by their singularities. In particular, the result (2.12) is the unique function that has the correct factorization singularities. ${ }^{7}$ This is a very basic example of the general theme that we will explore in the rest of the paper, namely, that correlators can often be fixed by extending them away from their singular points in the only consistent manner.

De Sitter perturbation theory. Perturbation theory in de Sitter space is essentially the same as in flat space, the only real difference being the form of the Green's functions and vertex factors. Recall that the de Sitter line element is

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{1}{H^{2} \eta^{2}}\left(-\mathrm{d} \eta^{2}+\mathrm{d} \vec{x}^{2}\right), \tag{2.16}
\end{equation*}
$$

where $\eta$ is conformal time. The bulk-to-boundary propagator for a scalar field of general mass, $m$, in de Sitter space therefore takes the form [83]

$$
\begin{equation*}
\mathcal{K}_{\nu}(k, \eta)=\left(\frac{\eta}{\eta_{*}}\right)^{3 / 2} \frac{H_{\nu}^{(2)}(-k \eta)}{H_{\nu}^{(2)}\left(-k \eta_{*}\right)}, \tag{2.1}
\end{equation*}
$$

where $H_{\nu}^{(2)}(-k \eta)$ is a Hankel function of the second kind, whose order is set by the mass through the relation $\nu \equiv \sqrt{9 / 4-m^{2} / H^{2}}$. Similarly, the bulk-to-bulk propagator for a massive scalar is

$$
\begin{align*}
\mathcal{G}_{\nu}\left(k ; \eta, \eta^{\prime}\right) \equiv \frac{\pi}{4}\left(\eta \eta^{\prime}\right)^{3 / 2}[ & H_{\nu}^{(2)}\left(-k \eta^{\prime}\right) H_{\nu}^{(1)}(-k \eta) \theta\left(\eta-\eta^{\prime}\right)+H_{\nu}^{(2)}(-k \eta) H_{\nu}^{(1)}\left(-k \eta^{\prime}\right) \theta\left(\eta^{\prime}-\eta\right) \\
& \left.-\frac{H_{\nu}^{(1)}\left(-k \eta_{*}\right)}{H_{\nu}^{(2)}\left(-k \eta_{*}\right)} H_{\nu}^{(2)}(-k \eta) H_{\nu}^{(2)}\left(-k \eta^{\prime}\right)\right] . \tag{2.18}
\end{align*}
$$

Using these expressions, along with the relevant Feynman rules for the vertices, we can compute the wavefunction in the same way as in the flat-space examples. Later, we will also require expressions for spinning fields in de Sitter space, but we will introduce these as the need arises.

### 2.2 Singularities of correlators

The singularities of cosmological correlators will play an important role in the following, so we quickly review the singularity structure of wavefunction coefficients. Further details can be found in [11-14]. In the simple flat-space examples described above, we saw that correlators have singularities when the energies flowing into any subgraph add up to zero. This is, in fact, a general feature of all correlators.

Nearly all correlators are singular when the energies of all the external particles add up to zero, and the residue of this "total energy singularity" is the flat-space scattering

[^4]amplitude associated with the process [69, 70]. ${ }^{8}$ In addition, correlators arising from the bulk exchange of particles have "partial energy singularities," when the energies flowing into a subgraph add up to zero. At this kinematic locus, the wavefunction factorizes into a product of a lower-point wavefunction and a lower-point scattering amplitude [11-14].

The origin of the total energy singularity is easy to understand from the perspective of the time integrals that arise in the computation of the wavefunction. In the limit $E \equiv k_{1}+\cdots+k_{n} \rightarrow 0$, the early-time $(\eta \rightarrow-\infty)$ part of the integration is unsuppressed and so leads to a divergence. ${ }^{9}$ Because the Feynman rules for the wavefunction are closely related to the corresponding S-matrix rules, the coefficient of this singularity is the flat-space scattering amplitude associated with the same process [69, 70]

$$
\begin{equation*}
\lim _{E \rightarrow 0} \psi_{n}=\frac{A_{n}}{E^{p}} \tag{2.19}
\end{equation*}
$$

where we are not being careful about the overall phase. Note that in cosmological spacetimes, the precise order of the singularity, $p$, depends on the details of the interactions in the theory, but the existence of some singularity is generic because the de Sitter mode functions in the early time limit asymptote to a power of $\eta$ times a plane wave. For example, the bulk-to-boundary propagator becomes

$$
\begin{equation*}
\mathcal{K}_{\Delta}(k, \eta) \underset{\eta \rightarrow-\infty}{\sim} e^{\frac{i \pi}{2}(\Delta+1)} \frac{\pi^{\frac{1}{2}}}{2^{\Delta-2}} \frac{\left(-k \eta_{*}\right)^{\Delta-3}}{\Gamma\left[\Delta-\frac{3}{2}\right]}\left(-i k \eta+\frac{(\Delta-1)(\Delta-2)}{2}+\cdots\right) e^{i k \eta}, \tag{2.20}
\end{equation*}
$$

which makes it clear that correlators will have a singularity at $E \rightarrow 0$. (Strictly speaking this formula only holds for real $\Delta$, but it can readily be generalized to principal series fields.)

The presence of the partial energy singularities can be understood in a similar way - they come from the region of integration where one of the bulk vertices is in the far past. In this limit, the bulk-to-bulk propagator (2.9) (in flat space) takes the following factorized form

$$
\begin{equation*}
\mathcal{G}\left(k ; t \rightarrow-\infty, t^{\prime}\right)=\frac{e^{i k t}}{2 k}\left(e^{-i k t^{\prime}}-e^{i k t^{\prime}}\right) \tag{2.21}
\end{equation*}
$$

We see that the factor associated to the $t$ vertex (the one taken to the far past) behaves like a bulk-to-boundary propagator, generating the scattering amplitude associated to this vertex. The other vertex produces a shifted wavefunction. The situation in de Sitter space is essentially the same because the bulk-to-bulk propagator factorizes similarly to (2.21) when one of the vertex times is taken to the infinite past. Note also that this causes the time integrations to factorize, because only a single time-ordering contributes.

[^5]As a concrete example, consider an exchange four-point function in the $s$-channel. When the energies entering the left vertex add up to zero, $E_{L}=k_{12}+s \rightarrow 0$, we get [11]

$$
\begin{equation*}
\lim _{E_{L} \rightarrow 0} \psi_{4}=\frac{\widetilde{A}_{3}^{(L)} \times \widetilde{\psi}_{3}^{(R)}}{E_{L}^{q}} \tag{2.22}
\end{equation*}
$$

where $q$ is the order of the singularity, and we have defined ${ }^{10}$

$$
\begin{align*}
& \widetilde{A}_{3}^{(L)}\left(k_{1}, k_{2}, s\right) \equiv k_{1}^{\Delta_{1}-2} k_{2}^{\Delta_{2}-2} s^{\Delta-2} A_{3}\left(k_{1}, k_{2}, s\right),  \tag{2.23}\\
& \widetilde{\psi}_{3}^{(R)}\left(k_{3}, k_{4}, s\right) \equiv \frac{(-1)^{\Delta}}{2 s^{2 \Delta-3}}\left(\psi_{3}\left(k_{3}, k_{4},-s\right)-\psi_{3}\left(k_{3}, k_{4}, s\right)\right) . \tag{2.24}
\end{align*}
$$

The scattering amplitude is dressed with some energy factors required by dimensional analysis and the shifted wavefunction reduces to (2.15) in flat space. In de Sitter space, the weight $\Delta$ is set by the masses of the corresponding bulk fields through the usual relation ${ }^{11}$

$$
\Delta= \begin{cases}\frac{3}{2}+\sqrt{\frac{9}{4}-\frac{m^{2}}{H^{2}}} & \text { (scalars) }  \tag{2.25}\\ \frac{3}{2}+\sqrt{\left(\ell-\frac{1}{2}\right)^{2}-\frac{m^{2}}{H^{2}}} & \text { (spinning fields) }\end{cases}
$$

where $\ell$ is the spin of the bulk field. Note that we can recover our flat-space formulas by setting $\Delta=2$ for all fields. Of course, there is an analogous $E_{R}$ singularity, whose residue is given in terms of $\widetilde{\psi}_{3}^{(L)}$ and $\widetilde{A}_{3}^{(R)}$. Though we have only shown formulas involving scalars, the obvious generalizations involving spinning fields also hold. See [11] for some examples.

The generalization to more complicated graphs is straightforward. Anytime the total energy flowing into a subgraph vanishes, a correlator has a singularity, whose coefficient is related to the amplitude corresponding to the subgraph whose energy is conserved, dressed by factors of the energies as in (2.23) in de Sitter space. We can understand this singularity as coming from the part of the time integrals where all vertex insertions comprising a subgraph are in the far past. Any vertices for which the incoming energies are not taken to zero will lead to shifted wavefunctions, where the internal line is shifted in the same way as in (2.24).

Although the total and partial energy singularities cannot be probed by physical processes (some of the energies have to be negative), they can be accessed by analytic continuation. Remarkably, the presence of these singularities nevertheless governs much of the structure of correlators, so that the central challenge is to understand how to extend the correlator away from these singular points. In this paper, we will study several different ways to accomplish this goal for correlators that are rational functions of the energies.

An important additional constraint will be that the correlators do not have any singularities for physical momentum configurations. In particular, we will see that demanding

[^6]the absence of spurious singularities in folded (or collinear) configurations (e.g. at $k_{12}=s$ ) is a powerful constraint on the structure of correlation functions in de Sitter space. Such folded singularities cannot arise for the Bunch-Davies vacuum [9] and their absence is a litmus test for the quantum origin of cosmic structure [85].

## 3 Cutting: constraints from unitarity

Unitarity - the conservation of probability - is a fundamental feature of quantum mechanics. It therefore plays an important role in defining consistent observables in any quantum-mechanical theory. Until recently, however, it wasn't known how the constraints of bulk unitary are encoded in cosmological boundary correlators. In [25, 72], it was pointed out that unitarity implies specific relations that cosmological correlators have to satisfy in perturbation theory, quite similar to the optical theorem in flat space. Moreover, these relations can be systematized into a set of cutting rules for cosmological correlators [71, 73, 74] that are spiritually similar to the Cutkosky rules for the S-matrix [86-89].

In this section, we will derive these cutting rules and explain how they can be used as a tool for bootstrapping correlators. We first describe the cutting rules in flat space, before generalizing to de Sitter space, which is conceptually very similar.

### 3.1 Cutting rules in flat space

Part of the difficulty involved in bulk perturbation theory is the presence of nested time integrals, which are challenging to compute. We therefore would like to ascertain some features without having to perform these integrals explicitly. We can do this by considering a suitable combination of the wavefunction coefficients $\psi$ and conjugate wavefunction coefficients $\bar{\psi}$, engineered so that the bulk-to-bulk propagator (2.9) and the anti-bulk-tobulk propagator

$$
\begin{equation*}
\overline{\mathcal{G}}\left(k ; t, t^{\prime}\right)=-\mathcal{G}\left(-k ; t, t^{\prime}\right), \tag{3.1}
\end{equation*}
$$

appear as the sum

$$
\begin{equation*}
\widetilde{\mathcal{G}}\left(k ; t, t^{\prime}\right) \equiv \mathcal{G}\left(k ; t, t^{\prime}\right)+\overline{\mathcal{G}}\left(k ; t, t^{\prime}\right)=-\frac{1}{2 k}\left(e^{-i k t}-e^{i k t}\right)\left(e^{-i k t^{\prime}}-e^{i k t^{\prime}}\right) \tag{3.2}
\end{equation*}
$$

We will refer to $\widetilde{\mathcal{G}}$ as the cut propagator. This combination trivializes the time-ordering involved in the bulk integrations and therefore simplifies the computation of particular sums of $\psi$ and $\bar{\psi}$. Notice that (3.2) can be written in terms of the bulk-to-boundary propagator as

$$
\begin{equation*}
\widetilde{\mathcal{G}}\left(k ; t, t^{\prime}\right)=-\frac{1}{2 k}(\mathcal{K}(-k, t)-\mathcal{K}(k, t))\left(\mathcal{K}\left(-k, t^{\prime}\right)-\mathcal{K}\left(k, t^{\prime}\right)\right) \tag{3.3}
\end{equation*}
$$

We will see that introducing this combination of propagators has the interpretation of cutting the internal line of a graph, as in the S -matrix cutting rules. The cutting rules essentially systematize finding combinations that simplify time integrals, and naturally produce identities involving both $\psi$ and $\bar{\psi}$. In a unitary theory, $\bar{\psi}$ can be related back to $\psi$ which produces identities satisfied by the wavefunction $\psi$ alone.

In this section, we describe the cutting rules for wavefunction coefficients in their simplest manifestation by considering the theory (2.7), which involves a single scalar field in flat spacetime with polynomial self-interactions. The vertex factors are just constants, $i g_{n}$, and we will typically set $g_{n} \equiv 1$ to avoid clutter.

### 3.1.1 A simple example

To illustrate the cutting rule in a simple example, we again consider the four-point function arising from tree-level exchange in $\phi^{3}$ theory. The wavefunction coefficient corresponding to the $s$-channel contribution was given in (2.11):

$$
\begin{equation*}
\psi_{4}\left(k_{12}, k_{34}\right)=-\int_{-\infty}^{0} \mathrm{~d} t \mathrm{~d} t^{\prime} e^{i k_{12} t} \mathcal{G}\left(s ; t, t^{\prime}\right) e^{i k_{34} t^{\prime}} \tag{3.4}
\end{equation*}
$$

Note that the bulk-to-bulk propagator in (2.9) leads to nested time integrals, which can be done explicitly in this simple example, but are harder to perform in more general situations. However, we can simplify the integrals involved by considering the sum of $\psi_{4}$ and its conjugate $\bar{\psi}_{4}$ :

$$
\begin{equation*}
\psi_{4}\left(k_{12}, k_{34}\right)+\bar{\psi}_{4}\left(k_{12}, k_{34}\right)=-\int_{-\infty}^{0} \mathrm{~d} t \mathrm{~d} t^{\prime} e^{i k_{12} t} \widetilde{\mathcal{G}}\left(s ; t, t^{\prime}\right) e^{i k_{34} t^{\prime}} \tag{3.5}
\end{equation*}
$$

where $\widetilde{\mathcal{G}}$ is the cut propagator (3.2). We can perform the two time integrals over $t$ and $t^{\prime}$ separately. Each integral leads to a shifted three-point function

$$
\begin{equation*}
\widetilde{\psi}_{3}\left(k_{12} \mp s\right) \equiv \frac{i}{2 s} \int_{-\infty}^{0} \mathrm{~d} t e^{i k_{12} t}\left(e^{-i s t}-e^{i s t}\right)=\frac{1}{2 s}\left(\psi_{3}\left(k_{12}-s\right)-\psi_{3}\left(k_{12}+s\right)\right) \tag{3.6}
\end{equation*}
$$

so that (3.5) becomes

$$
\begin{equation*}
\psi_{4}\left(k_{12}, k_{34}\right)+\bar{\psi}_{4}\left(k_{12}, k_{34}\right)=-2 s \widetilde{\psi}_{3}\left(k_{12} \mp s\right) \tilde{\bar{\psi}}_{3}\left(k_{34} \mp s\right) \tag{3.7}
\end{equation*}
$$

We can interpret the right-hand side as cutting the internal line connecting the two vertices, and then shifting the energies of these nodes by the energy of the cut line. At this point, the relation (3.7) is just an algebraic identity between $\psi_{4}$ and the auxiliary object $\bar{\psi}_{4}$. However, using (2.6) -which holds in a unitary theory - we can write the left-hand side in terms of $\psi_{4}$ alone $^{12}$

$$
\begin{equation*}
\psi_{4}\left(k_{12}, k_{34}\right)+\psi_{4}^{*}\left(-k_{12},-k_{34}\right)=-2 s \widetilde{\psi}_{3}\left(k_{12} \mp s\right) \tilde{\psi}_{3}\left(-k_{34} \mp s\right) \tag{3.8}
\end{equation*}
$$

For later convenience, we will use the following shorthand for the left-hand side of the cutting rule

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4}\right] \equiv \psi_{4}\left(k_{12}, k_{34}\right)+\psi_{4}^{*}\left(-k_{12},-k_{34}\right) \tag{3.9}
\end{equation*}
$$

[^7]although we must emphasize that this operation is not precisely the same as extracting the discontinuity of a complexified function. ${ }^{13}$ Note that $\widetilde{\psi}_{3}\left(k_{34} \mp s\right)=\widetilde{\psi}_{3}\left(-k_{34} \mp s\right)$, but it is convenient to write things as in (3.8) in order to give the final formula a diagrammatic interpretation. The formula (3.8) also provides an additional perspective on the partial energy singularities discussed in section 2. By taking partial energy limits of this formula we can reproduce the partial energy singularity formulas (2.22).

It is straightforward to check that the cutting rule (3.8) is satisfied by the wavefunction coefficients in this example. Given the three-point function (2.10) and the four-point function (2.12), it is a matter of simple algebra to compute the two sides of (3.8) and verify that the relation holds.

In order to extract a more general lesson from this simple example, it is useful to move the shifted wavefunctions in (3.8) to the left-hand side. The resulting formula can then be given a simple diagrammatic interpretation:


This corresponds to partitioning the graph into two sets of vertices, which we color black and white. The $\bullet$ vertices are treated in the usual way, while the energies of o vertices must be flipped. If a cut through the graph intersects an internal line, that line is replaced with two lines to the boundary each representing a sum of two terms, carrying $\mp$ the energy of the internal line. Note that we have also included two trivial "cuts" where the cut runs either to the left or right of the entire graph. These cuts correspond to the left-hand side of the formula (3.8). The diagrammatic version of the cutting rules is then the statement that the sum of all cuts, including the trivial cuts, vanishes.

In the remainder of the paper, we will only require expressions for the cuts of graphs involving single exchanges at tree level, as described by the cutting rule in (3.8). It is possible, however, to produce identities for arbitrary graphs following the same steps. We elaborate on these more general situations in section 3.3 and appendix B.

### 3.1.2 Including spin

So far, we have described the cutting rule in the simplest possible example involving only a single scalar field. However, many cases of practical interest involve fields with spin on both internal and external lines. Fortunately, the generalization to this situation is relatively straightforward. In cases with spinning external lines, everything proceeds as before, the only subtlety being that the lower-point shifted wavefunctions will now involve spinning external lines.

[^8]The generalization to the cutting of spinning internal lines is also simple, but requires a small amount of work. Essentially, the only new ingredient is the bulk-to-bulk propagator for fields with spin. In the following, we will specialize to the case of massless fields. This is partly for simplicity, but also because we expect that in the extension to de Sitter space, cutting will provide the most useful information for rational correlators, like those involving massless spinning particles in four dimensions.

For a massless spin- 1 particle, the bulk-to-bulk propagator is most naturally expressed as a frequency integral in axial gauge (where $A_{0}=0$ ) [91]

$$
\begin{equation*}
\mathcal{G}_{i j}\left(\vec{k} ; t, t^{\prime}\right)=-i \int_{0}^{\infty} \frac{\mathrm{d} \omega}{2 \pi}\left(\Pi_{1,1}^{\omega}\right)_{i j} \frac{\left(e^{-i \omega t}-e^{i \omega t}\right)\left(e^{-i \omega t^{\prime}}-e^{i \omega t^{\prime}}\right)}{\omega^{2}-k^{2}+i \epsilon} \tag{3.10}
\end{equation*}
$$

where the tensor $\left(\Pi_{1,1}^{\omega}\right)_{i j}$ is defined as

$$
\begin{equation*}
\left(\Pi_{1,1}^{\omega}\right)_{i j} \equiv \delta_{i j}-\frac{k_{i} k_{j}}{\omega^{2}} . \tag{3.11}
\end{equation*}
$$

On shell (i.e. when $\omega=k$ ), this tensor is transverse and traceless, but away from this point it is not, which accounts for the exchange of lower-helicity potential modes. In analogy to the scalar case, we can define the cut propagator as the sum of $\mathcal{G}_{i j}$ and its complex conjugate, which takes the form ${ }^{14}$

$$
\begin{equation*}
\widetilde{\mathcal{G}}_{i j}\left(\vec{k} ; t, t^{\prime}\right)=-\left(\Pi_{1,1}\right)_{i j} \frac{1}{2 k}\left(e^{-i k t}-e^{i k t}\right)\left(e^{-i k t^{\prime}}-e^{i k t^{\prime}}\right), \tag{3.13}
\end{equation*}
$$

where $\left(\Pi_{1,1}\right)_{i j}$ is the transverse-traceless projector

$$
\begin{equation*}
\left(\Pi_{1,1}\right)_{i j} \equiv \delta_{i j}-\frac{k_{i} k_{j}}{k^{2}} . \tag{3.14}
\end{equation*}
$$

Note that (3.13) is identical to (3.2), except for the additional tensor factor carrying the polarization information. Consequently, the cutting rules involving massless spin- 1 exchange will be essentially the same as those for scalar internal lines. We only have to contract the indices of the lower-point wavefunctons that the graph splits into with $\left(\Pi_{1,1}\right)_{i j}$. An interesting corollary to this is that only the highest-helicity propagating components of exchanges contribute to cuts, as we will see in some examples below.

The analysis for a massless spin- 2 particle proceeds similarly. Notice that in the spin- 1 cut propagator (3.13) we are effectively putting the exchanged line on-shell, so that only the helicity- 1 modes propagate. The same thing happens in the spin- 2 case: only the helicity- 2 part of the bulk-to-bulk propagator survives, so that we get (in axial gauge, where $h_{0 \mu}=0$ )

$$
\begin{equation*}
\widetilde{\mathcal{G}}_{j_{1} j_{2}}^{i_{1} i_{2}}\left(\vec{k} ; t, t^{\prime}\right)=-\left(\Pi_{2,2}\right)_{j_{1} j_{2}}^{i_{1} i_{2}} \frac{1}{2 k}\left(e^{-i k t}-e^{i k t}\right)\left(e^{-i k t^{\prime}}-e^{i k t^{\prime}}\right), \tag{3.15}
\end{equation*}
$$

[^9]which also lies at the heart of the S-matrix cutting formulae.
which again differs from the scalar cut propagator only by the transverse-traceless spin-2 projector
\[

$$
\begin{equation*}
\left(\Pi_{2,2}\right)_{j_{1} j_{2}}^{i_{1} i_{2}} \equiv \pi_{\left(j_{1}\right.}^{\left(i_{1}\right.} \pi_{\left.j_{2}\right)}^{\left.i_{2}\right)}-\frac{1}{2} \pi^{i_{1} i_{2}} \pi_{j_{1} j_{2}}, \quad \text { with } \quad \pi_{i j} \equiv \delta_{i j}-\frac{k_{i} k_{j}}{k^{2}} . \tag{3.16}
\end{equation*}
$$

\]

When we cut diagrams involving internal spin-2 fields, we therefore just have to sum over the exchanged helicity- 2 polarizations using the $\Pi_{2,2}$ projector. The generalization to higher-spin particles is straightforward, the only substantive difference is that higher-spin transverse-traceless projectors $\Pi_{\ell, \ell}$ appear multiplying the cut propagator. (See appendix C of [10] for explicit expressions for these projectors.)

Examples. The simplest example where cutting a spinning internal line is important is the four-point function of external scalars exchanging an internal particle with spin. In this case, the cutting rule has the following diagrammatic expression

where we note the appearance of shifted three-point functions involving two scalars and one spinning field in the cut diagram.

- Spin-1 exchange: we first consider the wavefunction coefficient arising from the exchange of a massless spin- 1 field, $\psi^{(J)}$. Since the interactions are Weyl invariant, this correlator is the same in flat space and in de Sitter. The cutting rule for the $s$-channel correlator is

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4}^{(J)}\right]=-2 s \widetilde{\psi}_{\varphi \varphi J}^{i}\left(\Pi_{1,1}\right)_{i j} \widetilde{\psi}_{J \varphi \varphi}^{j} \equiv-2 s \widetilde{\psi}_{\varphi \varphi J} \otimes \tilde{\psi}_{J \varphi \varphi}, \tag{3.17}
\end{equation*}
$$

where we have introduced the symbol $\otimes$ to denote the contraction with the polarization tensor. From a direct calculation, one finds [9, 10]

$$
\begin{equation*}
\psi_{4}^{(J)}=-\frac{\widetilde{\Pi}_{1,1}}{E E_{L} E_{R}}+\frac{\widetilde{\Pi}_{1,0}}{E}, \tag{3.18}
\end{equation*}
$$

where $\widetilde{\Pi}_{1,1}$ and $\widetilde{\Pi}_{1,0}$ arise from the sums over exchanged polarizations and are given by

$$
\begin{align*}
& \tilde{\Pi}_{1,1} \equiv \alpha^{i} \pi_{i j} \beta^{j}=k_{12} k_{34} \frac{\alpha \beta}{s^{2}}-t^{2}+u^{2},  \tag{3.19}\\
& \widetilde{\Pi}_{1,0} \equiv \frac{\alpha \beta}{s^{2}} \tag{3.20}
\end{align*}
$$

with

$$
\begin{array}{ll}
\vec{\alpha} \equiv \vec{k}_{1}-\vec{k}_{2}, & \vec{\beta} \equiv \vec{k}_{3}-\vec{k}_{4}, \\
\alpha \equiv k_{1}-k_{2}, & \beta \equiv k_{3}-k_{4} . \tag{3.21}
\end{array}
$$

(Note that $\alpha$ and $\beta$ are not the magnitudes of $\vec{\alpha}$ and $\vec{\beta}$.)

From the explicit expression (3.18), it is straightforward to compute the cut:

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4}^{(J)}\right]=\psi_{4}^{(J)}\left(k_{12}, k_{34}\right)+\psi_{4}^{(J)}\left(-k_{12},-k_{34}\right)=\frac{2 s \widetilde{\Pi}_{1,1}}{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)} . \tag{3.22}
\end{equation*}
$$

Notice that only the highest-helicity part of the exchange contributes to the cut, the helicity- 0 potential part of the interaction has dropped out due to its singularity structure. This is of course how it must be, because on the right-hand side of the cutting rule (3.17) we only sum over the highest-helicity polarizations.

To independently compute the right-hand side of (3.17), we need the three-point function involving two scalars and a massless spin- 1 field:

$$
\begin{equation*}
\psi_{\varphi \varphi J}\left(k_{1}, k_{2}, s\right)=\frac{i \vec{\alpha} \cdot \vec{\xi}}{k_{12}+s} . \tag{3.23}
\end{equation*}
$$

We then calculate the shifted wavefunction as in (3.6), shifting the spin-1 line, and contract it with the same object permuted as $\{1,2\} \mapsto\{3,4\}$ using the projector (3.14). From the definition (3.19), we find

$$
\begin{equation*}
-2 s \widetilde{\psi}_{\varphi \varphi J} \otimes \widetilde{\psi}_{J \varphi \varphi}=\frac{2 s \widetilde{\Pi}_{1,1}}{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)} \tag{3.24}
\end{equation*}
$$

which is identical to (3.22), as expected.

- Spin-2 exchange: the case of spin-2 exchange is very similar. The relevant cut is now

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4}^{(T)}\right]=-2 s \tilde{\psi}_{\varphi \varphi T} \otimes \tilde{\psi}_{T \varphi \varphi}, \tag{3.25}
\end{equation*}
$$

where the three-point function of one graviton and two scalars is given by

$$
\begin{equation*}
\psi_{\varphi \varphi T}\left(k_{1}, k_{2}, s\right)=\frac{(\vec{\alpha} \cdot \vec{\xi})^{2}}{2\left(k_{12}+s\right)} . \tag{3.26}
\end{equation*}
$$

Computing the shifted wavefunction and contracting with the spin-2 transversetraceless projector (3.16), we obtain

$$
\begin{equation*}
-2 s \tilde{\psi}_{\varphi \varphi T} \otimes \tilde{\psi}_{T \varphi \varphi}=-\frac{s \widetilde{\Pi}_{2,2}}{3\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)}, \tag{3.27}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\widetilde{\Pi}_{2,2} \equiv \frac{3}{2} \alpha^{i} \alpha^{j}\left(\Pi_{2,2}\right)_{i j}^{k l} \beta_{k} \beta_{l} . \tag{3.28}
\end{equation*}
$$

We would like to check this expression for the cut against the full answer. The correlator in flat space can be obtained in various ways, where the explicit expression
is ${ }^{15}$

$$
\begin{align*}
\psi_{4}^{(T)}= & \frac{1}{6 E E_{L} E_{R}} \widetilde{\Pi}_{2,2}-\frac{1}{6 E} \widetilde{\Pi}_{2,1}+\frac{1}{6 E} \widetilde{\Pi}_{2,0} \\
& -\frac{k_{12} k_{34}+s^{2}}{6 E}-\frac{1}{4}\left(\frac{k_{12} \beta^{2}}{s^{2}}+\frac{k_{34} \alpha^{2}}{s^{2}}\right)+\frac{1}{4} E . \tag{3.29}
\end{align*}
$$

In addition to (3.28), we have defined the polarization sums $\widetilde{\Pi}_{2,1}$ and $\widetilde{\Pi}_{2,0}$ by (the motivations for these definitions can be found in appendix A)

$$
\begin{align*}
& \widetilde{\Pi}_{2,1} \equiv-\frac{s^{2}}{k_{12} k_{34}} \frac{3}{2 s^{2}} \alpha_{i} \alpha_{j}\left(\Pi_{2,1}\right)_{l m}^{i j} \beta^{l} \beta^{m}=3 \alpha \beta \frac{\alpha^{i} \pi_{i j} \beta^{j}}{s^{2}}  \tag{3.30}\\
& \widetilde{\Pi}_{2,0} \equiv \frac{E_{L} E_{R}-s E}{4}\left(1-3 \frac{\alpha^{2}}{s^{2}}\right)\left(1-3 \frac{\beta^{2}}{s^{2}}\right) \tag{3.31}
\end{align*}
$$

Given the expression (3.29), it is straightforward to check that it has the expected cut

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4}^{(T)}\right]=\psi_{4}^{(T)}\left(k_{12}, k_{34}\right)+\psi_{4}^{(T)}\left(-k_{12},-k_{34}\right)=-\frac{s \widetilde{\Pi}_{2,2}}{3\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)} \tag{3.32}
\end{equation*}
$$

which indeed agrees with (3.27). Note that, like in the spin-1 example, only the highest-helicity part of the exchange (proportional to $\widetilde{\Pi}_{2,2}$ ) contributes to the cut of the diagram, as expected from the form of the cut propagator (3.15).

### 3.2 Generalization to de Sitter space

Our discussion of cutting correlators in flat space has only relied on very general properties of the Green's functions used to compute the wavefunction, so the essential features generalize almost immediately to other spacetimes. Our particular interest will be in de Sitter backgrounds because the relevant propagators take a simplified form, but the extension to even more general situations is straightforward.

Recall that the line element of de Sitter space in the flat slicing is given by (2.16). The bulk dynamics of fields in de Sitter space give rise to correlations between fluctuations on the late-time $(\eta=0)$ surface. In the conventional inflationary picture, this is the reheating surface where these perturbations serve as the initial conditions for the subsequent evolution of the universe. The goal is to understand the structure of these fluctuations without tracking their detailed time evolution through the de Sitter spacetime. Cuts of correlators give us some partial information about this time evolution. An interesting feature of the cutting rules in de Sitter space is that they apply equally well in cases where

[^10]the symmetries of the background spacetime are broken by the interaction vertices. These symmetry-breaking interactions are phenomenologically relevant in inflationary models with large non-Gaussianities.

Only two generalizations of the previous discussion are needed to import our results to de Sitter space. First, the bulk-to-bulk propagators are slightly different, so we have to re-derive the cut propagators. Second, the bulk-to-boundary propagators are no longer just exponentials, so we have to be careful about the precise analytic continuation that relates $\bar{\psi}$ to $\psi$.

Scalar propagators. We begin by collecting the necessary ingredients for cutting scalar lines in de Sitter. The bulk-to-boundary propagator for a general massive scalar is (2.17). In flat space, the conjugate wavefunction coefficients $\bar{\psi}$ are related to the complex conjugate of the ordinary wavefunction coefficients, but with the external energies analytically continued to negative values. To apply a similar analytic continuation in de Sitter space, we note that the complex conjugate of the bulk-to-boundary propagator satisfies [25]

$$
\begin{equation*}
\mathcal{K}_{\nu}^{*}(k, \eta)=\mathcal{K}_{\nu}\left(e^{-i \pi} k, \eta\right) . \tag{3.33}
\end{equation*}
$$

This relation instructs us to analytically continue by rotating the energies clockwise in the complex plane to negative arguments. In flat space, the details of this analytic continuation did not matter because none of the answers had branch cuts, but some correlators in de Sitter space do, so we should navigate the branch cuts according to this prescription. In the following, we will typically leave this implicit, but negative energies should be understood in this sense.

The bulk-to-bulk propagator for a massive scalar is given by (2.18). Using this expression, it is easy to show that the cut propagator $\widetilde{\mathcal{G}}_{\nu} \equiv \mathcal{G}_{\nu}+\mathcal{G}_{\nu}^{*}$ can be written in terms of the bulk-to-boundary propagator as ${ }^{16}$

$$
\begin{equation*}
\widetilde{\mathcal{G}}_{\nu}\left(k ; \eta, \eta^{\prime}\right)=-P_{\nu}(k)\left(\mathcal{K}_{\nu}(-k, \eta)-\mathcal{K}_{\nu}(k, \eta)\right)\left(\mathcal{K}_{\nu}\left(-k, \eta^{\prime}\right)-\mathcal{K}_{\nu}\left(k, \eta^{\prime}\right)\right), \tag{3.34}
\end{equation*}
$$

where we have introduced the power spectrum of the exchanged field

$$
\begin{equation*}
P_{\nu}(k) \equiv \frac{\pi}{4} \eta_{*}^{3} H_{\nu}^{(1)}\left(-k \eta_{*}\right) H_{\nu}^{(2)}\left(-k \eta_{*}\right) . \tag{3.35}
\end{equation*}
$$

The cut propagator (3.34) is structurally the same as the formula (3.3) for the flat-space cut propagator. In particular, it also factorizes. As a result, the cutting formulas in de Sitter are essentially identical - we just have to replace all flat-space objects with their de Sitter counterparts, to obtain

$$
\begin{equation*}
\psi_{4}\left(k_{12}, k_{34}\right)+\psi_{4}^{*}\left(-k_{12},-k_{34}\right)=-P_{\nu}(s) \widetilde{\psi}_{3}\left(k_{12} \mp s\right) \widetilde{\psi}_{3}\left(-k_{34} \mp s\right), \tag{3.36}
\end{equation*}
$$

where the shifted wavefunctions are defined as in (2.24) and the analytic continuation to negative arguments is clockwise in the complex plane as in (3.33).

[^11]Spinning propagators. It is also straightforward to update our discussion of spinning internal lines to cover the de Sitter case. First, notice that the bulk-to-boundary propagators of the (transverse parts of) spinning fields are just given by transverse-traceless projectors times (2.17) at special values of $\nu$, so we can do the same analytic continuation of the external energies as for the scalar case.

A massless spin- 1 field has a quadratic action that is Weyl invariant (in $D=4$ ), so its propagators in de Sitter are identical to those in flat space. This implies that we can use the cut propagator (3.13) also in de Sitter space.

The massless spin- 2 propagator does require a new calculation. We can write the bulk-to-bulk propagator in axial gauge as [91]

$$
\begin{equation*}
\mathcal{G}_{j_{1} j_{2}}^{i_{1} i_{2}}\left(\vec{k} ; \eta, \eta^{\prime}\right)=-i \int_{0}^{\infty} \frac{\mathrm{d} \omega^{2}}{2}\left(\Pi_{2,2}^{\omega}{ }_{2}^{i_{j_{1} j_{2}}} \frac{\left(\eta \eta^{\prime}\right)^{3 / 2} J_{3 / 2}(\omega \eta) J_{3 / 2}\left(\omega \eta^{\prime}\right)}{\omega^{2}-k^{2}+i \epsilon},\right. \tag{3.37}
\end{equation*}
$$

where now Bessel functions instead of plane waves appear in the numerator and $\left(\Pi_{2,2}^{\omega}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}$ is the tensor (3.16) with $k^{2} \mapsto \omega^{2}$. By adding this propagator with its complex conjugate, we can extract the cut propagator as before

$$
\begin{equation*}
\widetilde{\mathcal{G}}_{j_{1} j_{2}}^{i_{1} i_{2}}\left(\vec{k} ; \eta, \eta^{\prime}\right)=-\frac{\left(\Pi_{2,2}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}}{2 k^{3}}\left(\mathcal{K}_{3 / 2}(-k, \eta)-\mathcal{K}_{3 / 2}(k, \eta)\right)\left(\mathcal{K}_{3 / 2}\left(-k, \eta^{\prime}\right)-\mathcal{K}_{3 / 2}\left(k, \eta^{\prime}\right)\right) . \tag{3.38}
\end{equation*}
$$

Note that the result could be written in terms of the massless scalar bulk-toboundary propagator,

$$
\begin{equation*}
\mathcal{K}_{3 / 2}(k, \eta)=(1-i k \eta) e^{i k \eta}, \tag{3.39}
\end{equation*}
$$

because the mode function of the massless graviton is the same as that of a massless scalar field. The generalization to higher spin is straightforward: the cut propagator is the transverse-traceless projector for spin $\ell$ multiplied by the scalar cut propagator (3.34), with $\nu=\ell-1 / 2$.

We have now assembled all the ingredients necessary to compute cuts of correlators in de Sitter space. All of the flat-space combinatorics go through unchanged because they only relied on the relation between the bulk-to-bulk, anti-bulk-to-bulk and cut propagators: $\mathcal{G}+\overline{\mathcal{G}}=\widetilde{\mathcal{G}}$.

Examples. Our ultimate goal is to use the cuts of correlators as additional constraints to aid in bootstrapping them from the boundary, but it is useful to first verify that a couple examples in de Sitter space have the expected cuts.

- Conformally coupled scalar: perhaps the simplest example is the four-point function arising from a $\phi^{3}$ interaction involving conformally coupled scalars. In this case, the cut of the four-point wavefunction is given by

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{\varphi^{4}}\right]=-2 s \widetilde{\psi}_{\varphi^{3}}\left(k_{12} \mp s\right) \widetilde{\psi}_{\varphi^{3}}\left(-k_{34} \mp s\right) . \tag{3.40}
\end{equation*}
$$

We can verify this formula using the explicit expressions for the three and four-point functions computed in de Sitter ${ }^{17}$

$$
\begin{align*}
& \psi_{\varphi^{4}}=\frac{1}{2 s}\left[\operatorname{Li}_{2}\left(\frac{k_{12}-s}{E}\right)+\operatorname{Li}_{2}\left(\frac{k_{34}-s}{E}\right)+\log \left(\frac{k_{12}+s}{E}\right) \log \left(\frac{k_{34}+s}{E}\right)-\frac{\pi^{2}}{6}\right],  \tag{3.41}\\
& \psi_{\varphi^{3}}=i \log (K / \mu)-\frac{\pi}{2} . \tag{3.42}
\end{align*}
$$

Notice that there is already some nontrivial structure to the $\psi_{\varphi^{3}}$ wavefunction coefficient in de Sitter space. Aside from the non-local part being purely imaginary (as can be verified by a direct calculation [51]), there is a precise (real) local term required in order for the answer to have a vanishing cut:

$$
\begin{equation*}
\psi_{\varphi^{3}}(K)+\left[\psi_{\varphi^{3}}\left(e^{-i \pi} K\right)\right]^{*}=i \log (K / \mu)-i \log \left(e^{i \pi} K / \mu\right)-\pi=0 \tag{3.43}
\end{equation*}
$$

A similar example involving the three-point function of massless scalars was discussed in [25].
In order to verify the cutting rule in (3.40), we compute its left-hand side using Euler's identity for the dilog

$$
\begin{equation*}
\operatorname{Li}_{2}(z)=-\operatorname{Li}_{2}(1-z)-\log (1-z) \log (z)+\frac{\pi^{2}}{6} \tag{3.44}
\end{equation*}
$$

which, after some algebra, leads to

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{\varphi^{4}}\right]=\psi_{\varphi^{4}}\left(k_{12}, k_{34}\right)+\psi_{\varphi^{4}}^{*}\left(-k_{12},-k_{34}\right)=\frac{1}{2 s} \log \left(\frac{k_{12}-s}{k_{12}+s}\right) \log \left(\frac{k_{34}-s}{k_{34}+s}\right) . \tag{3.45}
\end{equation*}
$$

This is exactly minus the product of shifted three-point functions, accounting for the fact that we have to flip the energies in one of them.

There is a parallel path to checking the cut of the conformally coupled four-point function, which will be conceptually useful later on. The idea is to express the de Sitter answer by operating on the flat-space correlator (2.12) in some way - in this case the relevant operation is integration with respect to energies [51]

$$
\begin{equation*}
\psi_{\varphi^{4}}=-\int_{k_{12}}^{\infty} \mathrm{d} \tilde{k}_{12} \int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \frac{1}{\left(\tilde{k}_{12}+\tilde{k}_{34}\right)\left(\tilde{k}_{12}+s\right)\left(\tilde{k}_{34}+s\right)} . \tag{3.46}
\end{equation*}
$$

It is most convenient to compute the cut in this case using the formula (3.1) which implies that the cut is given by subtracting (3.46) with the sign of $s$ flipped. This leads to

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{\varphi^{4}}\right]=2 s \int_{k_{12}}^{\infty} \mathrm{d} \tilde{k}_{12} \frac{1}{\left(\tilde{k}_{12}^{2}-s^{2}\right)} \int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \frac{1}{\left(\tilde{k}_{34}^{2}-s^{2}\right)}, \tag{3.47}
\end{equation*}
$$

which integrates to (3.45), as expected. Notice that in this case the de Sitter space cut follows straightforwardly from the cut of the integrand, which is just the flat-space wavefunction. We explore this theme more fully in section 5 .

[^12]- Massless spin-2 exchange: as a simple example involving a cut of an internal line with spin, we consider the four-point correlator arising from the exchange of a massless spin-2 field between conformally coupled scalar fields. In this case, the relevant three-point data is the wavefunction coefficient for the interaction between two scalars and a massless spin-2

$$
\begin{equation*}
\psi_{\varphi^{2} T}=\frac{k_{12}+2 s}{2\left(k_{12}+s\right)^{2}}(\vec{\alpha} \cdot \vec{\xi})^{2} \tag{3.48}
\end{equation*}
$$

so that the wavefunction with a shifted graviton leg is

$$
\begin{equation*}
\widetilde{\psi}_{\varphi^{2} T}=-\frac{1}{\left(k_{12}^{2}-s^{2}\right)^{2}}(\vec{\alpha} \cdot \vec{\xi})^{2} \tag{3.49}
\end{equation*}
$$

This allows us to construct the cut

$$
\begin{align*}
\operatorname{Disc}\left[\psi_{4}^{(T)}\right]=\psi_{4}^{(T)}\left(k_{12}, k_{34}\right)+\psi_{4}^{(T)}\left(-k_{12},-k_{34}\right) & =-2 s^{3} \widetilde{\psi}_{\varphi^{2} T} \otimes \widetilde{\psi}_{T \varphi^{2}} \\
& =-2 s^{3} \frac{2 \widetilde{\Pi}_{2,2}}{3\left(k_{12}^{2}-s^{2}\right)^{2}\left(k_{34}^{2}-s^{2}\right)^{2}} \tag{3.50}
\end{align*}
$$

On the other hand, the full answer is $[9,10]$

$$
\begin{equation*}
\psi_{4}^{(T)}=-\frac{s E+E_{L} E_{R}}{3 E^{3} E_{L}^{2} E_{R}^{2}} \widetilde{\Pi}_{2,2}+\frac{1}{3 E^{3}} \widetilde{\Pi}_{2,1}-\frac{1}{3 E^{3}} \widetilde{\Pi}_{2,0} \tag{3.51}
\end{equation*}
$$

Note that the result of an explicit bulk calculation contains additional contact solution pieces, as in the second line of (3.29), which are de Sitter invariant by themselves. This freedom to add invariant contact solutions reflects an inherent ambiguity in exchange correlators. However, the helicity-2 part of (3.51), involving partial energy singularities, is an unambiguous signature of a massless spin- 2 exchange. The only ambiguity is in its extension to a fully de Sitter-invariant correlator, which is reflecting the freedom to add contact interactions in the bulk. Taking the cut of (3.51), it is straightforward to see that we reproduce (3.50).

### 3.3 Summary: cutting rules

In the remainder of the text, we will only require the simplest cutting formulas that have already been introduced, involving only a single internal line. However, it is possible to generalize the cutting rules to arbitrary graphs. Here, we just state the procedure without justification, and refer the interested reader to appendix B for the details.

We have seen that the various cuts separate the graph into two pieces, where on one side we compute the ordinary wavefunction, and on the other side we compute the conjugate wavefunction (or the complex conjugated wavefunction at negative energies), both shifted by the internal energy of the cut line. This generalizes readily to a general graph. The procedure is the following:

- Pick a direction to move through the graph. This is essentially a (partial) ordering of the vertices of the graph.
- Consider cuts that separate the graph into two parts, consistent with the partial order.
- On one side of the cut, compute the wavefunction associated to the relevant graph, but use the cut propagator for the cut line.
- On the other side of the cut, compute the wavefunction at negative energy, again using the cut propagator for internal lines and then take its complex conjugate. Alternatively, compute the conjugate wavefunction.

The sum over all cuts of this type vanishes, leading to the following schematic identity

$$
\begin{equation*}
\psi_{n}(X)+\psi_{n}^{*}(-X)=-\sum_{\text {cuts }} \psi_{n} \tag{3.52}
\end{equation*}
$$

where we have separated out on the left-hand side the "cuts" that pass either all the way to the left or to the right of the graph, and $X$ stands for all the external energies of the wavefunction.

## 4 Gluing: singularities and recursion

The structure of cosmological correlation functions is in large part controlled by their singularities. In fact, in many cases the behavior near singularities is sufficient information to completely reconstruct the full correlator at tree level. In this section, we will describe how to construct higher-point rational wavefunction coefficients recursively by "gluing" together lower-point building blocks. If all of a wavefunction's singularities are poles, the energy variables of the correlator can be deformed into the complex plane and the physical correlator can be expressed as a sum over the residues of its singularities [12]. This is philosophically similar to the BCFW construction of scattering amplitudes [76]. To write such a recursive formula, we need to know both the locations and residues of singularities of cosmological correlators. Fortunately, as we reviewed in section 2.2, this information is well-understood at tree level: correlators have singularities when the energies of subgraphs add up to zero, and their residues involve scattering amplitudes and shifted correlators.

### 4.1 A recursion relation

The general strategy is to promote the correlator of interest to a complex function of its kinematic arguments, which can then be fixed by its singularities using the power of complex analysis. At the kinematic level, an $n$-point wavefunction coefficient is a function of $n$ spatial momenta, $\vec{k}_{a}$, which are subject to the constraint of (spatial) momentum conservation. The lengths of these momenta (the "energies") are importantly not required to add up to zero, in contrast to the situation for scattering amplitudes. Despite the fact that the wavefunction is fundamentally a function of momenta, the singularities of the wavefunction always appear at certain loci in energy space. Hence, it is most convenient to deform the energies into the complex plane. The simplest family of such deformations is to extend the internal and external energy variables by a single complex parameter, $z$, as [12]

$$
\begin{align*}
k_{a} & \mapsto k_{a}+c_{a} z, \\
\left|\vec{k}_{a}+\vec{k}_{b}\right| & \mapsto\left|\vec{k}_{a}+\vec{k}_{b}\right|+d_{a b} z, \tag{4.1}
\end{align*}
$$



Figure 2. Schematic of the contour deformation used to derive (4.3). The solid contour centered around $z=0$, whose residue is the original wavefunction coefficient, $\psi(0)$, can be deformed into the dashed contour to write the wavefunction as a sum over the residues of the other poles of $\psi(z)$, located at $z_{j}$.
where $c_{a}$ and $d_{a b}$ are arbitrary numerical coefficients parameterizing the fact that we can do a different deformation for each energy variable. Since the correlators do not conserve energy, there is no constraint on the deformation, in stark contrast to the situation for amplitudes, where it is important for the complex deformation to be consistent with momentum conservation. Despite the simplicity of thinking of the correlator as a function of its energy arguments and deforming them into the complex plane, this type of energy deformation is quite subtle. Fundamentally, the energies are not independent kinematic variables, but are the norms of spatial momenta. However, a generic deformation (4.1) cannot be induced by such a deformation of the momenta. Instead, these complex deformations should be thought of as a formal device to extract the singularity structure of the wavefunction coefficients. ${ }^{18}$

Deformations of the form (4.1) promote the wavefunction coefficient to a complex function $\psi(z)$. Our interest is in the physical wavefunction coefficient, which is $\psi(z=0)$. Using Cauchy's integral formula, we can write this as

$$
\begin{equation*}
\psi(0)=\frac{1}{2 \pi i} \oint_{\mathcal{C}} \mathrm{d} z \frac{\psi(z)}{z} \tag{4.2}
\end{equation*}
$$

where the integration is along a small circle $\mathcal{C}$ centered around $z=0$ (see figure 2). If all the singularities of $\psi(z)$ are poles, then we can deform the integration contour and write the integral as a sum of residues

$$
\begin{equation*}
\psi(0)=-\sum_{j} \operatorname{Res}_{z=z_{j}}\left(\frac{\psi(z)}{z}\right)+B_{\infty}, \tag{4.3}
\end{equation*}
$$

where $z_{j}$ are the poles of the function $\psi(z)$ - which are related to the total energy and partial energy singularities of the wavefunction - and $B_{\infty}$ is a possible boundary contribution from $z \rightarrow \infty$. In cases where the pole at infinity is absent, we can reconstruct correlators completely from knowledge of their residues. Typically, the vanishing of the pole

[^13]at infinity follows from $\psi(z)$ going to zero as $z \rightarrow \infty$. Theories for which this happens are the analogues of BCFW-constructible theories.

In flat space, all of the singularities are simple poles, so that we can apply the formula (4.3) directly. In cosmological spacetimes, the situation is slightly more complicated. For our purposes, the primary subtlety is that correlators in de Sitter space often have a series of higher-order poles, so that we need to know the Laurent expansion of a correlator in the vicinity of its singularities in order to apply the formula (4.3). As described in appendix C , the residue at a pole of order $n$ is related to the Laurent expansion of $\psi$ through

$$
\begin{equation*}
\underset{z=z_{j}}{\operatorname{Res}}\left(\frac{\psi(z)}{z}\right)=-\sum_{l=1}^{n} \frac{R^{(l)}\left(K_{a}\right)}{\left(-z_{j}\right)^{l}}, \tag{4.4}
\end{equation*}
$$

where $K_{a} \equiv\left\{k_{a},\left|\vec{k}_{a}+\vec{k}_{b}\right|\right\}$ collectively denotes the energy variables that the correlator depends on and the functions $R^{(l)}$ are the coefficients of the singular terms appearing in the Laurent expansion of $\psi(z)$ around the pole, i.e.

$$
\begin{equation*}
\lim _{z \rightarrow z_{j}} \psi(z)=\sum_{l=1}^{n} \frac{R^{(l)}\left(K_{a}\right)}{\left(z-z_{j}\right)^{l}}+\text { finite terms } . \tag{4.5}
\end{equation*}
$$

This implies that we need to know all singular terms of the Laurent series of $\psi(z)$ around the singularities. As we will see, the subleading partial energy coefficients in de Sitter space can be inferred from the cutting rule [75].

### 4.2 Energy deformations in flat space

The recursive procedure is simplest to illustrate through examples. We begin by considering some examples in flat space, which are simpler to construct via recursion than de Sitter correlators because they only have simple poles. Moreover, as we will see in section 5, in many cases it is possible to lift a correlation function computed in flat space to its de Sitter version by acting with a set of transmutation operations. Therefore, we can often first construct a correlator in flat space - taking advantage of the simpler singularity structure - and then transform it to get the correlator of interest in cosmology.

Four-point $\phi^{3}$ correlator. As our first example, we consider the four-point correlator in $\phi^{3}$ theory in flat space - the $s$-channel part of the correlator was given by (2.12). Famously, the corresponding scattering amplitude is not BCFW-constructible, so it might seem somewhat surprising that the correlator can be constructed via recursion. The important difference is that we are using information about the total energy singularity of the correlator, for which the scattering amplitude is an input. In effect, this is fixing the (absence of a) contact interaction in the theory, and so the corresponding correlator can be generated recursively.

In this case, it is sufficient to deform only one of the external energies. For example, we can take

$$
\begin{equation*}
k_{1} \mapsto k_{1}+z \tag{4.6}
\end{equation*}
$$

Since the correlator does not conserve energy, we do not have to compensate this shift by deforming any of the other variables. The singularities of the deformed tree-level
wavefunction, $\psi_{4}(z)$ can be inferred from the possible singularities of the undeformed wavefunction: it can have a singularity when the total energy adds up to zero or when a partial energy involving $k_{1}$ adds up to zero. The deformed wavefunction $\psi_{4}(z)$ therefore has (simple) poles at the locations

$$
\begin{align*}
z_{E} & \equiv-\left(k_{1}+k_{2}+k_{3}+k_{4}\right)=-E, \\
z_{L}^{(s)} & \equiv-\left(k_{12}+s\right)=-E_{L}^{(s)}, \\
z_{L}^{(t)} & \equiv-\left(k_{14}+t\right)=-E_{L}^{(t)},  \tag{4.7}\\
z_{L}^{(u)} & \equiv-\left(k_{13}+u\right)=-E_{L}^{(u)} .
\end{align*}
$$

Since we have shifted $k_{1}$, the complex shift only sees the left partial energy singularities of the correlator (along with the total energy singularity). However, this is enough information to reconstruct the correlator because the residues of the right partial energy singularities are not independent from these [14]. We further know that the residues are ${ }^{19}$

$$
\begin{align*}
& \underset{z=z_{E}}{\operatorname{Res}} \psi_{4}(z)=A_{4}=-\frac{1}{k_{34}^{2}-s^{2}}-\frac{1}{k_{23}^{2}-t^{2}}-\frac{1}{k_{24}^{2}-u^{2}},  \tag{4.8}\\
& \operatorname{Res}_{z=z_{L}^{(s)}}^{\operatorname{Res}} \psi_{4}(z)=A_{3} \times \widetilde{\psi}_{3}=\frac{1}{k_{34}^{2}-s^{2}},  \tag{4.9}\\
& \underset{z=z_{L}^{(t)}}{\operatorname{Res}} \psi_{4}(z)=A_{3} \times \widetilde{\psi}_{3}=\frac{1}{k_{23}^{2}-t^{2}},  \tag{4.10}\\
& \underset{z=z_{L}^{(u)}}{\operatorname{ReS}} \psi_{4}(z)=A_{3} \times \widetilde{\psi}_{3}=\frac{1}{k_{24}^{2}-u^{2}}, \tag{4.11}
\end{align*}
$$

where $A_{4}=A_{4}\left(z_{E}\right), A_{3}=A_{3}\left(z_{L}\right)$ and $\widetilde{\psi}_{3}=\widetilde{\psi}_{3}\left(z_{L}\right)$. Note that in the final equality, the residues do not depend on $k_{1}$, because this is the energy variable that we deformed (see appendix C). Summing up the residues according to (4.3), we get

$$
\begin{align*}
\psi_{4}(0)= & -\frac{1}{E}\left(\frac{1}{k_{34}^{2}-s^{2}}+\frac{1}{k_{23}^{2}-t^{2}}+\frac{1}{k_{24}^{2}-u^{2}}\right) \\
& +\frac{1}{E_{L}^{(s)}} \frac{1}{k_{34}^{2}-s^{2}}+\frac{1}{E_{L}^{(t)}} \frac{1}{k_{23}^{2}-t^{2}}+\frac{1}{E_{L}^{(u)}} \frac{1}{k_{24}^{2}-u^{2}} . \tag{4.12}
\end{align*}
$$

Interestingly, each residue separately has an unphysical folded singularity (e.g. at $k_{34}=s$ ), but these all cancel in the sum of terms to give

$$
\begin{equation*}
\psi_{4}=\frac{1}{E E_{L}^{(s)} E_{R}^{(s)}}+\frac{1}{E E_{L}^{(t)} E_{R}^{(t)}}+\frac{1}{E E_{L}^{(u)} E_{R}^{(u)}} \tag{4.13}
\end{equation*}
$$

which is exactly the right answer; cf. (2.12). It is easy check that this correlator has the correct cuts, which as expected are reproduced solely by the partial energy singularities, with the contribution from the total energy singularity dropping out. ${ }^{20}$

[^14]

Figure 3. Illustration of the different contributions to the Abelian Compton correlator. Consistency requires the exchange of particles in both the $s$ and $t$-channels, along with a particular contact contribution. In the recursive construction of the correlator, these contributions are linked together by the total energy singularity.

Abelian Compton scattering. A second instructive example is provided by the correlator arising from (Abelian) Compton scattering, where a photon scatters off a scalar particle (see figure 3). Since some of the external particles now carry spin, there must be exchanges in more than one channel in order for the final correlator to be consistent.

We consider the same deformation as in the previous example

$$
\begin{equation*}
k_{1} \mapsto k_{1}+z \tag{4.14}
\end{equation*}
$$

To catalog the singularities of the deformed correlator, $\psi_{J \varphi J \varphi}(z)$, we note that the corresponding scattering amplitude only has exchanges in the $s$ and $t$-channels. This implies that the only poles of the deformed correlator are at

$$
\begin{align*}
z_{E} & =-E \\
z_{L}^{(s)} & =-E_{L}^{(s)}  \tag{4.15}\\
z_{L}^{(t)} & =-E_{L}^{(t)}
\end{align*}
$$

and that the residues associated to these singularities are

$$
\begin{align*}
& \operatorname{Res}_{z=z_{E}}^{\operatorname{Res}} \psi_{J \varphi J \varphi}(z)=A_{J \varphi J \varphi}=-4\left(\frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)}{k_{34}^{2}-s^{2}}+\frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)}{k_{23}^{2}-t^{2}}-\frac{\vec{\xi}_{1} \cdot \vec{\xi}_{3}}{2}\right),  \tag{4.16}\\
& \operatorname{Res}_{z=z_{L}^{s)}}^{\operatorname{Res}} \psi_{J \varphi J \varphi}(z)=A_{J \varphi^{2}} \times \widetilde{\psi}_{J \varphi^{2}}=2\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right) \frac{2\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)}{k_{34}^{2}-s^{2}}  \tag{4.17}\\
& \underset{z=z_{L}^{(t)}}{\operatorname{Res}} \psi_{J \varphi J \varphi}(z)=A_{J \varphi^{2}} \times \tilde{\psi}_{J \varphi^{2}}=2\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right) \frac{2\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)}{k_{23}^{2}-t^{2}} . \tag{4.18}
\end{align*}
$$

Using (4.3) to sum up these residues, we get

$$
\begin{align*}
\psi_{J \varphi J \varphi}= & -\frac{4}{E}\left(\frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)}{k_{34}^{2}-s^{2}}+\frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)}{k_{23}^{2}-t^{2}}-\frac{\vec{\xi}_{1} \cdot \vec{\xi}_{3}}{2}\right)  \tag{4.19}\\
& +\frac{1}{E_{L}^{(s)}} \frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)}{k_{34}^{2}-s^{2}}+\frac{1}{E_{L}^{(t)}} \frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)}{k_{23}^{2}-t^{2}}
\end{align*}
$$

Despite all terms having unphysical folded singularities at $k_{34}=s$ and $k_{23}=t$, they cancel in the sum to generate ${ }^{21}$

$$
\begin{equation*}
\psi_{J \varphi J \varphi}=\frac{4}{E}\left(\frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)}{E_{L}^{(s)} E_{R}^{(s)}}+\frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)}{E_{L}^{(t)} E_{R}^{(t)}}+\frac{\vec{\xi}_{1} \cdot \vec{\xi}_{3}}{2}\right), \tag{4.20}
\end{equation*}
$$

which is indeed the correct answer [11]. The residue of the total energy singularity again drops out of the cuts, which are entirely reproduced by the partial energy singularities.

The various exchange channels of (4.20) are linked together in an interesting way by the singularity structure. The residue of the total energy singularity - i.e. the scattering amplitude (4.16) -has folded singularities in both the $s$ and $t$ variables, which requires the correlator to have partial energy singularities at both $E_{L}^{(s)}$ and $E_{L}^{(t)}$, with residues that cancel off these unwanted singularities. From this perspective, the rigid structure of the scattering amplitude connects the channels of the correlator. This introduces a contact contribution to the correlator, which is also required by current conservation on the boundary [11]. Despite these nice features, the final answer (4.20) is still written in a form resembling a sum over channels. Its rich structure, however, suggests that there should be another presentation of the answer that makes its combined structure more manifest, and it would be extremely interesting to find such a representation of the correlator.

Although we have focused on a simple correlator involving spinning particles in flat space, it is straightforward to generalize the procedure to more complicated examples like non-Abelian Compton scattering or pure Yang-Mills theory (see appendix D for the details). Due to the Weyl invariance of the interactions in these theories, the corresponding correlators are the same in de Sitter space. Furthermore, amplitudes in these theories are known to extremely high multiplicity, so we expect that the recursive approach will be particularly powerful in these cases.

### 4.3 Generalization to de Sitter space

For applications to cosmology, we would like to extend the previous discussion to more general backgrounds, in particular to de Sitter space. An immediate complication is that the analytic structure of correlation functions in de Sitter can be markedly different from their flat-space counterparts. However, in some special circumstances de Sitter correlators are still rational functions of various combinations of energies, just with higher-order singularities, making it possible to extend the previous discussion to include these cases.

The key insight that makes this possible is that the cut of the de Sitter four-point function relates the partial energy singularities - including its subleading divergences to three-point functions [75]. This determines the Laurent expansion around the partial energy singularities exactly. In order to completely fix the correlator, we need one additional constraint, which is that the residues of subleading total energy singularities are not independent from the residues of the subleading partial energy singularities [15]. Rather, they must combine in order to remove folded singularities, similar to the flat-space case.

[^15]More concretely, the ( $s$-channel) cut of a four-point exchange correlator in de Sitter can be written as

$$
\begin{equation*}
\psi_{4}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)+\psi_{4}^{*}\left(-k_{1},-k_{2},-k_{3},-k_{4}\right)=-\frac{1}{P_{\sigma}(s)} \tilde{\psi}_{3}\left(k_{1}, k_{2}, s\right) \otimes \tilde{\psi}_{3}\left(s,-k_{3},-k_{4}\right) . \tag{4.21}
\end{equation*}
$$

Crucially, the correlator $\psi_{4}^{*}\left(-k_{1},-k_{2},-k_{3},-k_{4}\right)$ is regular as $E_{L}$ or $E_{R}$ go to zero, which follows from the assumption that the original correlator does not have any folded singularities (e.g. when $k_{12}-s \rightarrow 0$ ). This implies that if we expand the right-hand side of (4.21) near $E_{L, R}=0$, then all of the divergences must be attributable to $\psi_{4}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)$, which is precisely the object that we are interested in. In other words, in the limit $E_{L} \rightarrow 0$ the cutting rule implies that the Laurent series of $\psi_{4}$ can be written as [75]

$$
\begin{equation*}
\lim _{E_{L} \rightarrow 0} \psi_{4}\left(E_{L}\right)=-\lim _{E_{L} \rightarrow 0} \frac{1}{P_{\sigma}} \tilde{\psi}_{3} \otimes \tilde{\psi}_{3}=\frac{R_{L}^{(m)}}{E_{L}^{m}}+\frac{R_{L}^{(m-1)}}{E_{L}^{m-1}}+\cdots+\frac{R_{L}^{(1)}}{E_{L}}+\cdots \tag{4.22}
\end{equation*}
$$

where $m$ is the order of the total energy singularity of the three-point function $\psi_{3}\left(k_{1}, k_{2}, s\right)$ and the coefficients of the expansion are

$$
\begin{equation*}
R_{L}^{(l)}=\lim _{E_{L} \rightarrow 0} \frac{1}{(m-l)!} \frac{\mathrm{d}^{m-l}}{\mathrm{~d}\left(E_{L}\right)^{m-l}}\left(-E_{L}^{m} \frac{1}{P_{\sigma}} \widetilde{\psi}_{3} \otimes \tilde{\psi}_{3}\right) . \tag{4.23}
\end{equation*}
$$

A similar Laurent expansion holds around $E_{R}=0$.
A generic complex deformation of a correlator will also have a singularity when $z=-E$. The residue of the leading $E \rightarrow 0$ divergence is just the corresponding flat-space scattering amplitude, but the coefficients of the subleading terms are more subtle and are not obviously fixed by readily available information. ${ }^{22}$ Fortunately, it is possible to deal with this complication by requiring that the subleading total energy singularities have the right coefficients to cancel off the would-be folded singularities in the Laurent coefficients in (4.22). This information turns out to be enough to completely fix the answer in many cases, so that we can apply (4.4) to reconstruct the correlator. ${ }^{23}$

It is simplest to illustrate the procedure through examples, so we now consider a few cases that demonstrate the general features.

Massless spin-2 exchange. As a first example, we consider the ( $s$-channel) correlator arising from the exchange of a massless spin- 2 field between conformally coupled scalars.

[^16]Because of the permutation symmetries of the correlator, it is convenient to do a slightly different complex deformation than before, namely

$$
\begin{equation*}
k_{12} \mapsto k_{12}+z, \tag{4.24}
\end{equation*}
$$

which accesses the singularities of the correlator at $E_{L}=0$ and $E=0$. As we have just explained, the Laurent expansion about $E_{L}=0$ is fixed by the cut of the correlator

$$
\begin{equation*}
\psi_{4}^{(T)}\left(k_{12}, k_{34}\right)+\psi_{4}^{(T)}\left(-k_{12},-k_{34}\right)=-2 s^{3} \widetilde{\psi}_{\varphi \varphi T} \otimes \tilde{\psi}_{T \varphi \varphi}, \tag{4.25}
\end{equation*}
$$

where the right-hand side can be computed using the shifted wavefunction [11]

$$
\begin{equation*}
\widetilde{\psi}_{\varphi \varphi T}=\frac{\left[\left(\vec{k}_{1}-\vec{k}_{2}\right) \cdot \vec{\xi}_{s}\right]^{2}}{\left(k_{12}^{2}-s^{2}\right)^{2}}, \tag{4.26}
\end{equation*}
$$

as well as an analogous expression with $\vec{k}_{1,2}$ replaced by $\vec{k}_{3,4}$. Contracting these three-point functions with the projector $\left(\Pi_{2,2}\right)_{k l}^{i j}$ gives an explicit expression for the cut of the four-point function. According to (4.4), the expansion of this expression around $E_{L} \rightarrow 0$ is the residue of the deformed correlator

$$
\begin{equation*}
-\operatorname{Res}_{z=z_{L}}\left(\frac{\psi_{4}^{(T)}(z)}{z}\right)=\left(-\frac{1}{E_{L}^{2}} \frac{4 s}{E_{R}^{2}\left(k_{34}-s\right)^{2}}-\frac{1}{E_{L}} \frac{4}{E_{R}^{2}\left(k_{34}-s\right)^{2}}\right) \frac{\widetilde{\Pi}_{2,2}}{12}, \tag{4.27}
\end{equation*}
$$

where we have again utilized the polarization sum $\widetilde{\Pi}_{2,2}$ (see appendix A). Note that the residue in (4.27) has singularities at $E_{R}=0$ and $k_{34}=s$. We know that the final answer must have $E_{R}$ singularities, but the residues of (4.27) are not quite right. Further, we know that the folded singularities at $k_{34}=s$ must be absent in the final answer. Both of these problems are fixed by adding the residue at $E=0$, exactly as in the flat-space case.

The coefficient of the leading total energy singularity is fixed by the corresponding scattering amplitude,

$$
\begin{equation*}
\lim _{E \rightarrow 0} \psi_{4}^{(T)}=\frac{1}{E^{3}} \frac{1}{3 S} S^{2} P_{2}\left(1+\frac{2 U}{S}\right) \tag{4.28}
\end{equation*}
$$

where $P_{2}$ is a Legendre polynomial and $S, U$ are the flat-space Mandelstam variables. While this tells us the leading residue of the total energy pole evaluated on the kinematic locus $E=0$, we also need to know the subleading total energy coefficients, which we will fix below. The most convenient way to write the residue is

$$
\begin{equation*}
-\operatorname{Res}_{z=z_{E}}\left(\frac{\psi_{4}^{(T)}(z)}{z}\right)=\frac{1}{E^{3}} \frac{1}{3}\left(\frac{\widetilde{\Pi}_{2,2}}{k_{34}^{2}-s^{2}}+\widetilde{\Pi}_{2,1}-\widetilde{\Pi}_{2,0}\right)+\frac{R_{E}^{(2)}}{E^{2}}+\frac{R_{E}^{(1)}}{E}, \tag{4.29}
\end{equation*}
$$

where $R_{E}^{(2)}$ and $R_{E}^{(1)}$ parameterize the subleading total energy poles that are not fixed by the limit (4.28). Note that any other way of writing the leading singularity in (4.29) can only differ by terms that can be absorbed into $R_{E}^{(2)}$ and $R_{E}^{(1)}$, which we will see are fixed by other considerations. An important constraint that (4.29) satisfies is that it has vanishing cut, so that the contribution from the total energy singularity drops out of the cut of the
reconstructed answer. In the following, it will be convenient to combine the subleading total energy Laurent coefficients as $\mathcal{R}_{E} \equiv R_{E}^{(2)}+E R_{E}^{(1)}$.

Adding up (4.27) and (4.29), we obtain

$$
\begin{align*}
\psi_{4}^{(T)}= & \left(-\frac{1}{E_{L}^{2}} \frac{4 s}{\left(k_{34}^{2}-s^{2}\right)^{2}}-\frac{1}{E_{L}} \frac{4}{\left(k_{34}^{2}-s^{2}\right)^{2}}\right) \frac{\widetilde{\Pi}_{2,2}}{12}  \tag{4.30}\\
& +\frac{1}{E^{3}} \frac{1}{3}\left(\frac{\widetilde{\Pi}_{2,2}}{k_{34}^{2}-s^{2}}+\widetilde{\Pi}_{2,1}-\widetilde{\Pi}_{2,0}\right)+\frac{\mathcal{R}_{E}}{E^{2}} .
\end{align*}
$$

The subleading total energy pole coefficients, $\mathcal{R}_{E}$, are then fixed by demanding that (4.30) does not have any folded singularities, and that it has the correct residues on its $E_{R}$ singularities. Expanding (4.30) in the folded limit, $k_{34} \rightarrow s$, and imposing the constraint that the would-be folded singularities cancel, we obtain the following Laurent series for the function $\mathcal{R}_{E}$ :

$$
\begin{equation*}
\lim _{k_{34} \rightarrow s} \mathcal{R}_{E}=\left(\frac{1}{\left(k_{34}-s\right)^{2}} \frac{k_{12}+2 s}{s^{2}}-\frac{1}{k_{34}-s} \frac{k_{12}}{s^{3}}\right) \frac{\widetilde{\Pi}_{2,2}}{12}+\cdots . \tag{4.31}
\end{equation*}
$$

Similarly, by expanding the cut (4.25) as $E_{R} \rightarrow 0$, and comparing the result to (4.30), we get the Laurent series for $\mathcal{R}_{E}$ in this limit

$$
\begin{equation*}
\lim _{E_{R} \rightarrow 0} \mathcal{R}_{E}=\left(\frac{1}{E_{R}^{2}} \frac{k_{12}-2 s}{s^{2}}+\frac{1}{E_{R}} \frac{k_{12}}{s^{3}}\right) \frac{\widetilde{\Pi}_{2,2}}{12}+\cdots . \tag{4.32}
\end{equation*}
$$

From these two Laurent expansions, we can then reconstruct $\mathcal{R}_{E}$ as

$$
\begin{align*}
\frac{\mathcal{R}_{E}}{E^{2}} & =\frac{1}{E^{2}}\left[\frac{1}{\left(k_{34}-s\right)^{2}} \frac{k_{12}+2 s}{s^{2}}-\frac{1}{k_{34}-s} \frac{k_{12}}{s^{3}}+\frac{1}{E_{R}^{2}} \frac{k_{12}-2 s}{s^{2}}+\frac{1}{E_{R}} \frac{k_{12}}{s^{3}}\right] \frac{\widetilde{\Pi}_{2,2}}{12} \\
& =\left(\frac{k_{34}}{E^{2}}+\frac{1}{E}\right) \frac{1}{\left(k_{34}^{2}-s^{2}\right)^{2}} \frac{\widetilde{\Pi}_{2,2}}{3} . \tag{4.33}
\end{align*}
$$

Notice that this correction term is proportional to $\widetilde{\Pi}_{2,2}$, implying that only the highesthelicity part of the correlator needs to be corrected. This is physically sensible because it is only in this part that folded singularities appear in (4.30). Importantly, the expression (4.33) does not have any $E_{L}$ singularities, so it does not ruin the partial energy singularities that were fixed earlier in (4.30). Substituting (4.33) into (4.30), we find

$$
\begin{equation*}
\psi_{4}^{(T)}=-\frac{s E+E_{L} E_{R}}{3 E^{3} E_{L}^{2} E_{R}^{2}} \widetilde{\Pi}_{2,2}+\frac{1}{3 E^{3}} \widetilde{\Pi}_{2,1}-\frac{1}{3 E^{3}} \widetilde{\Pi}_{2,0}, \tag{4.34}
\end{equation*}
$$

which agrees with the result computed by other means in $[9,11]$.
Massless $\dot{\phi}^{3}$ exchange. Another interesting example is the four-point function of a massless scalar with a $\dot{\phi}^{3}$ interaction, which breaks the boost symmetries of the de Sitter background. Concretely, we want to reconstruct the four-point function arising in a model of the form

$$
\begin{equation*}
S=\int \mathrm{d} t \mathrm{~d}^{3} x a^{3}(t)\left(\frac{1}{2} \dot{\phi}^{2}-\frac{1}{a^{2}}(\vec{\nabla} \phi)^{2}+\frac{g_{3}}{3!} \dot{\phi}^{3}\right) . \tag{4.35}
\end{equation*}
$$

Note that this action is written in terms of cosmic (as opposed to conformal) time. De Sitter boost-breaking interactions of the form $\dot{\phi}^{n}$ are particularly simple because the corresponding bulk-to-boundary propagator is the same as in a theory of conformally coupled scalars, and the bulk-to-bulk propagator is simply related to the one in flat space. As a consequence, the final correlation functions are rational functions, and so are amenable to reconstruction via recursion.

For concreteness, we will focus on the correlator arising from $s$-channel exchange. The cut of the four-point function can then be written as

$$
\begin{equation*}
\psi_{4}\left(k_{12}, k_{34}\right)+\psi_{4}\left(-k_{12},-k_{34}\right)=-2 s^{3} \tilde{\psi}_{\dot{\phi}^{3}} \times \tilde{\psi}_{\dot{\phi}^{3}}, \tag{4.36}
\end{equation*}
$$

where the shifted three-point functions can be computed from the three-point wavefunction coefficient

$$
\begin{equation*}
\psi_{\dot{\phi}^{3}}\left(k_{1}, k_{2}, s\right)=-\frac{2\left(k_{1} k_{2} s\right)^{2}}{\left(k_{12}+s\right)^{3}}, \tag{4.37}
\end{equation*}
$$

where we have set $g_{3}=1$. This will allow us to compute the partial energy singularities of $\psi_{4}$. We again perform a complex deformation of the correlator

$$
\begin{equation*}
k_{12} \mapsto k_{12}+z, \tag{4.38}
\end{equation*}
$$

which will access the $E_{L}$ and $E$ singularities. Expanding the right-hand side of (4.36) around $E_{L}=0$ yields the Laurent series, and hence the residue at $z=z_{L}$ :

$$
\begin{equation*}
-\operatorname{Res}_{z=z_{L}}\left(\frac{\psi_{4}(z)}{z}\right)=\frac{1}{E_{L}^{3}} \frac{4\left(k_{1} k_{2} k_{3} k_{4} s\right)^{2}\left(3 k_{34}^{2}+s^{2}\right)}{E_{R}^{3}\left(k_{34}-s\right)^{3}} . \tag{4.39}
\end{equation*}
$$

As before, this residue has singularities at $E_{R}=0$ and $k_{34}=s$ that have to combine with the corresponding singularities of the residue at $E=0$. The latter can be written as

$$
\begin{equation*}
-\operatorname{Res}_{z=z_{E}}\left(\frac{\psi_{4}(z)}{z}\right)=-\frac{1}{E^{5}} \frac{24\left(k_{1} k_{2} k_{3} k_{4}\right)^{2} k_{34}^{2}}{k_{34}^{2}-s^{2}}+\frac{\mathcal{R}_{E}}{E^{4}}, \tag{4.40}
\end{equation*}
$$

where $\mathcal{R}_{E} \equiv R_{E}^{(4)}+\cdots+E^{3} R_{E}^{(1)}$ again parameterizes the subleading singularities. The full correlator can then be written as

$$
\begin{equation*}
\psi_{4}=-\frac{1}{E^{5}} \frac{24\left(k_{1} k_{2} k_{3} k_{4}\right)^{2} k_{34}^{2}}{k_{34}^{2}-s^{2}}+\frac{1}{E_{L}^{3}} \frac{4\left(k_{1} k_{2} k_{3} k_{4} s\right)^{2}\left(3 k_{34}^{2}+s^{2}\right)}{\left(k_{34}^{2}-s^{2}\right)^{3}}+\frac{\mathcal{R}_{E}}{E^{4}} . \tag{4.41}
\end{equation*}
$$

Note that there are now four unknown Laurent coefficients, but they will again be fixed by demanding the absence of folded singularities and the correct normalization of the $E_{R}$ singularities. Following the same steps as above, we find

$$
\begin{equation*}
\frac{\mathcal{R}_{E}}{E^{4}}=-\frac{4\left(k_{1} k_{2} k_{3} k_{4} s\right)^{2}}{\left(k_{34}^{2}-s^{2}\right)^{2}}\left[\frac{6 k_{34}}{E^{4}}+\frac{1}{E^{3}} \frac{s^{2}+3 k_{34}^{2}}{k_{34}^{2}-s^{2}}\right] . \tag{4.42}
\end{equation*}
$$

This expression has a string of subleading total energy singularities, but is regular in the limit $E_{L} \rightarrow 0$, as it must be in order to not spoil the limit (4.41). Substituting (4.42) into (4.41), we obtain the full correlator
$\psi_{4}=\left(k_{1} k_{2} k_{3} k_{4}\right)^{2}\left[2 s\left(\frac{6}{E^{5}}\left[\frac{1}{E_{L}}+\frac{1}{E_{R}}\right]+\frac{3}{E^{4}}\left[\frac{1}{E_{L}^{2}}+\frac{1}{E_{R}^{2}}\right]+\frac{1}{E^{3}}\left[\frac{1}{E_{L}^{3}}+\frac{1}{E_{R}^{3}}\right]-\frac{1}{E_{L}^{3} E_{R}^{3}}\right)-\frac{24}{E^{5}}\right]$.

This final expression has only physical singularities, as expected, and agrees with a direct bulk calculation [25, 75].

It is conceptually very satisfying that rational correlation functions can be completely fixed by their behavior in the vicinity of their singularities. However, as we have seen in these examples, considerably more labor is involved in reconstructing the de Sitter answers from this singularity information than for their flat-space counterparts. As we will show in the next section, in many cases we can bypass the construction in de Sitter space and instead transmute the corresponding flat-space correlation functions into their de Sitter counterparts. This makes manifest that many of the subleading singularities must have related coefficients, being derivable from simple structures in flat space.

## 5 Lifting: from flat space to de Sitter

The singularity structure of wavefunction coefficients is substantially simpler in flat space than in de Sitter space. The poles of flat-space correlators are simple poles and the full correlator can often be reconstructed from these singularities. In contrast, correlators in de Sitter space typically have a string of subleading singularities which require additional effort to fix. As we will show in this section, in many cases the more complicated structure of singularities in de Sitter space can be obtained from the corresponding flat-space cases by applying certain "transmutation" operations.

One way to understand the connection between correlators in flat space and in de Sitter is to note that plane waves of massless fields in the two spacetimes are related by simple differential operations. As a consequence, the time integrals involved in the calculation of correlators are closely related. Keeping track of both the modified plane waves and time dependent vertex factors in de Sitter space then allows us to define operators that transform the flat-space answers to de Sitter space. From a purely boundary perspective, we can also derive and understand the relevant transmutation operators as objects that transform the cuts of flat-space correlators to their de Sitter counterparts. A conceptually useful aspect of this approach is that it is possible to account for the breaking of de Sitter symmetries by the bulk interactions at the level of the lifting operation.

### 5.1 Three-point functions

We will first illustrate the concept of transmutation for three-point functions. Since threepoint functions are the building blocks for more complex correlators, we will be able to identify transmutation operators that also appear in the lifting of higher-point functions. For concreteness, we consider a variety of three-point functions involving conserved spin- $\ell$ currents and scalar fields. In flat space, the scalar field will be massless, while in de Sitter it will be conformally coupled $\left(m^{2}=2 H^{2}\right)$. We are therefore interested in the following wavefunction coefficients ${ }^{24}$

$$
\begin{equation*}
\psi_{3} \in\left\{\left\langle J_{\ell} \varphi \varphi\right\rangle,\left\langle J_{\ell} J_{\ell} \varphi\right\rangle,\left\langle J_{\ell} J_{\ell} J_{\ell}\right\rangle\right\} \tag{5.1}
\end{equation*}
$$

[^17]As we will show explicitly below, these three-point functions can be written as

$$
\begin{equation*}
\psi_{3}=f_{\ell} \Pi_{\ell}, \tag{5.2}
\end{equation*}
$$

where $\Pi_{\ell}$ are polarization structures and $f_{\ell}$ are momentum-dependent form factors. The form factors are simple and universal in flat space, but are more complicated in de Sitter space. The goal is to find operators that transform the flat-space form factors into those in de Sitter space, $f_{\ell}^{(\mathrm{dS})}=\mathcal{D} f_{\ell}^{\text {(flat) }}$. We will present two different ways to determine the transmutation operators $\mathcal{D}$. First, we will find these operators by comparing the bulk time integrals in flat space and de Sitter space, which suggests operators that connect the two computations without actually performing the integrals. Second, we derive the transmutation operators without reference to the bulk by demanding that the ansatz (5.2) satisfies the conformal Ward identities on the boundary.

### 5.1.1 Form factors from bulk transmutation

Correlation functions involving conserved currents in four-dimensional de Sitter space are related in a simple way to their flat-space counterparts. At a technical level, this is because the bulk-to-boundary propagators for conserved currents are Bessel functions of half-integer order, which can be generated from the flat-space plane wave solutions by acting with differential operators. As a result, it is possible to generate de Sitter correlators involving conserved currents from the corresponding flat-space results. Correlators of conserved currents in flat space are themselves simply related to scattering amplitudes. This provides a natural path from scattering amplitudes to de Sitter correlators (at least at the three-point level): first deform the amplitude to generate a flat-space correlation function, and then "lift" it to de Sitter space by acting with transmutation operators.

Flat-space correlators. At the three-point level, flat-space wavefunction coefficients are very closely related to scattering amplitudes. The main difference is that, for the wavefunction coefficients, the bulk vertex insertion points are integrated only up to the spatial boundary on which the correlations are defined. This is the origin of the total energy singularity at $K \equiv k_{1}+k_{2}+k_{3}=0$ discussed in section 2.2 . Flat-space three-point correlators can therefore be written as

$$
\begin{align*}
\left\langle J_{\ell \varphi \varphi}\right\rangle & =\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)^{\ell} \frac{1}{K},  \tag{5.3}\\
\left\langle J_{\ell} J_{\ell \varphi}\right\rangle & =\left[\left(k_{3}^{2}-k_{2}^{2}-k_{1}^{2}\right)\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)-2\left(\vec{k}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)\right]^{\ell} \frac{1}{K},  \tag{5.4}\\
\left\langle J_{\ell} J_{\ell} J_{\ell}\right\rangle^{(\mathrm{n})} & =\left[\left(\vec{k}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)+\left(\vec{k}_{3} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)+\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)\left(\vec{\xi}_{2} \cdot \vec{\xi}_{3}\right)\right]^{\ell} \frac{1}{K},  \tag{5.5}\\
\left\langle J_{\ell} J_{\ell} J_{\ell}\right\rangle^{(\mathrm{a})} & =\left[2\left(\vec{k}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{k}_{2} \cdot \vec{\xi}_{3}\right)\left(\vec{k}_{3} \cdot \vec{\xi}_{1}\right)+\left(k_{1}^{2}\left(\vec{k}_{3} \cdot \vec{\xi}_{1}\right)\left(\vec{\xi}_{2} \cdot \vec{\xi}_{3}\right)+2 \text { perms }\right)\right]^{\ell} \frac{1}{K} . \tag{5.6}
\end{align*}
$$

There are two conceptually different classes of correlators: one consists of correlators coming from "minimal coupling" vertices, corresponding to $\left\langle J_{\ell} \varphi \varphi\right\rangle$ and $\left\langle J_{\ell} J_{\ell} J_{\ell}\right\rangle^{(\mathrm{n})}$. These vertices have the minimal number of derivatives in the bulk, and require a deformation of the gauge algebra (hence the label (n) for "non-Abelian"). The flat-space three-point correlators
following from these vertices are just the corresponding scattering amplitudes divided by $K$. The other class of correlators are those that come from higher-derivative cubic vertices built from curvatures, which are invariant under linearized gauge transformations. These latter interactions give rise to $\left\langle J_{\ell} J_{\ell} \varphi\right\rangle$ and $\left\langle J_{\ell} J_{\ell} J_{\ell}\right\rangle{ }^{(a)}$ (where (a) stands for "Abelian"). ${ }^{25}$ We will see later that these correlators are identically conserved, and are given by the corresponding flat-space amplitudes minus a contribution that makes the mixed-helicity correlator vanish, all divided by $K .{ }^{26}$

We can also see that these are the correct expressions from a bulk computation. The vertex contractions in the amplitude and correlator computations are very closely related because we can perform both calculations in axial gauge for the bulk fields (which we denote by $A^{(\ell)}$ ), so that $A_{0 \mu_{2} \cdots \mu_{\ell}}^{(\ell)}=0$. After this, a direct calculation verifies (5.3)-(5.6).

In de Sitter space, the polarization contractions are the same as in flat space, the only difference is that the $1 / K$ factors become more complicated functions of the external particles' energies. In the following, we will show how these form factors can be generated in a simple way from the flat-space energy structures.

Spinor variables. In order to make the helicity transformation properties of the wavefunction coefficients manifest, it is convenient to write them in terms of spinor variables. We will only introduce the minimal notation of the spinor formalism; further details can be found in $[11,69]$. The main idea is to trade spatial momenta for $\operatorname{SL}(2, \mathbb{C})$ spinors as $^{27}$

$$
\begin{equation*}
\lambda_{\alpha} \bar{\lambda}^{\beta}=k_{i}\left(\sigma^{i}\right)_{\alpha}^{\beta}+k \mathbb{1}_{\alpha}^{\beta} \tag{5.7}
\end{equation*}
$$

where $\left(\sigma^{i}\right)_{\alpha}^{\beta}$ are the usual Pauli matrices and $k$ is the magnitude of $\vec{k}$. The barred and un-barred spinors transform by opposite phases under the helicity subgroup of the rotation group. The invariant product between spinors is given by the epsilon symbol

$$
\begin{align*}
\langle a b\rangle & =\epsilon^{\alpha \beta} \lambda_{\alpha}^{a} \lambda_{\beta}^{b}, \\
\langle\bar{a} \bar{b}\rangle & =\epsilon^{\alpha \beta} \bar{\lambda}_{\alpha}^{a} \bar{\lambda}_{\beta}^{b} . \tag{5.8}
\end{align*}
$$

In contrast to the more familiar Lorentz spinors, we can also contract barred and un-barred spinors in the same way

$$
\begin{equation*}
\langle a \bar{b}\rangle=\epsilon^{\alpha \beta} \lambda_{\alpha}^{a} \bar{\lambda}_{\beta}^{b} . \tag{5.9}
\end{equation*}
$$

[^18]As a special case of this mixed bracket, we can contract a spinor with its barred counterpart, which extracts the energy associated to the momentum that defines the spinor: $\langle\bar{\lambda} \lambda\rangle=2 k$. In order to write (5.3)-(5.6) in spinors, we also require a spinor representation of the polarization vectors:

$$
\begin{equation*}
\xi_{\alpha \beta}^{+}=\frac{\bar{\lambda}_{\alpha} \bar{\lambda}_{\beta}}{2 k} \quad \text { and } \quad \xi_{\alpha \beta}^{-}=\frac{\lambda_{\alpha} \lambda_{\beta}}{2 k} . \tag{5.10}
\end{equation*}
$$

Unlike for scattering amplitudes, polarizations can be converted to spinors without the need for an auxiliary reference spinor.

Form factors in de Sitter space. Since all of the polarization factors are the same in flat space and in de Sitter space, it is convenient to write the three-point functions as products of spinor bracket prefactors that contain the helicity information and form factors that encode the time dependence of the bulk spacetime. We can see this explicitly by substituting (5.10) into the polarization structures in (5.3)-(5.6):

$$
\begin{align*}
\left\langle J_{\ell}^{-} \varphi \varphi\right\rangle & =\left[\frac{\langle 12\rangle\langle\overline{21}\rangle}{k_{1}}\right]^{\ell} f_{[\ell 00]},  \tag{5.11}\\
\left\langle J_{\ell}^{-} J_{\ell}^{-} \varphi\right\rangle & =\langle 12\rangle^{2 \ell} f_{[\ell \ell 0]},  \tag{5.12}\\
\left\langle J_{\ell}^{-} J_{\ell}^{-} J_{\ell}^{-}\right\rangle^{(\mathrm{n})} & =\left[\frac{\langle 12\rangle\langle 23\rangle\langle 31\rangle \hat{K}}{k_{1} k_{2} k_{3}}\right]^{\ell} f_{[\ell \ell \ell]}^{(\mathrm{n})},  \tag{5.13}\\
\left\langle J_{\ell}^{-} J_{\ell}^{-} J_{\ell}^{-}\right\rangle^{(\mathrm{a})} & =[\langle 12\rangle\langle 23\rangle\langle 31\rangle]^{\ell} f_{[\ell \ell \ell]}^{(\mathrm{a})} . \tag{5.14}
\end{align*}
$$

Note that we have introduced the total energy written in terms of spinors, which is given by $\hat{K}=\frac{1}{2}(\langle\overline{1} 1\rangle+\langle\overline{2} 2\rangle+\langle\overline{3} 3\rangle)$. The reason for doing this is that correlators with + helicities can then be obtained from the above expressions by interchanging barred and un-barred spinors (which changes some signs in $\hat{K}$ ). ${ }^{28}$ Notice that the polarization structures in (5.3)(5.6) have generated additional energy factors when written in spinor variables. This selects a particular extension of the correlator away from the $K=0$ locus where the spinor structures are fixed by the flat-space helicity amplitudes.

Our goal is to find explicit expressions for the form factors, $f_{\left[\ell_{1} \ell_{2} \ell_{3}\right]}$, in (5.11)-(5.14). One way to do this would be to explicitly perform the bulk time integrals, but this turns out not to be necessary. Instead, we note that the bulk-to-boundary propagator for a massless spin- $\ell$ field in de Sitter space, $\mathcal{K}^{(\ell)}$, can be written in terms of the scalar bulk-to-boundary propagator (2.17), $\mathcal{K}_{\ell-\frac{1}{2}}$, as ${ }^{29}$

$$
\begin{equation*}
\left(\mathcal{K}^{(\ell)}\right)_{i_{1} \cdots i_{\ell}}^{j_{1} \cdots j_{\ell}}(k, \eta)=\left(\Pi_{\ell, \ell}\right)_{i_{1} \cdots i_{\ell}}^{j_{1} \cdots j_{\ell}}\left(\frac{\eta}{\eta_{*}}\right)^{-\ell} \mathcal{K}_{\ell-\frac{1}{2}}(k, \eta), \tag{5.15}
\end{equation*}
$$

[^19]where $\left(\Pi_{\ell, \ell}\right)_{i_{1} \cdots i_{\ell}}^{j_{1} \cdots j_{\ell}}$ is the spin- $\ell$ transverse-traceless projector. We have written only the transverse-traceless part of the bulk-to-boundary propagator because it is the only part that contributes to the fixed helicity correlators we are computing. In fact, we have already accounted for the polarization structures in the spinor brackets, so only the scalar bulk-toboundary propagator factors are necessary to compute the form factors. For integer $\ell$, the scalar bulk-to-boundary propagators satisfy the following differential recursion relation in the limit $\eta_{*} \rightarrow 0$
\[

$$
\begin{equation*}
\lim _{\eta_{*} \rightarrow 0} \mathcal{K}_{\ell-\frac{1}{2}}(k, \eta)=\frac{1}{(2 \ell-3)!!}\left(\frac{\eta}{\eta_{*}}\right)^{2-\ell} \prod_{j=1}^{\ell-1} \mathcal{S}_{k}^{[j]} e^{i k \eta} \tag{5.16}
\end{equation*}
$$

\]

where we have introduced the differential operator

$$
\begin{equation*}
\mathcal{S}_{k}^{[j]} \equiv(2 j-1)-k \partial_{k} . \tag{5.17}
\end{equation*}
$$

As we will see below, the operator $\mathcal{S}_{k}^{[j]}$ acts like a spin-raising operator on the form factors. The expression (5.16) relates the de Sitter mode functions directly to flat-space plane waves, which will enable us to write the de Sitter integrals in terms of their flat-space counterparts. Minimal coupling: we first consider the correlators coming from the minimal-coupling cubic vertices in the bulk: $\left\langle J_{\ell} \varphi \varphi\right\rangle$ and $\left\langle J_{\ell} J_{\ell} J_{\ell}\right\rangle^{(\mathrm{n})}$.

- $\left\langle J_{\ell} \varphi \varphi\right\rangle$ : the simplest case is the form factor associated to the correlator with a single current. From the bulk Feynman rules, we infer the following integral representation of the form factor in (5.11): ${ }^{30}$

$$
\begin{equation*}
f_{[\ell 00]}=i \int_{-\infty}^{0} \mathrm{~d} \eta \eta^{\ell-2} e^{i k_{23} \eta} \mathcal{K}_{\ell-\frac{1}{2}}\left(k_{1}, \eta\right) \tag{5.18}
\end{equation*}
$$

The time dependence of the integrand is easy to understand: the external spin- $\ell$ particle contributes $\eta^{-\ell} \mathcal{K}_{\ell-\frac{1}{2}}\left(k_{1}, \eta\right)$, while the two external conformally coupled scalars give $\eta^{2} e^{i k_{23} \eta}$. In addition, the measure of the action gives rise to a factor of $\eta^{-4}$. Finally, the bulk vertex we are interested in has $2 \ell$ indices ( $\ell$ for the field $A^{(\ell)}$ and $\ell$ derivatives). We must raise $\ell$ of these indices, which leads to an additional factor of $\eta^{2 \ell}$ from the inverse metrics. All together this gives the factor of $\eta^{\ell-2}$ in (5.18). Using (5.16), the factors of $\eta$ cancel, and (up to an overall factor) we get

$$
\begin{equation*}
f_{[\ell 00]}=\prod_{j=1}^{\ell-1} \mathcal{S}_{k_{1}}^{[j]} i \int_{-\infty}^{0} \mathrm{~d} \eta e^{i K \eta} \tag{5.19}
\end{equation*}
$$

The time integral gives the flat-space form factor, $1 / K$, so the de Sitter form factor can be written as

$$
\begin{equation*}
f_{[\ell 00]}=\prod_{j=1}^{\ell-1} \mathcal{S}_{k_{1}}^{[j]} \frac{1}{K} . \tag{5.20}
\end{equation*}
$$

[^20]- $\left\langle\boldsymbol{J}_{\ell} \boldsymbol{J}_{\ell} \boldsymbol{J}_{\ell}\right\rangle$ : next, we consider the three-point function involving three spin- $\ell$ currents. In the case of minimal coupling, the bulk Feynman rules lead to the time integral

$$
\begin{equation*}
f_{[\ell \ell]}^{(\mathrm{n})}=i \int_{-\infty}^{0} \mathrm{~d} \eta \eta^{\ell-4} \mathcal{K}_{\ell-\frac{1}{2}}\left(k_{1}, \eta\right) \mathcal{K}_{\ell-\frac{1}{2}}\left(k_{2}, \eta\right) \mathcal{K}_{\ell-\frac{1}{2}}\left(k_{3}, \eta\right) . \tag{5.21}
\end{equation*}
$$

As before, each external spinning line contributes a factor of $\eta^{-\ell} \mathcal{K}_{\ell-\frac{1}{2}}$, and we get a factor of $\eta^{-4}$ from the measure. The bulk vertex has three spin- $\ell$ fields and $\ell$ derivatives, so we require $2 \ell$ inverse metrics to raise half of these indices, leading to a factor of $\eta^{4 \ell}$. Putting all these factors together, we get (5.21). Using (5.16), we can write the time integral as

$$
\begin{equation*}
f_{[\ell \ell]}^{(\mathrm{n})}=\prod_{j=1}^{\ell-1} \mathcal{S}_{k_{1}}^{[j]} \mathcal{S}_{k_{2}}^{[j]} \mathcal{S}_{k_{3}}^{[j]} i \int_{-\infty}^{0} \mathrm{~d} \eta \eta^{-2(\ell-1)} e^{i K \eta} \tag{5.22}
\end{equation*}
$$

This time, the factors of $\eta$ in the integrand have not cancelled. To deal with this, we integrate the flat-space form factor with respect to the total energy $K$ a number of times to produce the factor of $\eta^{-2(\ell-1)}$. This is philosophically similar to the integral representation (3.46) of conformal scalar exchange in de Sitter. The de Sitter form factor is then ${ }^{31}$

$$
\begin{equation*}
f_{[\ell \ell]}^{(\mathrm{n})}=\prod_{j=1}^{\ell-1} \mathcal{S}_{k_{1}}^{[j]} \mathcal{S}_{k_{2}}^{[j]} \mathcal{S}_{k_{3}}^{[j]}\left(\int \mathrm{d} K\right)^{2(\ell-1)} \frac{1}{K} . \tag{5.23}
\end{equation*}
$$

To the best of our knowledge, these correlators for $\ell>2$ have not been written down in the literature before. For example, the $\ell=3$ form factor is given by

$$
\begin{align*}
f_{[333]}^{(\mathrm{n})}= & \frac{1}{K^{3}} \\
& \left(3 K^{6}-9 K^{4}\left(k_{1} k_{2}+k_{1} k_{3}+k_{2} k_{3}\right)+3 K^{3} k_{1} k_{2} k_{3}+3 K^{2}\left(k_{1} k_{2}+k_{1} k_{3}+k_{2} k_{3}\right)^{2}\right.  \tag{5.24}\\
& \left.+3 K\left(k_{1} k_{2}+k_{1} k_{3}+k_{2} k_{3}\right) k_{1} k_{2} k_{3}+2\left(k_{1} k_{2} k_{3}\right)^{2}\right) .
\end{align*}
$$

Given that these objects are unique, we expect that they may be of independent interest for other applications beyond cosmology.

Non-minimal coupling: next, we work out the case of non-minimal bulk couplings, which can be written in terms of (linear) gauge-invariant higher-spin Weyl tensors [92, 93]. ${ }^{32}$ For

[^21]our purposes, the important property of these Weyl-like curvatures is that when evaluated on the bulk-to-boundary propagator (5.15), the de Sitter tensor is simply related to the flat-space Weyl tensor evaluated on an ordinary plane wave
\[

$$
\begin{equation*}
W_{\mathrm{dS}}^{(\ell)}\left[\mathcal{K}^{(\ell)}\right]_{\mu_{1} \nu_{1} \cdots \mu_{\ell} \nu_{\ell}} \propto\left(\frac{k}{\eta}\right)^{\ell-1} W_{\mathrm{flat}}^{(\ell)}\left[e^{i k \eta}\right]_{\mu_{1} \nu_{1} \cdots \mu_{\ell} \nu_{\ell}} . \tag{5.25}
\end{equation*}
$$

\]

This is the higher-spin version of the relation used in [69] to compute the graviton three-point function coming from a Weyl-cubed interaction, and with it we can easily determine the time integrals that produce de Sitter form factors.

- $\left\langle J_{\ell} J_{\ell} \varphi\right\rangle$ : the simplest correlation function that arises from a non-minimal coupling in the bulk involves two massless spin- $\ell$ fields and a scalar. For example, the spin- 1 version of the bulk coupling is $\phi F_{\mu \nu}^{2}$, while the spin- 2 version is built from the Weyl tensor, $\phi W_{\mu \nu \rho \sigma}^{2}$. Using the relation (5.25), it is straightforward to determine the time integral that computes the de Sitter form factor

$$
\begin{equation*}
f_{[\ell \ell 0]}=\left(k_{1} k_{2}\right)^{\ell-1} i \int_{-\infty}^{0} \mathrm{~d} \eta \eta^{2 \ell-1} e^{i K \eta}, \tag{5.26}
\end{equation*}
$$

where the factors of conformal time in the integral can be understood in the same way as in the previous examples.

There are several ways to write (5.26) as a differential operator acting on the flat-space form factor. The most obvious one is

$$
\begin{equation*}
f_{[\ell \ell 0]}=\left(k_{1} k_{2}\right)^{\ell-1}\left(\frac{\partial}{\partial K}\right)^{2 \ell-1} \frac{1}{K} . \tag{5.27}
\end{equation*}
$$

However, for later applications this will not be the most useful way of writing the answer, because we often want to think of the transmutation operators as acting on the various external fields separately. A representation of the form factor with this property is

$$
\begin{equation*}
f_{[\ell \ell 0]}=\partial_{k_{3}} \prod_{j=1}^{\ell-1}\left(\mathcal{S}_{k_{1}}^{[j]}-j\right)\left(\mathcal{S}_{k_{2}}^{[j]}-j\right) \frac{1}{K} . \tag{5.28}
\end{equation*}
$$

In this case, we can easily find a closed-form expression for the form factor, which we record for completeness

$$
\begin{equation*}
f_{[\ell \ell 0]}=\left(\frac{k_{1} k_{2}}{K^{2}}\right)^{\ell-1} \frac{1}{K^{2}} . \tag{5.29}
\end{equation*}
$$

Notice that in contrast to the minimal-coupling case, the $\ell=1$ correlator is different from its flat-space counterpart because the interaction is not Weyl invariant.

- $\left\langle\boldsymbol{J}_{\ell} \boldsymbol{J}_{\ell} \boldsymbol{J}_{\ell}\right\rangle$ : as a final example, we consider the correlator of three massless spin- $\ell$ fields coming from a curvature-cubed coupling in the bulk. Following similar steps to before, we deduce that the form factor is given by

$$
\begin{equation*}
f_{[\ell \ell]}^{(\mathrm{a})}=\left(k_{1} k_{2} k_{3}\right)^{\ell-1} i \int_{-\infty}^{0} \mathrm{~d} \eta \eta^{3 \ell-1} e^{i K \eta}, \tag{5.30}
\end{equation*}
$$

where $3(1-\ell)$ factors of $\eta$ come from converting the de Sitter bulk-to-boundary propagators to the flat-space propagators using (5.25), $6 \ell$ come from raising half of the $6 \ell$ indices of the curvatures, and $\eta^{-4}$ comes from the measure. We can again write this form factor as the action of derivative operators on the flat-space form factor:

$$
\begin{equation*}
f_{[\ell \ell]}^{(\mathrm{a})}=\prod_{j=1}^{\ell-1}\left(\mathcal{S}_{k_{1}}^{[j]}-j\right)\left(\mathcal{S}_{k_{2}}^{[j]}-j\right)\left(\mathcal{S}_{k_{3}}^{[j]}-j\right) \frac{\partial^{2}}{\partial K^{2}} \frac{1}{K} \tag{5.31}
\end{equation*}
$$

As in the previous case, this expression can be put in a closed form

$$
\begin{equation*}
f_{[\ell \ell]}^{(\mathrm{a})}=\left(\frac{k_{1} k_{2} k_{3}}{K^{3}}\right)^{\ell-1} \frac{1}{K^{3}} \tag{5.32}
\end{equation*}
$$

which reduces to the known expressions for $\ell=1,2[11,33,69,95]$. Note also that the correlators arising from curvature couplings have a double copy-like structure [41, 95, 96].

Interestingly, reintroducing factors of $i$, so that these three-point functions have vanishing cuts, we see that in some cases the wavefunction coefficients drop out of the square of the wavefunction. This causes the corresponding in-in correlation functions to vanish due to a cancellation between the two branches of the contour. An example where this happens is $\left\langle J_{\ell} J_{\ell} \varphi\right\rangle$, for which the wavefunction coefficient is pure imaginary and the polarization structure is even under taking the complex conjugate. ${ }^{33}$

### 5.1.2 Form factors from conformal symmetry

The de Sitter form factors can also be found directly by utilizing the symmetries of the background de Sitter spacetime. On the boundary, these symmetries manifest themselves as conformal Ward identities that the correlation functions must obey. The form factors derived in the previous section then arise as solutions to these differential equations. The advantage of this approach is that it makes no reference to the bulk and therefore is more in the spirit of the bootstrap philosophy.

There are two conceptually distinct kinds of Ward identities that boundary correlators arising from massless fields with spin must obey. The symmetries of the de Sitter spacetime translate directly into kinematic Ward identities, while the fact that the boundary operators dual to massless fields are conserved currents translates into current conservation Ward identities (which we will call Ward-Takahashi identities). Conserved operators must satisfy both of these simultaneously, which places highly nontrivial constraints on consistent interactions [11]. The virtue of the spinor-helicity formalism is that the combined constraints of conformal symmetry and the Ward-Takahashi identity can be imposed with a single differential operator, namely the special conformal generator in spinor-helicity variables [98]:

$$
\begin{equation*}
\widetilde{K}^{i}=2\left(\sigma^{i}\right)_{\alpha}^{\beta} \frac{\partial^{2}}{\partial \lambda_{\alpha} \partial \bar{\lambda}^{\beta}} \tag{5.33}
\end{equation*}
$$

[^22]Applying this operator to the current dual to a massless spin- $\ell$ field gives

$$
\begin{equation*}
\widetilde{K}^{i}\left(\frac{J_{\ell}}{k^{\ell-1}}\right)=\frac{1}{k^{\ell-1}}\left(-\xi^{i_{1}} \cdots \xi^{i_{\ell}} K^{i}+\frac{\ell(\ell+1)}{k^{2}} \xi^{i} k^{i_{1}} \xi^{i_{2}} \cdots \xi^{i_{\ell}}\right) J_{\ell}^{i_{1} \cdots i_{\ell}} \tag{5.34}
\end{equation*}
$$

where $K^{i}$ is the ordinary special conformal generator, and $J_{\ell} \equiv \xi^{i_{1}} \cdots \xi^{i_{\ell}} J_{\ell}^{i_{1} \cdots i_{\ell}}$, which we have rescaled so that it has conformal weight 2 , on which $\widetilde{K}^{i}$ acts nicely [11, 69, 99]. The first term on the right-hand side vanishes inside a correlator, while the second term gives the longitudinal part of the spinning field. The latter is needed to check the WardTakahashi identity, and we see that $\widetilde{K}$ can extract this from $J_{\ell}$ with definite helicity. It is hence sufficient to just consider form factors that multiply the transverse-traceless part of correlators.

The divergence of the massless spinning correlators (5.11)-(5.14) is constrained by Ward-Takahashi identities. For the correlators coming from minimal couplings in the bulk, the identities are

$$
\begin{align*}
\xi_{1}^{i} k_{1}^{j}\left\langle J_{\ell}^{i j} \varphi \varphi\right\rangle & \propto \frac{(\langle 12\rangle\langle 1 \overline{2}\rangle)^{\ell-1} k_{3}+(-1)^{\ell}(\langle 13\rangle\langle 1 \overline{3}\rangle)^{\ell-1} k_{2}}{k_{1}^{\ell-1}},  \tag{5.35}\\
\xi_{1}^{i} k_{1}^{j}\left\langle J_{\ell}^{i j} J_{\ell}^{-} J_{\ell}^{-}\right\rangle(\mathrm{n}) & \propto \frac{(\langle 12\rangle\langle 23\rangle\langle 31\rangle K)^{\ell-1}}{\left(k_{1} k_{2} k_{3}\right)^{2 \ell-1}} \frac{\langle 23\rangle^{2}}{k_{1}}\left(k_{2}^{2 \ell-1}-k_{3}^{2 \ell-1}\right) . \tag{5.36}
\end{align*}
$$

The correlators arising from non-minimal bulk couplings, on the other hand, are completely transverse and therefore obey

$$
\begin{align*}
\xi_{1}^{i} k_{1}^{j}\left\langle J_{\ell}^{i j} J_{\ell}^{-} \varphi\right\rangle & =0,  \tag{5.37}\\
\xi_{1}^{i} k_{1}^{j}\left\langle J_{\ell}^{i j} J_{\ell}^{-} J_{\ell}^{-}\right\rangle^{(\mathrm{a})} & =0 . \tag{5.38}
\end{align*}
$$

The differential equations obeyed by the form factors can be obtained by acting with $\widetilde{K}$ on the three-point functions and then matching the longitudinal part with the expected structure from the above Ward identities; details of the procedure were given in [11]. (See also [41] for a related discussion.)

As an example, let us see how this works for $\left\langle J_{\ell}^{-} \varphi \varphi\right\rangle$. Acting with the special conformal generator on the rescaled correlator, we obtain

$$
\begin{equation*}
\sum_{a=1}^{3} \vec{k}_{1} \cdot \widetilde{K}_{a}\left[\frac{\left\langle J_{\ell}^{-} \varphi \varphi\right\rangle}{k_{1}^{\ell-1}}\right]=\frac{(\langle 12\rangle\langle 1 \overline{2}\rangle)^{\ell}}{k_{1}^{2 \ell-1}} \Delta_{[\ell 00]} f_{[\ell 00]}=0 \tag{5.39}
\end{equation*}
$$

where the longitudinal part of $J_{\ell}$ vanishes due to the contraction with $\vec{k}_{1}$, and we have defined the differential operator

$$
\begin{equation*}
\Delta_{[\ell 00]} \equiv \sum_{a=1}^{3}\left(\vec{k}_{1} \cdot \vec{k}_{a}\right) \partial_{k_{a}}^{2}-2 k_{1}(\ell-1) \partial_{k_{1}} \tag{5.40}
\end{equation*}
$$

Consider first the solution for $\ell=1$. In this case, the single derivative term in (5.40) vanishes, and imposing permutation symmetry, together with dimensional analysis, fixes the solution to be $f_{[100]}=1 / K$. The solution for $\ell>1$ can be found recursively by taking

$$
\begin{equation*}
f_{[\ell+1,00]}=\left[(2 \ell-1)-k_{1} \partial_{k_{1}}\right] f_{[\ell 00]} \equiv \mathcal{S}_{k_{1}}^{[\ell]} f_{[\ell 00]} \tag{5.41}
\end{equation*}
$$

To see that this is indeed a solution, we note that

$$
\begin{equation*}
\Delta_{[\ell+1,00]} \mathcal{S}_{k_{1}}^{[\ell]} f_{[\ell 00]}=\mathcal{S}_{k_{1}}^{[\ell+1]} \Delta_{[\ell 00]} f_{[\ell 00]}-\left(k_{2}^{2}-k_{3}^{2}\right)\left(\partial_{k_{2}}^{2}-\partial_{k_{3}}^{2}\right) f_{[\ell 00]}=0, \tag{5.42}
\end{equation*}
$$

where we have used that $f_{[\ell 00]}$ is annihilated by $\partial_{k_{2}}^{2}-\partial_{k_{3}}^{2}$ because it is symmetric in $k_{2}$ and $k_{3}$, given that both the initial solution $f_{[100]}$ and the recursive relation (5.41) have this permutation symmetry. This shows how the transmutation operator (5.17) arises from a purely boundary perspective. Since $\left\langle J_{\ell}^{-} \varphi \varphi\right\rangle$ is unique, it is sufficient to just consider the solution to the homogeneous differential equation (5.39); it can be checked that the solution to this equation also satisfies the inhomogeneous Ward-Takahashi identity (5.35).

Following a similar procedure, we can also obtain the differential equations for the other form factors and find their solutions. To simplify the equations, it will be convenient to factor out some powers of momenta from the form factors and define

$$
\begin{align*}
f_{[\ell \ell 0]} & \equiv\left(k_{1} k_{2}\right)^{\ell-1} g_{[\ell \ell 0]},  \tag{5.43}\\
f_{[\ell \ell]}^{(\mathrm{a})} & \equiv\left(k_{1} k_{2} k_{3}\right)^{\ell-1} g_{[\ell \ell]]}^{(\mathrm{a})},  \tag{5.44}\\
f_{[\ell \ell]}^{(\mathrm{n})} & \equiv \hat{K}^{-\ell}\left(k_{1} k_{2} k_{3}\right)^{2 \ell-1} g_{[\ell \ell \ell]}^{(\mathrm{n})}, \tag{5.45}
\end{align*}
$$

where $\hat{K}$ was defined in (5.13). The rescaled form factors then satisfy the following differential equations

$$
\begin{align*}
\vec{\Delta}_{[\ell \ell 0]} g_{[\ell \ell 0]} & =0  \tag{5.46}\\
\Delta_{[\ell \ell]} g_{[\ell \ell \ell]}^{(\mathrm{a})} & =0,  \tag{5.47}\\
\Delta_{[\ell \ell]} g_{[\ell \ell \ell]}^{(\mathrm{n})} & =\frac{K^{\ell-1}}{\left(k_{1} k_{2} k_{3}\right)^{2 \ell+1}}\left[k_{2}^{2} k_{3}^{2}\left(k_{2}^{2 \ell-1}-k_{3}^{2 \ell-1}\right)+\mathrm{cyc} .\right], \tag{5.48}
\end{align*}
$$

where the differential operators are given by

$$
\begin{align*}
\vec{\Delta}_{[\ell \ell 0]} & \equiv \sum_{a=1}^{3} \vec{k}_{a} \partial_{k_{a}}^{2}  \tag{5.49}\\
\Delta_{[\ell \ell]} & \equiv\left(k_{2}-k_{3}\right) \partial_{k_{1}}^{2}+\left(k_{3}-k_{1}\right) \partial_{k_{2}}^{2}+\left(k_{1}-k_{2}\right) \partial_{k_{3}}^{2} . \tag{5.50}
\end{align*}
$$

The solutions to (5.46) and (5.47) are simply powers of $K$, and dilatation symmetry fixes each of these to be

$$
\begin{align*}
& g_{[\ell \ell 0]}=\frac{1}{K^{2 \ell}} \Rightarrow f_{[\ell \ell 0]}=\left(\frac{k_{1} k_{2}}{K^{2}}\right)^{\ell-1} \frac{1}{K^{2}},  \tag{5.51}\\
& g_{[\ell \ell]]}^{(a)}=\frac{1}{K^{3 \ell}} \Rightarrow f_{[\ell \ell \ell]}^{(a)}=\left(\frac{k_{1} k_{2} k_{3}}{K^{3}}\right)^{\ell-1} \frac{1}{K^{3}}, \tag{5.52}
\end{align*}
$$

which matches the results (5.29) and (5.32).
Lastly, we consider the inhomogeneous equation (5.48). For $\ell=1$, the source term simply becomes

$$
\begin{equation*}
\frac{k_{2}-k_{3}}{k_{1}^{3} k_{2} k_{3}}+\frac{k_{3}-k_{1}}{k_{1} k_{2}^{3} k_{3}}+\frac{k_{1}-k_{2}}{k_{1} k_{2} k_{3}^{3}} . \tag{5.53}
\end{equation*}
$$

From the structure of the differential operator $\Delta_{[\ell \ell \ell]}$, it is easy to see that $g_{[111]}^{(\mathrm{n})}=1 /\left(k_{1} k_{2} k_{3}\right)$ is the solution. The solution for higher spins can again be written recursively: it can be checked by direct substitution that the recursive formula

$$
\begin{equation*}
g_{[\ell \ell \ell]}^{(\mathrm{n})}=\frac{K^{\ell}}{\left(k_{1} k_{2} k_{3}\right)^{2 \ell-1}} \prod_{j=1}^{\ell-1} \mathcal{S}_{k_{1}}^{[j]} \mathcal{S}_{k_{2}}^{[j]} \mathcal{S}_{k_{3}}^{[j]}\left(\int \mathrm{d} K\right)^{2(\ell-1)} \frac{1}{K}, \tag{5.54}
\end{equation*}
$$

solves the equation, which after using (5.45) reproduces the form factor (5.23) from the bulk.

### 5.2 Four-point functions

We next consider the transmutation of four-point functions. Four-point correlators arising from contact interactions have essentially the same properties as the three-point examples already considered and can be treated similarly. The conceptually new features at four points come from bulk exchanges. As before, we can take two complementary viewpoints on lifting these correlators from flat space to de Sitter. Inspection of the bulk time integrals giving rise to the exchange allows us to identify a set of operations that generate these integrals from their flat-space counterparts. However, we can also directly leverage the lessons learned from transmuting three-point correlators combined with information about the cuts of the four-point correlators. We will see that transmutation operators for exchange graphs can be understood as operations that transform the cut of a flat-space exchange diagram into the cut of the corresponding de Sitter correlator. Acting with this operator on the full flat-space correlator then lifts it to de Sitter space.

### 5.2.1 Transmutation from cuts

We first illustrate the logic in a simple setting where only external lines need to be transmuted, before turning to the more complicated example of spinning particle exchange, which requires transmuting internal lines as well.

Correlators with external spin. Consider the four-point function of a single spin- $\ell$ current and three conformally coupled scalars, $\left\langle J_{\ell} \varphi \varphi \varphi\right\rangle$, where the exchanged particle is a scalar. For simplicity, we will focus on the s-channel contribution, but other channels are related to this by simple permutations.

We first consider the case of an external spin-1 field, where the cutting rule (3.8) reads

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{J \varphi^{3}}\right]=-2 s \widetilde{\psi}_{J \varphi^{2}} \widetilde{\psi}_{\varphi^{3}} \tag{5.55}
\end{equation*}
$$

The idea is to infer the transmutation of the four-point function $\psi_{J \varphi^{3}}$ from the transmutations of the two shifted three-point functions on the right-hand side. In flat space, it is easy to compute the full correlator directly, but in order to parallel the de Sitter treatment, we can also construct its cut from the available three-point data:

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{J \varphi^{3}}^{(\mathrm{flat})}\right]=i\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right) \frac{2 s}{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)} \tag{5.56}
\end{equation*}
$$

where the right-hand side is the product of shifted versions of (2.10) and (5.3). The cut in de Sitter space is very closely related. The $\psi_{J \varphi^{2}}$ wavefunction is identical because the
coupling is Weyl invariant, but the $\psi_{\varphi^{3}}$ wavefunction is instead given by (3.42). Putting these elements together, the cut of the de Sitter wavefunction is

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{J \varphi^{3}}^{(\mathrm{dS})}\right]=-\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right) \frac{1}{\left(k_{12}^{2}-s^{2}\right)} \log \left(\frac{k_{34}-s}{k_{34}+s}\right) . \tag{5.57}
\end{equation*}
$$

The only difference between (5.56) and (5.57) is the factor coming from the shifted $\psi_{\varphi^{3}}$ wavefunction, but it is straightforward to generate this structure from the shifted wavefunction in flat space:

$$
\begin{align*}
\widetilde{\psi}_{\varphi^{3}}^{(\mathrm{dS})} & =-i \int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \widetilde{\psi}_{\varphi^{3}}^{\text {(fat) }} \\
& =-i \int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \frac{1}{\tilde{k}_{34}^{2}-s^{2}}=\frac{i}{2 s} \log \left(\frac{k_{34}-s}{k_{34}+s}\right), \tag{5.58}
\end{align*}
$$

which is the same relation we utilized in (3.47). The idea is then to integrate the full flat-space four-point function in the same way:

$$
\begin{align*}
\psi_{J \varphi^{3}}^{(\mathrm{dS})} & =-i \int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \psi_{J \varphi^{3}}^{(\mathrm{flat})} \\
& =-\int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \frac{\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)}{\left(k_{12}+\tilde{k}_{34}\right)\left(k_{12}+s\right)\left(\tilde{k}_{34}+s\right)}=\frac{\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)}{k_{12}^{2}-s^{2}} \log \left(\frac{k_{34}+s}{E}\right), \tag{5.59}
\end{align*}
$$

which is indeed the answer found in [11]. It is also straightforward to check that this expression reproduces the cut (5.57).

The spin- 2 case is very similar. The cuts in flat space and in de Sitter are now given by

$$
\begin{align*}
\operatorname{Disc}\left[\psi_{T \varphi^{3}}^{(\mathrm{flat})}\right] & =-\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2} \frac{2 s}{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)},  \tag{5.60}\\
\operatorname{Disc}\left[\psi_{T \varphi^{3}}^{(\mathrm{dS})}\right] & =-\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2} \frac{k_{12}^{2}+2 k_{12} k_{1}-s^{2}}{\left(k_{12}^{2}-s^{2}\right)^{2}} i \log \left(\frac{k_{34}-s}{k_{34}+s}\right), \tag{5.61}
\end{align*}
$$

where the first factor in (5.61) is the shifted $\psi_{T \varphi^{2}}$ wavefunction [11]. The $\psi_{T \varphi^{2}}$ wavefunctions in flat space and de Sitter are related by the following transmutation

$$
\begin{align*}
\widetilde{\psi}_{T \varphi^{2}}^{(\mathrm{dS})} & =\mathcal{S}_{k_{1}}^{[1]} \widetilde{\psi}_{T \varphi^{2}}^{(\mathrm{flat})} \\
& =\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2} \mathcal{S}_{k_{1}}^{[1]} \frac{1}{k_{12}^{2}-s^{2}}=\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2} \frac{k_{12}^{2}+2 k_{12} k_{1}-s^{2}}{\left(k_{12}^{2}-s^{2}\right)^{2}} . \tag{5.62}
\end{align*}
$$

To transform the bulk $\phi^{3}$ vertex, we integrate with respect to $k_{34}$ in the same way as in (5.58). Combining the transmutations of the left and right vertices, we can generate the full de Sitter correlator from the flat-space one

$$
\begin{align*}
\psi_{T \varphi^{3}}^{(\mathrm{dS})} & =-i \mathcal{S}_{k_{1}}^{[1]} \int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \psi_{T \varphi^{3}}^{(\mathrm{flat})} \\
& =-i \mathcal{S}_{k_{1}}^{[1]} \int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \frac{\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2}}{\tilde{E} E_{L} \tilde{E}_{R}} \\
& =i\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2}\left[\frac{k_{12}^{2}+2 k_{12} k_{1}-s^{2}}{E_{L}^{2}\left(k_{12}-s\right)^{2}} \log \left(\frac{E_{R}}{E}\right)+\frac{k_{1}}{E E_{L}\left(k_{12}-s\right)}\right], \tag{5.63}
\end{align*}
$$

where the energies with a tilde over them contain the variable being integrated, $\tilde{k}_{34}$. This also reproduces the answer found in [11].

Notice that both (5.59) and (5.63) apparently have singularities in the folded configuration $k_{12}=s$. However, these singularities are fictitious - if one tries to probe them, the other parts of the correlator vanish, so everything is actually regular. This is manifest in the flat-space expressions that these correlators are transmuted from, which only have physical singularities. Since the transmutation operations do not introduce any singularities, it then follows that the de Sitter correlators can only have singularities at the same locations (though possibly of higher order). An advantage of the transmutation approach therefore is that we see very explicitly how the complicated structure of subleading singularities in de Sitter space follows inevitably from the simpler flat-space structure.

The obvious generalization of the previous formulas to higher spin is ${ }^{34}$

$$
\begin{equation*}
\psi_{J_{\ell} \varphi^{3}}^{(\mathrm{dS})}=-i \prod_{j=1}^{\ell-1} \mathcal{S}_{k_{1}}^{[j]} \int_{k_{34}}^{\infty} \mathrm{d} \tilde{k}_{34} \psi_{J_{\ell} \varphi^{3}}^{(\mathrm{flat})}, \tag{5.64}
\end{equation*}
$$

where $\psi_{J_{\ell} \varphi^{3}}^{(\text {flat })}$ is given by the simple expression

$$
\begin{equation*}
\psi_{J_{\ell} \varphi^{3}}^{(\text {flat })}=\frac{\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{\ell}}{E E_{L} E_{R}} . \tag{5.65}
\end{equation*}
$$

However, these higher-spin cases are not really physical. As noted before, we have only constructed the $s$-channel exchange part of the correlator, and in order for correlators involving external particles with spin to be consistent, they must also satisfy the current conservation Ward-Takahashi identities, which only hold for $\ell \leq 2$ in flat space [11]. The connection between the de Sitter and flat-space correlators implies that the same is true in de Sitter space - there is no way to combine exchanges in different channels to satisfy the Ward-Takahashi identities for correlators of the form $\left\langle J_{\ell} \varphi \varphi \varphi\right\rangle$ if $\ell>2$ [29].

### 5.2.2 Correlators with internal spin

Next, we consider the transmutation of correlators involving the exchange of particles with spin. One additional complication that arises when the internal field has spin is that there are contributions from all helicities of the exchanged particle (and constrained potential modes for massless fields). We can decompose such exchanges into their various helicity components. For example, the four-point function of conformally coupled scalars can be

[^23]written as
\[

$$
\begin{equation*}
\psi_{\varphi^{4}}^{(\ell)}=\sum_{m} f_{(\ell, m)} \widetilde{\Pi}_{\ell, m}, \tag{5.66}
\end{equation*}
$$

\]

where $\widetilde{\Pi}_{\ell, m}$ are polarization structures and $f_{(\ell, m)}$ are form factors. Since only the highesthelicity piece, $\widetilde{\Pi}_{\ell \ell \ell}$, survives in the cutting equation, it will be most straightforward to lift these components. Transmuting the lower-helicity form factors will require a little more work.

As an illustration, we first consider the exchange of a massless spin-2 field between scalars. Using the cutting rule, it is easy to show that the cuts of the correlator in flat space and de Sitter space are

$$
\begin{align*}
\operatorname{Disc}\left[\psi_{(\text {flat })}^{(T)}\right] & =-2 s \frac{\widetilde{\Pi}_{2,2}}{6\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)},  \tag{5.67}\\
\operatorname{Disc}\left[\psi_{(\mathrm{dS})}^{(T)}\right] & =-2 s^{3} \frac{2 \widetilde{\Pi}_{2,2}}{3\left(k_{12}^{2}-s^{2}\right)^{2}\left(k_{34}^{2}-s^{2}\right)^{2}} . \tag{5.68}
\end{align*}
$$

The goal is to find an operator that transforms the cut of the flat-space exchange (5.67) into that of its de Sitter counterpart (5.68). The form of the two expressions suggests that we are looking for a differential operator that has single derivatives with respect to $k_{12}$ and $k_{34}$. One possibility that does the job would seem to be

$$
\begin{equation*}
\frac{s^{2}}{2 k_{12} k_{34}} \partial_{k_{12}} \partial_{k_{34}} . \tag{5.69}
\end{equation*}
$$

However, this is not the correct operator - it does transmute the cut correctly, but it introduces spurious singularities at $k_{12}=0$ and $k_{34}=0$. We must impose the additional restriction that if our differential operator has singularities, it only has physical singularities. With this requirement, the following operator transforms the form factor of (5.67) into that of (5.68)

$$
\begin{equation*}
\mathcal{I}_{s}^{[1]} \equiv \frac{2}{E}\left(\partial_{k_{12}}+\partial_{k_{34}}\right)+\partial_{k_{12}} \partial_{k_{34}} . \tag{5.70}
\end{equation*}
$$

An interesting feature of this operator is that it does not factorize into operators that act separately on the left and right vertex factors. This is to be expected because we are trying to transmute the internal line which connects the two vertices, so it is not surprising that the operator reflects this structure.

To demystify the origin of the operator (5.70), and to find generalizations that lift correlators with higher-spin exchange, it is helpful to return to the bulk time integrals that give rise to these correlators. For simplicity, we consider first the time integral arising from the exchange of a massless spin- $\ell$ particle between conformally coupled scalars, leading to the following expression for the form factor

$$
\begin{equation*}
f_{(\ell, \ell)}^{(\mathrm{dS})}=\int \mathrm{d} \eta \mathrm{~d} \eta^{\prime} e^{i k_{12} \eta} e^{i k_{34} \eta^{\prime}}\left(\eta \eta^{\prime}\right)^{\ell-2} \mathcal{G}_{\ell-\frac{1}{2}}\left(s ; \eta, \eta^{\prime}\right) \tag{5.71}
\end{equation*}
$$

In order to relate this expression to its counterpart in flat space, it is useful to define

$$
\begin{equation*}
\left.G^{(\nu)}\left(k ; \eta, \eta^{\prime}\right) \equiv\left(\eta \eta^{\prime}\right)^{\nu-3 / 2} \mathcal{G}_{\nu}\left(k ; \eta, \eta^{\prime}\right)\right|_{\eta_{*}=0}, \tag{5.72}
\end{equation*}
$$

which is precisely the combination appearing in (5.71) with $\nu=\ell-\frac{1}{2}$. Note that we have taken the limit $\eta_{*} \rightarrow 0$ in the definition of $G^{(\nu)}$. The function $G^{(\nu)}$ satisfies the identity [15]

$$
\begin{equation*}
\left(\partial_{\eta}+\partial_{\eta^{\prime}}\right) G^{(\nu)}\left(\eta, \eta^{\prime}\right)=\left(\eta+\eta^{\prime}\right) 2(\nu-1) G^{(\nu-1)}\left(\eta, \eta^{\prime}\right)-\eta \eta^{\prime}\left(\partial_{\eta}+\partial_{\eta^{\prime}}\right) G^{(\nu-1)}\left(\eta, \eta^{\prime}\right), \tag{5.73}
\end{equation*}
$$

which relates bulk-to-bulk propagators with $\nu$ shifted by 1 . This relation is particularly useful for massless fields with spin precisely because $\nu=\ell-\frac{1}{2}$, so the highest-helicity parts of their bulk-to-bulk propagators have indices that differ by integers.

Using (5.73), it is relatively straightforward to derive relations between $\psi_{4}^{(\ell)}$ with different spins. To do so, we consider the slightly modified time integral:

$$
\begin{equation*}
E f_{(\ell, \ell)}^{(\mathrm{dS})}=i \int \mathrm{~d} \eta \mathrm{~d} \eta^{\prime} e^{i k_{12} \eta} e^{i k_{34} \eta^{\prime}}\left(\partial_{\eta}+\partial_{\eta^{\prime}}\right) G^{(\ell-1 / 2)}\left(s ; \eta, \eta^{\prime}\right) \tag{5.74}
\end{equation*}
$$

where the factor of $E$ on the left-hand side can be understood by integrating the right-hand side by parts. Using the identity (5.73), and integrating by parts to trade factors of $\eta$ for derivatives with respect to energies, we get

$$
\begin{equation*}
f_{(\ell, \ell)}^{(\mathrm{dS})}=\left[2(\ell-1) \frac{1}{E}\left(\partial_{k_{12}}+\partial_{k_{34}}\right)+\partial_{k_{12}} \partial_{k_{34}}\right] f_{(\ell-1, \ell-1)}^{(\mathrm{dS})} \tag{5.75}
\end{equation*}
$$

This equation provides a recursion relation between the four-point function of conformally coupled scalars arising from the highest-helicity part of massless spin- $\ell$ exchange. From this, we can extract the differential operator

$$
\begin{equation*}
\mathcal{I}_{s}^{[j]} \equiv \frac{2 j}{E}\left(\partial_{k_{12}}+\partial_{k_{34}}\right)+\partial_{k_{12}} \partial_{k_{34}}, \tag{5.76}
\end{equation*}
$$

which raises the spin to $j+1$ when acting on an exchange of spin $j$, and where the derivatives are appropriate for $s$-channel exchange. Note also that the same operator can be used to generate correlation functions involving the exchange of scalar fields with half-integer $\nu$ (corresponding to integer $\Delta$ ) - e.g. massless scalars - from flat-space exchanges. Ideas along this line were explored in [15].

For $\ell=1$, the time integral (5.71) is just the usual flat-space four-point correlator $1 /\left(E E_{L} E_{R}\right)$, because spin-1 fields are conformally coupled. ${ }^{35}$ We can therefore write the highest-helicity form factor in the decomposition (5.66) as

$$
\begin{equation*}
f_{(\ell, \ell)}^{(\mathrm{dS})}=\prod_{j=1}^{\ell-1} \mathcal{I}_{s}^{[j]} \frac{1}{E E_{L} E_{R}} . \tag{5.77}
\end{equation*}
$$

We could, of course, have derived (5.76) by looking at the cuts of higher-spin exchanges in the same way that we did for spin-2, but the approach we have taken is algebraically simpler because it does not require explicit expressions for the shifted wavefunctions appearing in the cut.

Since the lower-helicity components of the exchange drop out of the cut, their uplifting to de Sitter space requires more care. However, for conformally coupled external fields it

[^24]is relatively straightforward, because the parts of the propagator responsible for potential modes are related in a simple way to the highest-helicity piece, and the vertex factors have a simple relation to their flat-space counterparts. The propagator for potential modes in de Sitter is just the $s \rightarrow 0$ limit of the highest-helicity propagating mode, which implies that the form factors satisfy
\[

$$
\begin{equation*}
f_{(\ell, m)}^{(\mathrm{dS})}=\lim _{s \rightarrow 0}(-1)^{\ell-m} k_{12} k_{34} f_{(\ell, \ell)}^{(\mathrm{dS})} \tag{5.78}
\end{equation*}
$$

\]

where the factor of $k_{12} k_{34}$ is a consequence of the way we have defined the polarization sums. If we want to generate the lower-helicity form factors by acting with a differential operator on the flat-space form factors, we can use the following operator

$$
\begin{equation*}
\hat{\mathcal{I}}_{s}^{[j]} \equiv k_{12} k_{34} \mathcal{I}_{s}^{[j]} \frac{1}{k_{12} k_{34}} \tag{5.79}
\end{equation*}
$$

where derivatives act on everything to their right. Note that this operator becomes equivalent to $\partial_{E}^{2}$ when acting on the $1 / E$ form factors that accompany the lower-helicity polarization sums in flat space.

For external fields that are not conformally coupled, the lifting of the longitudinal polarization sums is more complicated. The essential complication is that there is no longer a simple relation between the vertex factors for the lowest-helicity components in flat space and those in de Sitter space. We will see an avatar of this complication in section 6 when we lift the flat-space graviton Compton correlator to de Sitter space.

Examples. We now illustrate the transmutation procedure explicitly for some simple cases, first treating a few low-spin exchanges before generalizing to arbitrary spin exchange between conformally coupled scalars.

Spin-2 exchange. We first consider massless spin-2 exchange in de Sitter. As an input, we take the four-point function of massless scalars in flat-space exchanging a massless spin-2 particle

$$
\begin{equation*}
\psi_{4, \text { flat }}^{(T)}=\frac{1}{6 E E_{L} E_{R}} \widetilde{\Pi}_{2,2}-\frac{1}{6 E} \widetilde{\Pi}_{2,1}+\frac{1}{6 E} \widetilde{\Pi}_{2,0}+\cdots \tag{5.80}
\end{equation*}
$$

where the ellipses denote the second line appearing in the explicit answer (3.29). While these additional terms are necessary to make the flat-space correlator vanish in the soft limit, it turns out that they do not contribute to the uplifting - instead they produce a de Sitter-invariant contact solution, which is degenerate with higher-dimensional contact interactions. This can be understood from the difference in the structure of the longitudinal part of the graviton propagators in de Sitter space and in flat space. Comparing (5.80) to (5.66), we identify the following form factors

$$
\begin{equation*}
f_{(2,2)}^{(\text {flat })}=\frac{1}{6 E E_{L} E_{R}}, \quad f_{(2,1)}^{(\text {flat })}=-\frac{1}{6 E}, \quad f_{(2,0)}^{(\text {flat })}=\frac{1}{6 E} \tag{5.81}
\end{equation*}
$$

Acting on these form factors with the relevant transmutation operators, we obtain

$$
\begin{align*}
f_{(2,2)}^{(\mathrm{dS})} & =\mathcal{I}_{s}^{[1]} f_{(2,2)}^{(\mathrm{fata})}=-\frac{s E+E_{L} E_{R}}{3 E^{3} E_{L}^{2} E_{R}^{2}},  \tag{5.82}\\
f_{(2,1)}^{(\mathrm{dS})} & =\hat{\mathcal{I}}_{s}^{[1]} f_{(2,1)}^{(\mathrm{fat})}=\frac{1}{3 E^{3}},  \tag{5.83}\\
f_{(2,0)}^{(\mathrm{dS})} & =\hat{\mathcal{I}}_{s}^{[1]} f_{(2,0)}^{\text {(fat) }}=-\frac{1}{3 E^{3}}, \tag{5.84}
\end{align*}
$$

which, combined with the associated polarization structures, leads to the expression

$$
\begin{equation*}
\psi_{4, \mathrm{dS}}^{(T)}=-\frac{s E+E_{L} E_{R}}{3 E^{3} E_{L}^{2} E_{R}^{2}} \widetilde{\Pi}_{2,2}+\frac{1}{3 E^{3}} \widetilde{\Pi}_{2,1}-\frac{1}{3 E^{3}} \widetilde{\Pi}_{2,0} \tag{5.85}
\end{equation*}
$$

This is exactly the answer obtained in (4.34) from recursion, and computed in [9-11]. The benefit of the transmutation approach is that we see the commonalities between the de Sitter and flat-space correlators.

Spin-3 exchange. Next, we consider massless spin-3 exchange. Much like for spin-1 exchange, this requires multiple flavors of scalars in order to have a non-vanishing correlator, but we suppress this flavor structure in the following. In flat space, the spin-3 exchange correlator is

$$
\begin{equation*}
\psi_{4, \text { flat }}^{(\ell=3)}=\frac{1}{24 E E_{L} E_{R}} \widetilde{\Pi}_{3,3}-\frac{1}{24 E} \widetilde{\Pi}_{3,2}+\frac{1}{24 E} \widetilde{\Pi}_{3,1}-\frac{1}{24 E} \widetilde{\Pi}_{3,0}+\cdots, \tag{5.86}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
& \widetilde{\Pi}_{3,3} \equiv s^{6} \Pi_{3,3}, \quad \widetilde{\Pi}_{3,2} \equiv s^{4} \Pi_{3,2}, \quad \widetilde{\Pi}_{3,1} \equiv\left(E_{L} E_{R}-s E\right) s^{2} \Pi_{3,1}, \\
& \widetilde{\Pi}_{3,0} \equiv\left[\left(E_{L} E_{R}-s E\right)^{2}-s^{2} E^{2} / 3\right] \Pi_{3,0} . \tag{5.87}
\end{align*}
$$

As in the spin- 2 case, this result can be obtained by demanding that the correlator vanishes in the soft limits and reduces to a Lorentz-invariant amplitude on the total energy singularity (up to contact contributions). The polarization sums $\Pi_{3, m}$ can be found in appendix A. The form factors in (5.86) are $1 / E E_{L} E_{R}$ for the helicity- 3 component and $\pm 1 / E$ for the other helicities. Acting on these form factors with the same transmutation operators as before, we obtain the following result in de Sitter space:

$$
\begin{equation*}
\psi_{4, \mathrm{dS}}^{(\ell=3)}=\frac{3 E_{L} E_{R}\left(E_{L} E_{R}+s E\right)+2 s^{2} E^{2}}{3 E^{5} E_{L}^{3} E_{R}^{3}} \widetilde{\Pi}_{3,3}-\frac{1}{E^{5}} \widetilde{\Pi}_{3,2}+\frac{1}{E^{5}} \widetilde{\Pi}_{3,1}-\frac{1}{E^{5}} \widetilde{\Pi}_{3,0} . \tag{5.88}
\end{equation*}
$$

It can be checked that this answer is de Sitter invariant and captures the exchange of a massless spin-3 particle in the bulk.

Spin- $\ell$ exchange. The above results can be generalized to arbitrary spin exchange. The spin- $\ell$ exchange correlator in flat space takes the form

$$
\begin{equation*}
\psi_{4, \text { flat }}^{(\ell)} \propto \frac{1}{E}\left[\frac{1}{E_{L} E_{R}} \widetilde{\Pi}_{\ell, \ell}+\sum_{m=0}^{\ell-1} \widetilde{\Pi}_{\ell, m}\right]+\cdots, \tag{5.89}
\end{equation*}
$$

where the ellipses denote terms that can be fixed by demanding that the correlator has vanishing soft limits. These terms are not necessary to produce a de Sitter-invariant correlator for the same reason as in the spin- 2 case. The polarization sums are given by (see appendix A)

$$
\begin{align*}
\widetilde{\Pi}_{\ell, \ell} & =s^{2 \ell} \Pi_{\ell, \ell},  \tag{5.90}\\
\widetilde{\Pi}_{\ell, m} & =s^{2 m}(s E)^{\ell-m-1} \widetilde{P}_{\ell-1}^{m}\left(\frac{E_{L} E_{R}}{s E}-1\right) \Pi_{\ell, m} \quad(m \neq \ell), \tag{5.91}
\end{align*}
$$

where we have defined a modified version of the associated Legendre polynomial

$$
\begin{equation*}
\widetilde{P}_{\ell-1}^{m}(y) \equiv \frac{(-2)^{\ell-2}(\ell-2)!(\ell-m-1)!}{(2 \ell-3)!} \frac{P_{\ell-1}^{m}(y)}{\left(1-y^{2}\right)^{m / 2}}=(-1)^{m} y^{\ell-1}+\cdots . \tag{5.92}
\end{equation*}
$$

The flat-space form factors take the simple form

$$
\begin{equation*}
f_{(\ell, \ell)}^{(\text {fat })}=\frac{1}{E E_{L} E_{R}}, \quad f_{(\ell, m \neq \ell)}^{(\text {fat })}=\frac{(-1)^{\ell-m}}{E} . \tag{5.93}
\end{equation*}
$$

Lifting these form factors using the operator (5.76), we find the corresponding result for massless spin $\ell$ exchange in de Sitter space ${ }^{36}$

$$
\begin{equation*}
\psi_{4, \mathrm{dS}}^{(\ell, \Delta=\ell+1)} \propto \frac{1}{E^{2 \ell-1}}\left[\frac{p_{\ell}}{E_{L}^{\ell} E_{R}^{\ell}} \widetilde{\Pi}_{\ell, \ell}+\sum_{m=0}^{\ell-1} \widetilde{\Pi}_{\ell, m}\right], \tag{5.94}
\end{equation*}
$$

where the coefficient of the highest-helicity contribution,

$$
\begin{equation*}
p_{\ell} \equiv(s E)^{\ell-1} \widetilde{P}_{\ell-1}^{(\ell,-\ell)}\left(\frac{E_{L} E_{R}}{s E}-1\right), \tag{5.95}
\end{equation*}
$$

is defined in terms of a modified version of the Jacobi polynomial

$$
\begin{equation*}
\widetilde{P}_{\ell-1}^{(m,-m)}(y) \equiv \frac{(-1)^{\ell-m} 2^{\ell-2}(\ell-2)!(\ell-1)!}{(2 \ell-3)!} P_{\ell-1}^{(m,-m)}(y)=(-1)^{\ell-m} y^{\ell-1}+\cdots . \tag{5.96}
\end{equation*}
$$

It can be checked that (5.94) is consistent with the general spin- $\ell$ exchange result $[9,10]$, and is thus conformally invariant.

### 5.2.3 Boost-breaking from transmutation

An appealing feature of the transmutation procedure is that it does not rely strongly on de Sitter symmetry and can therefore be extended to cases where the bulk interactions break the symmetry. Since the interactions in inflationary models necessarily break de Sitter

[^25]This representation is nice in that it treats all helicities on an equal footing, but it makes the energy singularities less manifest.
symmetry [81, 82, 100], this situation is particularly relevant phenomenologically, especially in models with large non-Gaussianities [101-103].

As an illustrative example, we again consider the four-point function arising from a $\dot{\phi}^{3}$ interaction in de Sitter space, given by the action (4.35); see also [104, 105]. The three-point wavefunction coefficient in this theory is fairly simple:

$$
\begin{equation*}
\psi_{3, \phi^{3}}^{(\mathrm{dS})}\left(k_{1}, k_{2}, s\right)=-\frac{2\left(k_{1} k_{2} s\right)^{2}}{\left(k_{1}+k_{2}+s\right)^{3}}, \tag{5.97}
\end{equation*}
$$

and we can use it to generate the cut of the four-point function (in the $s$-channel)

$$
\begin{align*}
\operatorname{Disc}\left[\psi_{4, \dot{\phi}^{3}}^{(\mathrm{dS})}\right] & =-2 s^{3} \widetilde{\psi}_{3, \dot{\phi}^{3}}^{(\mathrm{dS})}\left(k_{1}, k_{2}, s\right) \times \widetilde{\psi}_{3, \dot{\phi}^{3}}^{(\mathrm{dS})}\left(s, k_{3}, k_{4}\right) \\
& =-2 s^{3} \frac{2 k_{1}^{2} k_{2}^{2}\left(3 k_{12}^{2}+s^{2}\right)}{\left(k_{12}^{2}-s^{2}\right)^{3}} \frac{2 k_{3}^{2} k_{4}^{2}\left(3 k_{34}^{2}+s^{2}\right)}{\left(k_{34}^{2}-s^{2}\right)^{3}} \tag{5.98}
\end{align*}
$$

We want to find a differential operator that transforms the cut of the flat-space exchange $1 /\left(E E_{L} E_{R}\right)$, given by

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4, \phi^{3}}^{(\mathrm{flat})}\right]=-2 s \frac{1}{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)} \tag{5.99}
\end{equation*}
$$

into (5.98). A very simple such operator is ${ }^{37}$

$$
\begin{equation*}
\mathcal{B}_{s} \equiv\left(k_{1} k_{2} k_{3} k_{4}\right)^{2} s^{2} \partial_{k_{12}}^{2} \partial_{k_{34}}^{2} \tag{5.100}
\end{equation*}
$$

This operator does not introduce any spurious singularities, so we can act with it on the full flat-space exchange solution to obtain

$$
\begin{align*}
\widehat{\psi}_{4, \phi^{3}}^{(\mathrm{dS})} \equiv \mathcal{B}_{s} \psi_{4, \phi^{3}}^{(\mathrm{flat})}=2 s\left(k_{1} k_{2} k_{3} k_{4}\right)^{2} & {\left[\frac{6}{E^{5}}\left(\frac{1}{E_{L}}+\frac{1}{E_{R}}\right)+\frac{3}{E^{4}}\left(\frac{1}{E_{L}^{2}}+\frac{1}{E_{R}^{2}}\right)\right.} \\
& \left.+\frac{1}{E^{3}}\left(\frac{1}{E_{L}^{3}}+\frac{1}{E_{R}^{3}}\right)-\frac{1}{E_{L}^{3} E_{R}^{3}}\right] \tag{5.101}
\end{align*}
$$

Interestingly, this is not quite the full answer (4.43), which is

$$
\begin{equation*}
\psi_{4, \dot{\phi}^{3}}^{(\mathrm{dS})}=\widehat{\psi}_{4, \dot{\phi}^{3}}^{(\mathrm{dS})}-\frac{24\left(k_{1} k_{2} k_{3} k_{4}\right)^{2}}{E^{5}} \tag{5.102}
\end{equation*}
$$

We see that the solution generated by the operator (5.100) differs from the result of a bulk calculation by a contact solution. This is completely consistent, because we inferred the structure of the operator (5.100) by transmuting the cut of the four-point function, which

[^26]

Figure 4. Illustration of the transmutation operators for $\left\langle J_{\ell} \varphi \varphi \varphi\right\rangle$ (left) and $\langle\varphi \varphi \varphi \varphi\rangle^{(\ell)}$ (right).
precisely projects out the contributions from contact solutions. This solution also coincides with the structure that arises from a $\dot{\phi}^{4}$ bulk interaction. By manipulating the bulk time integral, we can find another operator that transmutes (5.99) into (5.98)

$$
\begin{equation*}
\mathcal{B}_{s}^{\prime} \equiv\left(k_{1} k_{2} k_{3} k_{4}\right)^{2} \partial_{k_{12}} \partial_{k_{34}}\left(k_{12} k_{34} \mathcal{I}_{s}^{[1]}\right) \tag{5.103}
\end{equation*}
$$

where the derivatives act on everything to their right. This operator generates exactly the four-point function (4.43) by acting on the flat-space exchange:

$$
\begin{equation*}
\left(\mathcal{B}_{s}^{\prime}-\mathcal{B}_{s}\right) \psi_{4, \phi^{3}}^{(\mathrm{flat})}=-\frac{24\left(k_{1} k_{2} k_{3} k_{4}\right)^{2}}{E^{5}} \tag{5.104}
\end{equation*}
$$

As expected, the combination $\mathcal{B}_{s}^{\prime}-\mathcal{B}_{s}$ annihilates the cut (5.99). This suggests that there is an organization of the bulk effective field theory from the boundary point of view, where operators that transmute the cuts of flat-space correlators generate the corresponding contributions from exchanges in de Sitter space, while combinations of operators that annihilate flat-space cuts generate the contributions from contact diagrams in de Sitter. It would be interesting to investigate this more systematically.

We have, so far, focused on the simplest correlation functions that arise from de Sitter boost-breaking interactions, but the general philosophy can be readily extended to more complicated situations. Since this procedure takes as an input the three-point wavefunction, it synergizes naturally with recent progress in bootstrapping these building blocks [75, 80]. As an example, in appendix E, we apply this approach to the EFT of inflation and generate the contribution to the trispectrum arising from the $\dot{\pi}(\nabla \pi)^{2}$ operator. In this case, the result of a direct bulk computation is very complicated, but we show how it arises from the transmutation of a simple seed in flat space.

### 5.3 Summary: transmutation rules

We have seen in a number of examples how flat-space correlation functions can be transformed to de Sitter space. We now wish to distill some general lessons from these examples that are more widely applicable.

First, we introduced a differential operator that maps an external spin- $j$ field to a spin- $(j+1)$ field in de Sitter:

$$
\begin{equation*}
\mathcal{S}_{k}^{[j]} \equiv(2 j-1)-k \partial_{k}, \tag{5.105}
\end{equation*}
$$

where $k$ is the energy of the field. Applying this operator $\ell-1$ times allows us to transmute a flat-space correlator with an external spin- $\ell$ field to de Sitter space:

$$
\begin{equation*}
\mathcal{D}_{[\ell 00]} \equiv \prod_{j=1}^{\ell-1} \mathcal{S}_{k_{1}}^{[j]} . \tag{5.106}
\end{equation*}
$$

In the left panel of figure 4, we illustrate how this operator arises in the transmutation of $\left\langle J_{\ell} \varphi \varphi \varphi\right\rangle$. In this example, we furthermore have to transmute the scalar three-point vertex of massless fields in flat space to conformally coupled fields in de Sitter. This involves integration with respect to $k_{34}$, the sum of the energies of the external legs attached to the scalar vertex. This integration accounts for the differences in the time dependence of the vertex factors for massless fields in flat space and conformally coupled fields in de Sitter. It is also worth reiterating that the simplicity of the operators in this example is due in part to the appearance of conformally coupled scalars in the de Sitter correlator. In cases with fields of other masses - for example, massless fields or fields with spin - additional operations involving integration will be needed to transmute these external lines.

Another important operation corresponds to the lifting of a spinning internal line. In this case, the operator that effects this transformation is

$$
\begin{equation*}
\mathcal{I}_{s}^{[j]} \equiv \frac{2 j}{E}\left(\partial_{k_{12}}+\partial_{k_{34}}\right)+\partial_{k_{12}} \partial_{k_{34}}, \tag{5.107}
\end{equation*}
$$

which maps a spin- $j$ exchange to a spin- $(j+1)$ exchange between conformally coupled scalars in de Sitter, as depicted in the right panel of figure 4 . Since spin- 1 fields are conformally coupled, their transmutation to de Sitter space is trivial. The exchange of fields with higher spins $\ell>1$ is therefore transmuted by acting $\ell-1$ times with the operator in (5.107). In much the same way as for (5.106), in cases where the external fields are not conformally coupled - which we will encounter in the next section - additional operations are needed to transform the vertices to de Sitter space.

## 6 Bootstrapping using cuts and transmutation

To illustrate the power of the bootstrap approach - and the utility of the tools collected in this paper - we will now apply it to a more complex example: the correlator associated with the Compton scattering of gravitons. (An even more complicated case, the fourpoint function of gravitons, will be presented elsewhere [106].) The expression for this wavefunction coefficient is known in the literature: in [11], we derived it in de Sitter space as a solution to the conformal Ward identities utilizing weight-shifting operators to generate the solution from simpler seed solutions involving only scalar fields. Even with this technology, the derivation was somewhat involved - in fact, this example arguably pushed the weight-shifting formalism near its limits, which motivates looking for a more streamlined approach to move forward. Moreover, the final answer obtained in [11] was not very illuminating, involving fairly complicated subleading singularities that were fixed by conformal symmetry, but whose connection to other physical principles was obscure. We will see that - much like in the other examples we have considered so far - the precise




Figure 5. Illustration of the different contributions to gravitational Compton scattering.
structure of singularities follows in a straightforward way from the singularities of the corresponding flat-space process. This gives us some additional insight into the structure of the final answer.

### 6.1 Inspiration: graviton compton scattering

Our goal is to construct the graviton Compton correlator using only simple physical principles like locality and unitarity. As a useful motivational success story of this philosophy, it is illuminating to determine the gravitational Compton scattering amplitude from a similar perspective, which will have parallels in the correlator construction. Aside from serving as inspiration, the flat-space scattering amplitude will also be an input to our construction of the correlator.

We have seen that the cuts of correlators provide useful constraints on their analytic structure, and the same is true for scattering amplitudes. An important constraint on scattering amplitudes is that they must obey the optical theorem

$$
\begin{equation*}
2 \operatorname{Im}[A(i \rightarrow f)]=i \sum_{X} \int \mathrm{dLIPS}(2 \pi)^{4} \delta\left(p_{i}-p_{X}\right) A(i \rightarrow X) A^{*}(X \rightarrow f) \tag{6.1}
\end{equation*}
$$

which relates the imaginary part of a scattering process to the sum over all possible intermediate states between factorized lower-point amplitudes. In this expression dLIPS indicates that the integral is over the Lorentz-invariant phase space accessible to the on-shell intermediate states $X$. The famous Cutkosky rules systematize the perturbative expansion of the relation (6.1). We now show how the tree-level graviton Compton S-matrix can be derived from these cuts.
$\boldsymbol{s} / \boldsymbol{t}$-channel. Three distinct channels contribute to the scattering between two gravitons and two scalar particles (see figure 5). In two of them, a scalar is exchanged (in our conventions, the $s$ and $t$-channels), much like in ordinary Abelian vector Compton scattering in scalar QED. In the third channel (the $u$-channel), a graviton is exchanged. The channels with scalar exchange are simpler, so we treat them first. For the $s$-channel contribution, the optical theorem reads

$$
\begin{equation*}
i A_{s}-i A_{s}^{*}=-2 \pi \delta(S) A_{g \phi \phi} A_{\phi g \phi} \tag{6.2}
\end{equation*}
$$

which expresses the imaginary part of the four-point amplitude in the $s$-channel in terms of (on-shell) three-point amplitudes involving two scalars and a graviton. These three-particle amplitudes have a very simple form:

$$
\begin{equation*}
i A_{g \phi \phi}\left(p_{1}, p_{2}, p_{3}\right)=\left(\epsilon_{1} \cdot p_{2}\right)^{2} \tag{6.3}
\end{equation*}
$$

Substituting this into (6.2) and using a standard distribution identity for the delta function yields

$$
\begin{equation*}
i A_{s}-i A_{s}^{*}=-\left[\frac{1}{S+i \varepsilon}-\frac{1}{S-i \varepsilon}\right]\left(\epsilon_{1} \cdot p_{2}\right)^{2}\left(\epsilon_{3} \cdot p_{4}\right)^{2} \tag{6.4}
\end{equation*}
$$

It is easy to extract from this expression an amplitude with the correct cut:

$$
\begin{equation*}
i A_{s}=-\frac{\left(\epsilon_{1} \cdot p_{2}\right)^{2}\left(\epsilon_{3} \cdot p_{4}\right)^{2}}{S+i \varepsilon} \tag{6.5}
\end{equation*}
$$

The $t$-channel result, $A_{t}$, is obtained by interchanging $2 \leftrightarrow 4$.
$\boldsymbol{u}$-channel. Deriving the $u$-channel contribution is only slightly more elaborate. This involves graviton exchange, so the optical theorem now gives

$$
\begin{equation*}
i A_{u}-i A_{u}^{*}=-2 \pi \delta(U) A_{g g g}^{\mu \nu} G_{\mu \nu, \alpha \beta} A_{g \phi \phi}^{\alpha \beta} \tag{6.6}
\end{equation*}
$$

where the right-hand side implicitly contains a sum over internal polarizations through the propagator ${ }^{38} G_{\mu \nu, \alpha \beta}=-i \eta_{\mu \alpha} \eta_{\nu \beta}$. The graviton-scalar-scalar on-shell three-point amplitude is just a permutation of (6.3), while the graviton three-point amplitude is given by

$$
\begin{equation*}
i A_{g g g}\left(p_{1}, p_{2}, p_{3}\right)=\left[\left(p_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{2}\right)+\left(p_{3} \cdot \epsilon_{2}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)+\left(p_{2} \cdot \epsilon_{1}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\right]^{2} \tag{6.7}
\end{equation*}
$$

Putting these elements together, and performing similar steps as for the $s$-channel, we find that the $u$-channel amplitude with the correct cut is

$$
\begin{equation*}
i A_{u}=-\frac{1}{U+i \varepsilon}\left[-S T\left(\epsilon_{1} \cdot \epsilon_{3}\right)^{2}+2(T-S)\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \circ \epsilon_{3}\right)+4\left(\epsilon_{1} \circ \epsilon_{3}\right)^{2}\right] \tag{6.8}
\end{equation*}
$$

where $\epsilon_{1} \circ \epsilon_{3}$ denotes the combination

$$
\begin{equation*}
\epsilon_{1} \circ \epsilon_{3} \equiv\left(\epsilon_{1} \cdot p_{2}\right)\left(\epsilon_{3} \cdot p_{4}\right)-\left(\epsilon_{1} \cdot p_{4}\right)\left(\epsilon_{3} \cdot p_{2}\right) \tag{6.9}
\end{equation*}
$$

In addition to the $s, t$ and $u$-channels, the amplitude has one further piece.
Contact term. The sum of the above contributions is not yet the full answer because it isn't gauge invariant. Restoring gauge invariance requires a contact term contribution. The most general possibility arising from a two-derivative vertex, and with the correct permutation symmetry, is

$$
\begin{equation*}
A_{c}=c_{1}\left(\epsilon_{1} \cdot \epsilon_{3}\right)^{2}+c_{2}\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left[\left(\epsilon_{1} \cdot p_{2}\right)\left(\epsilon_{3} \cdot p_{4}\right)+\left(\epsilon_{1} \cdot p_{4}\right)\left(\epsilon_{3} \cdot p_{2}\right)\right] \tag{6.10}
\end{equation*}
$$

Demanding gauge invariance of the total amplitude

$$
\begin{equation*}
A \equiv c_{s} A_{s}+c_{t} A_{t}+c_{u} A_{u}+A_{c} \tag{6.11}
\end{equation*}
$$

then fixes all coefficients up to an overall normalization

$$
\begin{equation*}
c_{s}=c_{t}=4 c_{u}, \quad c_{1}=0, \quad c_{2}=-\frac{c_{s}}{2} \tag{6.12}
\end{equation*}
$$

[^27]The full amplitude can then be written in the extremely simple KLT-like form

$$
\begin{equation*}
i A=-\frac{S T}{4 U}\left[\frac{4\left(\epsilon_{1} \cdot p_{2}\right)\left(\epsilon_{3} \cdot p_{4}\right)}{S}+\frac{4\left(\epsilon_{1} \cdot p_{4}\right)\left(\epsilon_{3} \cdot p_{2}\right)}{T}-2\left(\epsilon_{1} \cdot \epsilon_{3}\right)\right]^{2} \tag{6.13}
\end{equation*}
$$

where the structure appearing in the brackets is the Abelian vector Compton scattering amplitude. For our later purposes, it will be convenient to write the amplitude in a somewhat less elegant, but equivalent, form

$$
\begin{align*}
i A= & -\frac{4\left(\epsilon_{1} \cdot p_{2}\right)^{2}\left(\epsilon_{3} \cdot p_{4}\right)^{2}}{S}-\frac{4\left(\epsilon_{1} \cdot p_{4}\right)^{2}\left(\epsilon_{3} \cdot p_{2}\right)^{2}}{T} \\
& -\frac{1}{U}\left[\frac{1}{6} U^{2} P_{2}\left(1+\frac{2 S}{U}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)^{2}-2 U P_{1}\left(1+\frac{2 S}{U}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \circ \epsilon_{3}\right)+4\left(\epsilon_{1} \circ \epsilon_{3}\right)^{2}\right] \\
& +\frac{1}{6} \mathrm{U}\left(\epsilon_{1} \cdot \epsilon_{3}\right)^{2}+2\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left[\left(\epsilon_{1} \cdot p_{2}\right)\left(\epsilon_{3} \cdot p_{4}\right)+\left(\epsilon_{1} \cdot p_{4}\right)\left(\epsilon_{3} \cdot p_{2}\right)\right] \tag{6.14}
\end{align*}
$$

where $P_{1}$ and $P_{2}$ are the first and second Legendre polynomials. This result agrees with that obtained by an explicit computation in [108]. It is worth appreciating, however, how much simpler this procedure was than computing the answer directly using Feynman rules.

### 6.2 Bootstrapping the flat-space correlator

Inspired by the simplicity of the bootstrap approach for the graviton Compton scattering amplitude, we now revisit the derivation of the graviton Compton correlator from a similar perspective. Our strategy will be to first bootstrap this correlator in flat space and then lift the answer to de Sitter using the transmutation procedure discussed in section 5 .

### 6.2.1 Correlator from cutting

The benefit of first constructing the correlator in flat space is that nearly all of its structure is fixed by singularities in a transparent way. Our strategy will be same as for the amplitude: first construct the cut of the wavefunction in its various exchange channels and then infer the contributions away from the cut by demanding that the answer has the correct singularities.
$\boldsymbol{s} / \boldsymbol{t}$-channel. It is again simplest to start with the $s$-channel. We can build the cut of the correlator in this channel using the wavefunction coefficient $\psi_{T \varphi \varphi}$, found in (5.3). We obtain

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{T \varphi T \varphi}^{(s)}\right]=-2 s \frac{4\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2}\left(\vec{k}_{4} \cdot \vec{\xi}_{3}\right)^{2}}{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)} \tag{6.15}
\end{equation*}
$$

Recall that this is an expression of the form $\psi_{T \varphi T \varphi}^{(s)}\left(k_{12}, k_{34}\right)+\psi_{T \varphi T \varphi}^{(s)}\left(-k_{12},-k_{34}\right)$, from which we want to infer $\psi_{T \varphi T \varphi}^{(s)}\left(k_{12}, k_{34}\right)$. It is clear that the polarization structure must be $\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2}\left(\vec{k}_{4} \cdot \vec{\xi}_{3}\right)^{2}$, so we only need to determine the structure of the energy variables. Locality dictates that the $s$-channel has singularities when $E, E_{L}^{(s)}$ and $E_{R}^{(s)}$ go to zero. In flat space, these singularities are simple poles. The unique object that reproduces (6.15) and only has these singularities is

$$
\begin{equation*}
\psi_{T \varphi T \varphi}^{(s)}=\frac{4\left(\vec{k}_{2} \cdot \vec{\xi}_{1}\right)^{2}\left(\vec{k}_{4} \cdot \vec{\xi}_{3}\right)^{2}}{E E_{L}^{(s)} E_{R}^{(s)}} \tag{6.16}
\end{equation*}
$$

Notice that we are forced to have a total energy singularity, whose residue reproduces (6.5). The $t$-channel result is obtained from this by the permutation $2 \leftrightarrow 4$.
$\boldsymbol{u}$-channel. The $u$-channel is a bit more involved. In order to construct the cut, we need the tensor three-point function

$$
\begin{equation*}
\psi_{T T T}=\frac{1}{2\left(k_{13}+u\right)}\left[\left[\left(\vec{k}_{1}-\vec{k}_{3}\right) \cdot \vec{\xi}_{u}\right] \vec{\xi}_{1} \cdot \vec{\xi}_{3}+2\left(\vec{k}_{3} \cdot \vec{\xi}_{1}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{u}\right)-2\left(\vec{k}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{u} \cdot \vec{\xi}_{1}\right)\right]^{2} \tag{6.17}
\end{equation*}
$$

Combining this with the three-point function (5.3), we get

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{T \varphi T \varphi}^{(u)}\right]=-2 u \frac{\frac{1}{6} \widetilde{\Pi}_{2,2}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}+2 \widetilde{\Pi}_{1,1}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)^{2}}{\left(k_{13}^{2}-u^{2}\right)\left(k_{24}^{2}-u^{2}\right)} \tag{6.18}
\end{equation*}
$$

where $\vec{\xi}_{1} \circ \vec{\xi}_{3}$ is defined in the same way as in (6.9):

$$
\begin{equation*}
\vec{\xi}_{1} \circ \vec{\xi}_{3} \equiv\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)-\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right) \tag{6.19}
\end{equation*}
$$

We want to reconstruct the full $u$-channel contribution to the correlator from this cut. As before, the correct answer must have simple poles when either $E, E_{L}^{(u)}$ or $E_{R}^{(u)}$ vanish. Our strategy will be to make an ansatz that has these singularities and the correct polarization structure, and then fix its coefficient functions by requiring consistency with the cut (6.18) and the correct residues on the singularities. Our ansatz is

$$
\begin{equation*}
\psi_{T \varphi T \varphi}^{(u)}=\frac{g_{2}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}+g_{1}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)+g_{0}\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)^{2}}{E E_{L}^{(u)} E_{R}^{(u)}} \tag{6.20}
\end{equation*}
$$

where $g_{2}, g_{1}$, and $g_{0}$ are functions of the energies with mass dimension 4,2 and 0 , respectively. Plugging this ansatz into (6.18) fixes $g_{0}=4$, which is also consistent with the $E \rightarrow 0$ limit where it must match the scattering amplitude. For $g_{1}$ and $g_{2}$, the cut (6.18) implies

$$
\begin{equation*}
g_{1}=2 \widetilde{\Pi}_{1,1}^{(u)}+E_{L}^{(u)} E_{R}^{(u)} g_{1}^{(h)} \quad \text { and } \quad g_{2}=\frac{1}{6} \widetilde{\Pi}_{2,2}^{(u)}+E_{L}^{(u)} E_{R}^{(u)} g_{2}^{(h)} \tag{6.21}
\end{equation*}
$$

where $g_{1,2}^{(h)}\left(k_{a}\right)=g_{1,2}^{(h)}\left(-k_{a}\right)$ are even functions of the external energies, which parametrize solutions with vanishing cut, i.e. homogeneous solutions to the cutting equation. To fix the functions $g_{1,2}$, we therefore require additional information. We know that in the $E \rightarrow 0$ limit, (6.20) should match the middle line of (6.14), which implies that we should have

$$
\begin{equation*}
g_{1} \xrightarrow{E \rightarrow 0}-2 U P_{1}\left(1+\frac{2 S}{U}\right) \quad \text { and } \quad g_{2} \xrightarrow{E \rightarrow 0} \frac{1}{6} U^{2} P_{2}\left(1+\frac{2 S}{U}\right) . \tag{6.22}
\end{equation*}
$$

The natural extensions away from the $E=0$ limit are provided by the following functions [11] (see also appendix A),

$$
\begin{align*}
& \mathcal{P}_{1}^{(u)} \equiv \widetilde{\Pi}_{1,1}^{(u)}-E_{L}^{(u)} E_{R}^{(u)} \widetilde{\Pi}_{1,0}^{(u)}  \tag{6.23}\\
& \mathcal{P}_{2}^{(u)} \equiv \widetilde{\Pi}_{2,2}^{(u)}-E_{L}^{(u)} E_{R}^{(u)} \widetilde{\Pi}_{2,1}^{(u)}+E_{L}^{(u)} E_{R}^{(u)} \widetilde{\Pi}_{2,0}^{(u)}
\end{align*}
$$

Up to regular terms of the form $E E_{L}^{(u)} E_{R}^{(u)}(\ldots)$, the coefficient functions therefore are

$$
\begin{equation*}
g_{1}=2 \mathcal{P}_{1}^{(u)} \quad \text { and } \quad g_{2}=\frac{1}{6} \mathcal{P}_{2}^{(u)} \tag{6.24}
\end{equation*}
$$

Putting everything together, the final $u$-channel correlator is

$$
\begin{equation*}
\psi_{T \varphi T \varphi}^{(u)}=\frac{1}{E E_{L}^{(u)} E_{R}^{(u)}}\left[\frac{1}{6} \mathcal{P}_{2}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}+2 \mathcal{P}_{1}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)^{2}\right] \tag{6.25}
\end{equation*}
$$

which, by construction, reproduces (6.18) and has the correct residues on its singularities.
Contact term. Much like in the amplitude case, the sum of $s, t$ and $u$-channels is not the full answer. The clearest way to see this is to note that the sum does not reproduce the flat-space scattering amplitude on the total energy pole because we are missing a contact term. Like before, we can parametrize the most general contact term consistent with dimensional analysis, the presence of only a total energy pole and the symmetries of the problem:

$$
\begin{equation*}
\psi_{T \varphi T \varphi}^{(c)}=\frac{g_{1}^{(c)}}{E}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}+\frac{g_{2}^{(c)}}{E}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left[\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)+\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)\right] \tag{6.26}
\end{equation*}
$$

where $g_{1}^{(c)}$ and $g_{2}^{(c)}$ are functions of dimension 2 and 0 , respectively. Matching the $E \rightarrow 0$ limit of this expression to the last line of the scattering amplitude (6.14), we find that $g_{2}^{(c)}=2$ and

$$
\begin{equation*}
g_{1}^{(c)} \xrightarrow{E \rightarrow 0} \frac{U}{6} . \tag{6.27}
\end{equation*}
$$

We further know that $\psi_{T \varphi T \varphi}^{(c)}$ must have a vanishing cut. These requirements fix the correlator up to terms that are regular in the flat-space limit. In other words, we can choose $g_{1}^{(c)}$ to be any function that is symmetric under $k_{a} \rightarrow-k_{a}$ and has the limit (6.27). As a further physical input, we can demand that the correlator vanishes when the momenta of either of the scalar lines ( 2 or 4 ) are taken to be soft. A function that has these properties is

$$
\begin{equation*}
g_{1}^{(c)}=-\frac{k_{13} k_{24}+u^{2}}{6}-\frac{E}{4}\left[\left(\frac{k_{13} \beta_{u}^{2}}{u^{2}}+\frac{k_{24} \alpha_{u}^{2}}{u^{2}}\right)-E\right], \tag{6.28}
\end{equation*}
$$

where $\alpha_{u} \equiv k_{1}-k_{3}$ and $\beta_{u} \equiv k_{2}-k_{4}$. There is some leftover freedom to add terms without singularities that identically vanish in the soft limit. Putting all of this together, the flat-space graviton Compton correlator takes the form

$$
\begin{align*}
\psi_{T \varphi T \varphi}^{(\text {fat })}= & \frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)^{2}}{E E_{L}^{(s)} E_{R}^{(s)}}+\frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)^{2}}{E E E_{L}^{(t)} E_{R}^{(t)}} \\
& +\psi_{4, \text { flat }}^{(T, u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}+\frac{1}{E E_{L}^{(u)} E_{R}^{(u)}}\left[2 \mathcal{P}_{1}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)^{2}\right]  \tag{6.29}\\
& +\frac{2}{E}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left[\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)+\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)\right],
\end{align*}
$$

where $\psi_{4, \text { flat }}^{(T, u)}$ is the four-point scalar correlator arising from exchange of a massless spin-2 field; cf. (3.29) permuted to the $u$-channel. The appearance of this scalar correlator is a useful consistency check on the final answer, since from the bulk perspective it is easy to see that the part of the three-graviton Feynman rule that is proportional to $\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}$ is identical to that of two scalars and a graviton.

By construction, the result (6.29) reproduces the correct cuts in all of its channels and has the correct residues on its partial and total energy singularities. However, the result is not completely unambiguous, since we are, in principle, still free to add to it any expression that does not have any singularities and has vanishing cuts. In analogy with the "cut-constructible" parts of amplitudes, the singular part of the answer could be called the "cut + singularity-constructible" part of the correlator. We have fixed the additional regular terms by demanding that the correlator vanishes in the soft limit for either of the scalar particles, leading to the second term in (6.28). This property follows from the shift symmetry of the bulk interactions. ${ }^{39}$

### 6.2.2 Correlator from recursion

The expression (6.29) is completely fixed by its singularities, up to terms that are regular and have vanishing cuts. To make this more explicit, we will now construct the correlation function following the recursive procedure outlined in section 4 .

Consider the following complex shift of the energy of the first leg

$$
\begin{equation*}
k_{1} \mapsto k_{1}+z \tag{6.30}
\end{equation*}
$$

The poles of the deformed correlator $\psi_{T \varphi T \varphi}(z)$ are at

$$
\begin{align*}
z_{E} & =-E  \tag{6.31}\\
z_{s} & =-E_{L}^{(s)}  \tag{6.32}\\
z_{t} & =-E_{L}^{(t)}  \tag{6.33}\\
z_{u} & =-E_{L}^{(u)} \tag{6.34}
\end{align*}
$$

The goal is to write the original correlator, $\psi_{T \varphi T \varphi}(z=0)$, as a sum over the residues of these singularities.

The residue of the total energy pole is given by the scattering amplitude (6.14). We need to write this residue in terms of the energy variables of the correlator. As we discussed in the previous section, the natural way to extend the Legendre polynomials away from $E=0$ is to write them as (6.23), which reduce back to the Legendre polynomials when $E=0$. Since we have deformed $k_{1}$, the residue does not depend on $k_{1}$, so we introduce

$$
\begin{align*}
& \widetilde{\mathcal{P}}_{1}^{(u)} \equiv \widetilde{\Pi}_{1,1}^{(u)}-\left(-k_{24}+u\right) E_{R}^{(u)} \widetilde{\Pi}_{1,0}^{(u)} \\
& \widetilde{\mathcal{P}}_{2}^{(u)} \equiv \widetilde{\Pi}_{2,2}^{(u)}-\left(-k_{24}+u\right) E_{R}^{(u)} \widetilde{\Pi}_{2,1}^{(u)}+\left(-k_{24}+u\right) E_{R}^{(u)} \widetilde{\Pi}_{2,0}^{(u)} \tag{6.35}
\end{align*}
$$

[^28]Recall that the polarization sums $\widetilde{\Pi}_{\ell, m}^{(u)}$ come from contracting momentum vectors and polarization tensors, so they are not affected by the complex shift (6.30). The residue at $z=z_{E}$ then is

$$
\begin{align*}
-\operatorname{Res}_{z=z_{E}}\left(\frac{\psi(z)}{z}\right)= & -4 \frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)^{2}}{E\left(k_{34}^{2}-s^{2}\right)}-4 \frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)^{2}}{E\left(k_{23}^{2}-t^{2}\right)} \\
& -\frac{1}{E\left(k_{24}^{2}-u^{2}\right)}\left[\frac{1}{6} \widetilde{\mathcal{P}}_{2}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}+2 \widetilde{\mathcal{P}}_{1}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)^{2}\right] \\
& +\frac{k_{24}^{2}-u^{2}}{6 E}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}+\frac{2}{E}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left[\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)+\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)\right] . \tag{6.36}
\end{align*}
$$

We can derive the residues of the partial energy singularities from the available three-point data [11]

$$
\begin{align*}
& -\operatorname{Res}_{z=z_{s}}\left(\frac{\psi(z)}{z}\right)=\frac{A_{T \varphi \varphi} \tilde{\psi}_{\varphi T \varphi}}{E_{L}^{(s)}}=\frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)^{2}}{E_{L}^{(s)}\left(k_{34}-s\right)\left(k_{34}+s\right)},  \tag{6.37}\\
& -\operatorname{Res}_{z=z_{t}}\left(\frac{\psi(z)}{z}\right)=\frac{A_{T \varphi \varphi} \widetilde{\psi}_{\varphi T \varphi}}{E_{L}^{(t)}}=\frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)^{2}}{E_{L}^{(t)}\left(k_{23}-t\right)\left(k_{23}+t\right)},  \tag{6.38}\\
& -\underset{z=z_{u}}{\operatorname{Res}}\left(\frac{\psi(z)}{z}\right)=\frac{A_{T T T} \otimes \widetilde{\psi}_{T \varphi \varphi}}{E_{L}^{(u)}}=\frac{\frac{1}{6} \widetilde{\Pi}_{2,2}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}+2 \widetilde{\Pi}_{1,1}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)^{2}}{E_{L}^{(u)}\left(k_{24}-u\right)\left(k_{24}+u\right)} . \tag{6.39}
\end{align*}
$$

Summing up all residues according to (4.3), we get exactly the result (6.29), except for the regular terms in (6.28). It isn't surprising that we don't capture these regular terms since they don't contribute to the residues of the deformed correlator. Of course, we could reproduce them by imposing the same soft behavior as in the previous section.

### 6.3 Transmutation to de Sitter space

Having generated the graviton Compton correlator in flat space, the next step is to lift it to de Sitter space following the procedure described in section 5. The required transmutation operators are summarized in figure 6 .

First, it is helpful to write the correlator (6.29) as

$$
\begin{equation*}
\psi_{T \varphi T \varphi}^{(\text {flat) }}=f_{s}^{(\text {flat })} \mathcal{P}_{s}+f_{t}^{(\text {flat })} \mathcal{P}_{t}+f_{c}^{(\text {flat })} \mathcal{P}_{c}+f_{u, T}^{(\text {flat })} \mathcal{P}_{u}^{T}+f_{u, \perp}^{(\text {flat })} \mathcal{P}_{u}^{\perp}+f_{u, \|}^{\text {(flat) }} \mathcal{P}_{u}^{\|}, \tag{6.40}
\end{equation*}
$$



Figure 6. Illustration of the transmutation operators for the graviton Compton correlator.
which splits the various quantities appearing into polarization structures,

$$
\begin{align*}
\mathcal{P}_{s} & \equiv\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)^{2}, \\
\mathcal{P}_{t} & \equiv\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)^{2}, \\
\mathcal{P}_{c} & \equiv\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left[\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)+\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)\right], \\
\mathcal{P}_{u}^{T} & \equiv\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}  \tag{6.41}\\
\mathcal{P}_{u}^{\perp} & \equiv 2 \widetilde{\Pi}_{1,1}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)^{2}, \\
\mathcal{P}_{u}^{\|} & \equiv 2 \widetilde{\Pi}_{1,0}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right),
\end{align*}
$$

and form factors,

$$
\begin{array}{rlrl}
f_{s}^{(\text {flat })} & \equiv-\frac{4}{E \mathcal{S}}, & f_{t}^{(\text {flat })} \equiv-\frac{4}{E \mathcal{T}}, & f_{c}^{(\text {flat })} \equiv \frac{2}{E}  \tag{6.42}\\
f_{u, T}^{(\text {flat })} \equiv \psi_{4, \text { flat }}^{(T, u)}, & f_{u, \perp}^{(\text {flat })} \equiv-\frac{1}{E \mathcal{U}}, & f_{u, \|}^{(\text {flat })} \equiv-\frac{1}{E},
\end{array}
$$

where we have introduced the variables

$$
\begin{equation*}
\mathcal{S} \equiv-E_{L}^{(s)} E_{R}^{(s)}, \quad \mathcal{T} \equiv-E_{L}^{(t)} E_{R}^{(t)}, \quad \mathcal{U} \equiv-E_{L}^{(u)} E_{R}^{(u)} \tag{6.43}
\end{equation*}
$$

In the limit $E \rightarrow 0$, these reduce to the ordinary Mandelstam variables. Similar to the example considered in section 5.2.1, we have separated the contribution coming from graviton exchange into several components. Aside from separating out the polarization structure that is proportional to a scalar correlator, we have isolated the helicity-1 piece, denoted by $f_{u, \perp}$, and the lower-helicity contributions, $f_{u, \|}$. Each of these pieces will have to be transformed individually. It is useful to treat the $\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}$ polarization structure separately because its split into exchange and contact contributions is gauge-dependent, and thus ambiguous. Instead, we will see that we can lift this contribution all at once. ${ }^{40}$

[^29]$s / t$-channel. It is easiest to first consider the transmutation of the $s$ and $t$-channels. Looking at figure 6, we see that these processes involve two copies of the vertex (5.62) connected by the exchange of a scalar. We can therefore lift the $s$ and $t$-channel contributions, by acting with the operator $\mathcal{S}^{[1]}$ defined in (5.105) on each of the spinning external lines:
\[

$$
\begin{align*}
f_{s}^{(\mathrm{dS})} & =\mathcal{S}_{k_{1}}^{[1]} \mathcal{S}_{k_{3}}^{[1]} f_{s}^{(\text {(lat) })},  \tag{6.44}\\
f_{t}^{(\mathrm{dS})} & =\mathcal{S}_{k_{1}}^{[1]} \mathcal{S}_{k_{3}}^{[1]} f_{t}^{\text {(flat) }} . \tag{6.45}
\end{align*}
$$
\]

This produces the following de Sitter form factors

$$
\begin{align*}
f_{s}^{(\mathrm{dS})} & =-4\left[\frac{1}{\mathcal{S}}\left(\frac{2 k_{1} k_{3}}{E^{3}}+\frac{k_{13}}{E^{2}}+\frac{1}{E}\right)-\frac{1}{\mathcal{S}^{2}}\left(\frac{2 s k_{1} k_{3}}{E^{2}}+\frac{2 k_{1} k_{3}+k_{3} E_{L}^{(s)}+k_{1} E_{R}^{(s)}}{E}\right)\right],  \tag{6.46}\\
f_{t}^{(\mathrm{dS})} & =-4\left[\frac{1}{\mathcal{T}}\left(\frac{2 k_{1} k_{3}}{E^{3}}+\frac{k_{13}}{E^{2}}+\frac{1}{E}\right)-\frac{1}{\mathcal{T}^{2}}\left(\frac{2 t k_{1} k_{3}}{E^{2}}+\frac{2 k_{1} k_{3}+k_{3} E_{L}^{(t)}+k_{1} E_{R}^{(t)}}{E}\right)\right] . \tag{6.47}
\end{align*}
$$

These expressions precisely reproduce the complicated analytic structure of the form factors found in [11], from the transmutation of a very simple flat-space seed.

Contact term. The contact contribution can be lifted to de Sitter space in precisely the same way as the scalar exchange channels, because it involves the same spinning external lines. Explicitly, the de Sitter result is

$$
\begin{equation*}
f_{c}^{(\mathrm{dS})}=\mathcal{S}_{k_{1}}^{[1]} \mathcal{S}_{k_{3}}^{[1]} f_{c}^{(\text {flat })}=2\left(\frac{2 k_{1} k_{3}}{E^{3}}+\frac{k_{13}}{E^{2}}+\frac{1}{E}\right), \tag{6.48}
\end{equation*}
$$

which has a set of subleading singularities that come along with the leading total energy singularity.
$\boldsymbol{u}$-channel. The $u$-channel contribution is a little more complex. We start with the $f_{u, \perp}$ form factor. Since the interaction vertex involves three spinning fields, we must transform both the external lines with $\mathcal{S}_{k_{1}}^{[1]} \mathcal{S}_{k_{3}}^{[1]}$ and also the internal line with $\mathcal{I}_{u}^{[1]}$ defined in (5.107). Additionally, the fact that all the particles are massless requires us to integrate with respect to energies, as in (5.23). A small subtlety is that we integrate with respect to $k_{13}$ rather than $E_{L}$ because we only want to act on the external lines. We can therefore write the helicity-2 form factor in de Sitter as (see figure 6)

$$
\begin{equation*}
f_{u, \perp}^{(\mathrm{dS})}=-\mathcal{S}_{k_{1}}^{[1]} \mathcal{S}_{k_{3}}^{[1]}\left(\int \mathrm{d} k_{13}\right)^{2} \mathcal{I}_{u}^{[1]} f_{u, \perp}^{(\mathrm{flat})}=-\frac{1}{\mathcal{U}}\left(\frac{2 k_{1} k_{3}}{E^{3}}+\frac{k_{13}}{E^{2}}\right)+\frac{u}{\mathcal{U}^{2}}\left(\frac{2 k_{1} k_{3}}{E^{2}}+\frac{E_{L}^{(u)}}{E}\right) . \tag{6.49}
\end{equation*}
$$

The longitudinal form factor is most simply written as $-k_{13} k_{24}$ times the $u \rightarrow 0$ limit of this form factor:

$$
\begin{equation*}
f_{u, \|}^{(\mathrm{dS})}=-\frac{2 k_{1} k_{3}}{E^{3}}-\frac{k_{13}}{E^{2}} . \tag{6.50}
\end{equation*}
$$

Finally, we have to lift $f_{u, T}^{(f a t)}$. This is done most simply by replacing $\psi_{4, \text { flat }}^{(T, u)}$ with its de Sitter counterpart $\psi_{\phi \varphi \phi \varphi}^{(T, u)}$, which is a scalar exchange correlator involving two massless scalars
and two conformally coupled scalars where a graviton is exchanged in the $u$-channel. ${ }^{41}$ Explicitly, this correlator is

$$
\begin{equation*}
\psi_{\phi \varphi \phi \varphi}^{(T, u)}=-\frac{1}{6}\left[g_{(2,2)} \widetilde{\Pi}_{2,2}^{(u)}+g_{(2,1)} \tilde{\Pi}_{2,1}^{(u)}+g_{(2,0)} \widetilde{\Pi}_{2,0}^{(u)}+g_{c}\right], \tag{6.51}
\end{equation*}
$$

where the form factors are given by

$$
\begin{align*}
g_{(2,2)} & \equiv \frac{1}{\mathcal{U}}\left(\frac{2 k_{1} k_{3}}{E^{3}}+\frac{k_{13}}{E^{2}}\right)-\frac{u}{\mathcal{U}^{2}}\left(\frac{2 k_{1} k_{3}}{E^{2}}+\frac{E_{L}^{(u)}}{E}\right),  \tag{6.52}\\
g_{(2,1)} & =-g_{(2,0)} \equiv \frac{2 k_{1} k_{3}}{E^{3}}+\frac{k_{13}}{E^{2}},  \tag{6.53}\\
g_{c} & \equiv \frac{\left[\left(k_{1}-k_{3}\right)^{2}+u^{2}\right]\left[3\left(k_{2}-k_{4}\right)^{2}-u^{2}\right]}{4 E u^{2}} \\
& -\frac{2 k_{1} k_{3}\left(k_{13}^{2}-u^{2}\right)}{E^{3}}-\left(k_{1}^{2}+k_{3}^{2}-u^{2}\right)\left(\frac{k_{13}}{E^{2}}+\frac{1}{E}\right) . \tag{6.54}
\end{align*}
$$

This correlator can itself either be taken as given, or can be bootstrapped using the techniques described in this paper.

Having lifted each of these form factors to de Sitter space, we can assemble the full correlation function as

$$
\begin{equation*}
\psi_{T \varphi T \varphi}^{(\mathrm{dS})}=f_{s}^{(\mathrm{dS})} \mathcal{P}_{s}+f_{t}^{(\mathrm{dS})} \mathcal{P}_{t}+f_{c}^{(\mathrm{dS})} \mathcal{P}_{c}+f_{u, T}^{(\mathrm{dS})} \mathcal{P}_{u}^{T}+f_{u, \perp}^{(\mathrm{dS})} \mathcal{P}_{u}^{\perp}+f_{u, \|}^{(\mathrm{dS})} \mathcal{P}_{u}^{\|}, \tag{6.55}
\end{equation*}
$$

which, more explicitly, can be written as

$$
\begin{align*}
\psi_{T \varphi T \varphi}^{(\mathrm{dS})}= & -4\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)^{2} \mathcal{S}_{k_{1}}^{[1]} \mathcal{S}_{k_{3}}^{[1]} \frac{1}{E \mathcal{S}}-4\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)^{2}\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)^{2} \mathcal{S}_{k_{1}}^{[1]} \mathcal{S}_{k_{3}}^{[1]} \frac{1}{E \mathcal{T}}+\psi_{\phi \varphi \varphi \varphi}^{(T)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2} \\
& -\left[\frac{1}{\mathcal{U}}\left(\frac{2 k_{1} k_{3}}{E^{3}}+\frac{k_{13}}{E^{2}}\right)-\frac{u}{\mathcal{U}^{2}}\left(\frac{2 k_{1} k_{3}}{E^{2}}+\frac{E_{L}^{(u)}}{E}\right)\right]\left[2 u^{2} \Pi_{1,1}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right)^{2}\right] \\
& -\left(\frac{2 k_{1} k_{3}}{E^{3}}+\frac{k_{13}}{E^{2}}\right) 2 \Pi_{1,0}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \circ \vec{\xi}_{3}\right) \\
& +2\left(\frac{2 k_{1} k_{3}}{E^{2}}+\frac{k_{13}}{E}+\frac{1}{E}\right)\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left[\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)+\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)\right] . \tag{6.56}
\end{align*}
$$

It is easy to verify that this expression agrees exactly with the answer found in [11].
Given the relative simplicity of the calculations involved in generating (6.56) compared to the weight-shifting approach of [11], we expect that these techniques will have wider applicability. Note that the organization of part of the answer into a scalar correlator is both computationally and conceptually useful - for example, it is straightforward following this approach to reproduce the graviton Compton correlator involving massless scalars also derived in [11]. We also anticipate that this approach will be useful to generate the four-graviton wavefunction.

[^30]
## 7 Conclusion

An important insight into the structure of cosmological correlation functions is that they contain scattering amplitudes within them, residing at the singularities of the correlators. The symmetries of the bulk interactions that give rise to these correlations are encoded in the symmetries of the amplitudes appearing at their singularities. Interestingly, much of the structure of correlators is determined by these singularities. The challenge of computing cosmological correlation functions can then be translated into the problem of extending the correlators away from their singular limits.

In this paper, we have explored ways of connecting the singularities of cosmological correlators, which are particularly powerful for constructing correlators that are rational functions of the energies. This includes many cases of interest, for example Yang-Mills theory, gravity, and inflationary correlators. These correlators have a simplified singularity structure consisting only of poles - in contrast to the branch cuts that can arise from the exchange of massive particles [9]-allowing them to be bootstrapped efficiently. For example, the constraints of bulk unitarity - manifested as a set of cutting rules for correlators - provide additional information about the structure away from kinematic singularities that in many cases is enough to completely reconstruct rational correlators. In particular, in de Sitter space these cutting rules completely fix the structure of subleading partial energy singularities. This, combined with the physical input that the final correlator should not have any singularities in folded configurations, can be used to reconstruct rational correlators via energy recursion relations. We have also explored a somewhat surprising and intriguing connection between rational correlators in de Sitter space and those in flat space. In many cases, the de Sitter correlators of interest in cosmology can be "transmuted" from their flat-space counterparts. Since flat-space correlators are much simpler to bootstrap, this provides an efficient way to generate de Sitter correlators.

Although there has been much recent progress in uncovering the structures underlying cosmological correlators, many mysteries still remain, and our work suggest a number of interesting directions for further investigation.

- We have illustrated the bootstrapping of rational correlators with a number of nontrivial examples. The relative simplicity of these calculations compared to, for example, the weight-shifting approach taken in [11] suggests that these methods will also be useful to compute more complicated correlators. An interesting test case would be the wavefunction for pure graviton scattering in de Sitter. It would also be interesting to push the computation of Yang-Mills correlators to higher multiplicity. The Weyl invariance of the theory in four dimensions means that the singularities at tree level will only be simple poles, as in flat space, making the recursive approach particularly powerful. It is easy to compute the four-point Yang-Mills correlator (see appendix D), and we expect that higher-multiplicity calculations will help to reveal underlying structure, much as it did for the S-matrix.
- Our derivation of the transmutation operators was not completely systematic. We identified specific transmutation operators by comparing the wavefunction calculations
in flat space and de Sitter space in selected examples and then showed how these operators can be combined in more complicated cases. It would be interesting to derive these transmutation operators (and their generalizations) more systematically. The current situation is similar to the construction of the weight-shifting operators in [9]. In that case, there was a deeper interpretation of these operators developed independently in the context of conformal field theory [10, 110, 111]. It is therefore natural to speculate that there is a similarly unifying explanation for the existence of the transmutation operators. One interesting possibility is that the two concepts are actually related: the flat-space seeds that we lifted are often conformal in other dimensions (for example $\phi^{3}$ theory is conformal in $D=6$ ), so it could be that some generalization of the weight-shifting procedure that changes dimensions is connected to the transmutation operators. ${ }^{42}$
- The deepest insights coming from the modern amplitudes program have been the discovery of unexpected hidden structures that are not apparent in the traditional approaches [1]. Since correlators are in a precise sense deformations of scattering amplitudes, it is natural to expect that the remarkable structures found in amplitudes will also have manifestations in correlators. A particularly surprising and useful example is the double copy structure that relates gravitational amplitudes to their Yang-Mills counterparts [113-115]. Aside from the deep connection between apparently unrelated theories, the double copy has enabled remarkable perturbative gravity computations. Finding the extension of these relations to the cosmological context holds the promise of similar insights, and some recent progress has been made [26, 27]. A natural strategy to pursue is to find the correlator analogue of the double copy for flat-space correlation functions, and then lift these correlators to de Sitter space via transmutation operations. Since the double copy reorganizes the various contributions, the transmutation procedure may become simpler in this representation.
- One deficiency of the cutting rules that we have presented, compared to unitarity methods in the context of scattering amplitudes, is that they are still tied to the Feynman diagram expansion. In particular, the cuts in various channels that we performed are essentially cuts of the corresponding bulk Feynman diagrams. Similarly, the transmutation of the correlators from flat space to de Sitter was performed channel by channel. It would be nice to find a presentation of cosmological correlators that combines their various pieces in a more irreducible way. The recursive construction presented in section 4 is already a step in this direction, because the residue of the total energy singularity links the various exchange channels together. This way of writing the correlators is suggestive that there is an even more invariant way of presenting the correlators, and one may hope that the transmutation is particularly natural in this presentation.

[^31]- We have seen that the cuts of correlators impose important constraints already at tree level, but we also know that, for scattering amplitudes, unitarity methods really display their utility at loop level. It is therefore natural to use these tools to study loop correlators in cosmological spacetimes. Very little is known about the analytic structure of the wavefunction beyond tree level. Even at tree level, correlators can have branch cut singularities if the theory involves massive particles. We therefore expect the analytic structure of loop correlators to be rather rich. A natural way to make progress is to compute explicit examples and see what abstract lessons can be learned from them. There is already a body of work approaching this question from a modern perspective [14, 21, 71, 73, 116, 117], and we expect that there are many more insights to be uncovered using the tools described here.

At a fundamental level, the motivation for studying and measuring cosmological correlation functions is to understand the evolution of the early universe. Understanding fully how this time evolution is encoded in observables is therefore paramount. In this regard, it is interesting that there are two somewhat different ways in which the bulk time evolution manifests itself in the boundary correlators. For heavy fields, the time evolution is encoded in a differential equation whose solution relates a branch cut singularity in the unphysical region to the full correlator in the physical region. However, in theories involving only light fields - like the graviton or the inflaton - correlators are completely rational functions. This makes linking their singularities comparatively simpler, but at face value these objects seem to have "less" information about the bulk time dependence, which we typically associate with the particle production encoded in branch cuts. It is important to understand these features in more detail, with the ultimate goal of extracting information about the universe's earliest moments.
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## A Polarization tensors and sums

In many places in the text, we consider internal lines involving spinning particles. In order to efficiently express the contributions coming from the different polarizations of
the exchanged fields we require some formalism. In this appendix, we review the relevant polarization tensors and sums that we use. Further details can be found in [10, 11].

## A. 1 Polarization tensors

On a given spatial slice - either in the bulk spacetime or on the boundary - it is convenient to decompose a spatial tensor into its irreducible components with respect to the (spatial) rotation group. This can be achieved by introducing a basis of projectors for symmetric, traceless, $\ell$-index tensors. We will only require these projectors for spins 1 and 2 , but see [10] for the generalization to higher spin.

- Spin 1: for a spin-1 field, we define the basis of projectors

$$
\begin{align*}
& \left(\Pi_{1,1}\right)_{j}^{i}=\pi_{j}^{i},  \tag{A.1}\\
& \left(\Pi_{1,0}\right)_{j}^{i}=\hat{k}^{i} \hat{k}_{j}, \tag{A.2}
\end{align*}
$$

where $\pi_{j}^{i}$ is the transverse projector

$$
\begin{equation*}
\pi_{j}^{i} \equiv \delta_{j}^{i}-\hat{k}^{i} \hat{k}_{j}, \tag{A.3}
\end{equation*}
$$

with $\hat{k}_{i} \equiv k_{i} / k$. The tensors $\pi_{i j}$ and $\hat{k}_{i} \hat{k}_{j}$ are orthonormal and form a complete basis of projectors for a vector.

- Spin 2: for a spin-2 field, we use the following basis of projectors

$$
\begin{align*}
& \left(\Pi_{2,2}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}=\pi_{\left(j_{1}\right.}^{\left(i_{1}\right.} \pi_{\left.j_{2}\right)}^{\left.i_{2}\right)}-\frac{1}{2} \pi^{i_{1} i_{2}} \pi_{j_{1} j_{2}},  \tag{A.4}\\
& \left(\Pi_{2,1}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}=2 \hat{k}^{\left(i_{1}\right.} \hat{k}_{\left(j_{1}\right.} \pi_{\left.j_{2}\right)}^{\left.i_{2}\right)},  \tag{A.5}\\
& \left(\Pi_{2,0}\right)  \tag{A.6}\\
& )_{j_{1} j_{2}}^{i_{2}}= \\
& =\frac{3}{2}\left(\hat{k}^{i_{1}} \hat{k}^{i_{2}}-\frac{1}{3} \delta^{i_{1} i_{2}}\right)\left(\hat{k}_{j_{1}} \hat{k}_{j_{2}}-\frac{1}{3} \delta_{j_{1} j_{2}}\right) .
\end{align*}
$$

These projectors are orthonormal, complete and transverse in the sense:

$$
\begin{align*}
\text { orthonormality : } & \left(\Pi_{2, m}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}\left(\Pi_{2, m^{\prime}}\right)_{l_{1} l_{2}}^{j_{1} j_{2}}=\delta_{m m^{\prime}}\left(\Pi_{2, m}\right)_{l_{1} l_{2}}^{i_{1} i_{2}},  \tag{A.7}\\
\text { completeness : } & \left(\Pi_{2,2}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}+\left(\Pi_{2,1}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}+\left(\Pi_{2,0}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}=\delta_{\left(j_{1}\right.}^{\left(i_{1}\right.} \delta_{\left.j_{2}\right)_{T}}^{i_{2}},  \tag{A.8}\\
\text { transversality : } & k^{j_{1}}\left(\Pi_{2,2}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}=k^{j_{1}} k^{j_{2}}\left(\Pi_{2,1}\right)_{j_{1} j_{2}}^{i_{1} i_{2}}=0, \tag{A.9}
\end{align*}
$$

where $(\cdots)_{T}$ denotes the traceless symmetric part of the enclosed indices. These tensors therefore provide a complete basis for traceless, symmetric tensors.

These projectors appear both in the expansion of the two-point function of spinning fields and in their bulk-to-bulk propagators. For our purposes, the latter appearance will be most relevant.

## A. 2 Polarization sums

In most cases, the polarization tensors introduced in the previous section will be contracted with vertex factors which will combine into scalar polarization sums that capture the exchanges of the various helicity components of spinning fields. These polarization sums are therefore useful building blocks, and in the de Sitter context have convenient conformal transformation properties [9, 10]. In this section, we collect formulas involving these polarization sums that are relevant for the calculations in the main text.

For simplicity, we present the polarization sums as they would appear for the $s$-channel exchange of a spinning particle, but the momentum arguments can be permuted to obtain the analogous expressions in different exchange channels. In the $s$-channel, the relevant combinations of external momenta in vertex factors are typically $\vec{\alpha} \equiv \vec{k}_{1}-\vec{k}_{2}$ and $\vec{\beta} \equiv \vec{k}_{3}-\vec{k}_{4}$, and the internal momentum that the polarization tensors depend on is $\vec{s} \equiv \vec{k}_{1}+\vec{k}_{2}$.

- Spin 1: in the spin-1 case, there are two polarization sums, defined as

$$
\begin{align*}
& \Pi_{1,1} \equiv \frac{1}{s^{2}} \alpha^{i}\left(\Pi_{1,1}\right)_{i j} \beta^{j}=\frac{k_{12} k_{34} \alpha \beta-s^{2}\left(t^{2}-u^{2}\right)}{s^{4}},  \tag{A.10}\\
& \Pi_{1,0} \equiv-\frac{1}{k_{12} k_{34}} \alpha^{i}\left(\Pi_{1,0}\right)_{i j} \beta^{j}=\frac{\alpha \beta}{s^{2}}, \tag{A.11}
\end{align*}
$$

which consist of contractions of the projectors (A.1) and (A.2) with external momenta. Recall that $\alpha \equiv k_{1}-k_{2}$ and $\beta \equiv k_{3}-k_{4}$, which are not the magnitudes of $\vec{\alpha}$ and $\vec{\beta}$.

- Spin 2: the relevant spin-2 polarization sums are

$$
\begin{align*}
\Pi_{2,2} & \equiv \frac{3}{2 s^{4}} \alpha_{i} \alpha_{j}\left(\Pi_{2,2}\right)_{l m}^{i j} \beta^{l} \beta^{m}  \tag{A.12}\\
\Pi_{2,1} & \equiv-\frac{s^{2}}{k_{12} k_{34}} \frac{3}{2 s^{4}} \alpha_{i} \alpha_{j}\left(\Pi_{2,1}\right)_{l m}^{i j} \beta^{l} \beta^{m}=3 \frac{\alpha \beta}{s^{2}} \frac{\alpha^{i} \pi_{i j} \beta^{j}}{s^{2}}  \tag{A.13}\\
\Pi_{2,0} & \equiv \frac{1}{4}\left(1-3 \frac{\alpha^{2}}{s^{2}}\right)\left(1-3 \frac{\beta^{2}}{s^{2}}\right) \tag{A.14}
\end{align*}
$$

Note that the helicity- 1 and 2 polarization sums are defined in a natural way via contraction with $\vec{\alpha}$ and $\vec{\beta}$, while the helicity- 0 polarization sum $\Pi_{2,0}$ does not have such an obvious definition. Instead it is defined in such a way that it depends only on $\alpha$ and $\beta$, and has good conformal transformation properties [9-11].

- Spin $\ell$ : for general spin $\ell$, the polarization sums can be expressed in closed form as $[9,10]$

$$
\begin{equation*}
\Pi_{\ell, m}=\left(2-\delta_{m 0}\right)(-\hat{L})^{m} \cos (m \psi) \widetilde{P}_{\ell}^{m}(\alpha / s) \widetilde{P}_{\ell}^{m}(\beta / s) \tag{A.15}
\end{equation*}
$$

where $\widetilde{P}_{\ell}^{m}$ was defined in (5.92) and $\cos \psi \equiv \Pi_{1,1} / \hat{L}$ is the angle between $\vec{k}_{1}$ and $\vec{k}_{3}$ projected onto the plane perpendicular to $\vec{s}$, with

$$
\begin{equation*}
\hat{L}^{2} \equiv \frac{1}{s^{4}} \alpha^{i}\left(\Pi_{1,1}\right)_{i j} \alpha^{j} \beta^{k}\left(\Pi_{1,1}\right)_{k l} \beta^{l}=\frac{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)\left(\alpha^{2}-s^{2}\right)\left(\beta^{2}-s^{2}\right)}{s^{8}} . \tag{A.16}
\end{equation*}
$$

The polarization sums defined in this way capture the angular dependence of a correlator that arises from the spin exchange. An additional nice property of the polarization sums is that $s^{-1} \Pi_{\ell, 0}$ solves the conformal Ward identities with $\Delta=2$.

For a given spin $\ell$, the helicity components $0 \leq m \leq \ell$ must combine in a way consistent with the amplitude limit and the cutting equation (as well as conformal symmetry for de Sitter correlators). As we explain below, there is a natural modification of the polarization sums that achieves this.

Amplitude limit. The $E \rightarrow 0$ singularities of correlators play an important role in our discussion. In this limit, the coefficients of singular correlation functions are the corresponding flat-space scattering amplitudes. We therefore expect the internal polarization structures to simplify in this limit. Each individual polarization sum does not produce a Lorentz-invariant structure in the $E \rightarrow 0$ limit, but certain specific combinations do. These combinations therefore appear in the natural extensions of flat-space scattering amplitudes away from the $E=0$ locus.

The following limits are particularly useful

$$
\begin{array}{r}
\mathcal{P}_{1} \equiv s^{2} \Pi_{1,1}-E_{L} E_{R} \Pi_{1,0} \xrightarrow{E \rightarrow 0}-S P_{1}\left(1+\frac{2 U}{S}\right), \\
\mathcal{P}_{2} \equiv s^{4} \Pi_{2,2}-E_{L} E_{R} s^{2} \Pi_{2,1}+E_{L} E_{R}\left(E_{L} E_{R}-s E\right) \Pi_{2,0} \xrightarrow{E \rightarrow 0} S^{2} P_{2}\left(1+\frac{2 U}{S}\right), \tag{A.18}
\end{array}
$$

where $P_{\ell}$ is a Legendre polynomial and recall that $E_{L} \equiv k_{12}+s$ and $E_{R} \equiv k_{34}+s$, while $S$ and $U$ are the ordinary flat-space Mandelstam variables. These particular combinations of polarization sums therefore turn into Legendre polynomials of the Mandelstam invariants in the $E \rightarrow 0$ limit, which are Lorentz invariant and reproduce the expected angular structure of a spin- $\ell$ exchange.

Rescaled polarization sums. Notice that in (A.18) we have included a term with $s E$ multiplying $\Pi_{2,0}$, which obviously does not contribute to the $E \rightarrow 0$ limit. The motivation for including this additional piece is that when the polarization sum multiplies a form factor that changes sign under the flip of external energies (for example $1 / E$ in flat space), it causes the $\Pi_{2,0}$ structure to drop out of the cut, as it must. With this in mind, it is convenient to introduce some modified polarization sums

$$
\begin{align*}
\widetilde{\Pi}_{\ell, \ell} & \equiv s^{2 \ell} \Pi_{\ell, \ell}  \tag{A.19}\\
\widetilde{\Pi}_{\ell, m} & \equiv s^{2 m}(s E)^{\ell-m-1} \widetilde{P}_{\ell-1}^{m}\left(\frac{E_{L} E_{R}}{s E}-1\right) \Pi_{\ell, m} \quad(m \neq \ell) \tag{A.20}
\end{align*}
$$

which have mass dimensions $2 \ell$ and $2(\ell-1)$ for $m=\ell$ and $m \neq \ell$, respectively. A nice feature of this basis is that it gives a well-defined flat-space limit and, being functions of $E_{L} E_{R}-s E=k_{12} k_{34}+s^{2}$, the longitudinal components manifestly vanish when taking
the cut of a correlator if they are multiplied by form factors with odd powers of $1 / E$. For reference, we list some lower-spin structures that are frequently used in the main text:

$$
\begin{array}{lll}
\widetilde{\Pi}_{1,1}=s^{2} \Pi_{1,1}, & \widetilde{\Pi}_{1,0}=\Pi_{1,0}, & \\
\widetilde{\Pi}_{2,2}=s^{4} \Pi_{2,2}, & \widetilde{\Pi}_{2,1}=s^{2} \Pi_{2,1}, & \widetilde{\Pi}_{2,0}=\left(E_{L} E_{R}-s E\right) \Pi_{2,0} . \tag{A.22}
\end{array}
$$

Not only will this simplify the appearance of many expressions, but all of these sums now have the property that they drop out of the cut of an exchange correlator if they multiply a form factor that changes sign when we flip the external energies, which happens for lower-helicity components.

## B Wavefunction cutting rules

In the main text, our primary focus was on the construction of four-point correlation functions at tree level. Consequently, we only required the simplest cutting formulas presented in section 3 , involving graphs with a single internal line. However, cutting rules are far more general, as we explain in this appendix. See [71, 73, 74] for related discussions.

## B. 1 Preliminaries

We first introduce some notation that will simplify the description of the cutting rules. The main objects of interest will be wavefunctional coefficients $\psi_{n}$. As was explained in section 2.1, these can be computed via a Feynman diagram expansion involving two types of propagator, a bulk-to-boundary propagator, $\mathcal{K}$, for external lines, and a bulk-tobulk propagator, $\mathcal{G}$, for internal lines. In flat space, these propagators are given by (2.8) and (2.9), respectively, while in de Sitter space, they are (2.17) and (2.18). In addition to these propagators, we associate to each vertex a factor $i V$, obtained in the usual way.

It will also prove useful to introduce conjugate wavefunction coefficients, $\bar{\psi}_{n}$. These are computed in nearly the same way, except that we associate an anti-bulk-to-bulk propagator, $\overline{\mathcal{G}}=\mathcal{G}^{*}$, to internal lines, and use the sign-flipped Feynman rule for the vertices, $-i V$. The conjugated wavefunction coefficients are then simply related to the complex conjugate of the ordinary wavefunction coefficients. For example, in flat space, the relation in a unitary theory is given by (2.6).

At their core, the cutting formulas that we will present follow from a simple identity involving bulk-to-bulk propagators:

$$
\begin{equation*}
\mathcal{G}\left(k ; \eta, \eta^{\prime}\right)+\overline{\mathcal{G}}\left(k ; \eta, \eta^{\prime}\right)=\widetilde{\mathcal{G}}\left(k ; \eta, \eta^{\prime}\right), \tag{B.1}
\end{equation*}
$$

where the cut propagator, $\widetilde{\mathcal{G}}$, can be written in terms of bulk-to-boundary propagators as

$$
\begin{equation*}
\widetilde{\mathcal{G}}\left(k ; \eta, \eta^{\prime}\right)=-P(k)(\mathcal{K}(-k, \eta)-\mathcal{K}(k, \eta))\left(\mathcal{K}\left(-k, \eta^{\prime}\right)-\mathcal{K}\left(k, \eta^{\prime}\right)\right), \tag{B.2}
\end{equation*}
$$

with $P(k)$ being the power spectrum of the field associated to the internal line that has been cut. The utility of this expression is that, while the individual bulk-to-bulk and anti-bulk-to-bulk propagators involve time-ordered pieces, the cut propagator is completely
un-time-ordered. This factorizes the computation of bulk time integrals, and effectively splits the relevant diagram in two, simplifying the evaluation of this combination of objects.

For the flat-space wavefunctional, a simplification occurs because the bulk-to-boundary propagator is a pure exponential. Wavefunction coefficients then depend only on the sum of the energies that flow from a given vertex to the boundary. It is therefore convenient to denote these sums by $x_{a}$, where $a$ labels the corresponding vertex. Once we have associated an energy variable, $x_{a}$ to a vertex, we can remove all the lines that connect this vertex to the boundary and consider a truncated graph that only displays the relationships between internal lines [12]. Consequently, it will also be convenient in the following to introduce some notation for the wavefunction coefficient arising from a tree graph with $n$ vertices: $\psi_{(n)} .{ }^{43}$ In de Sitter space, one must instead keep track of the individual energies flowing to the boundary. However, since all of our manipulations will involve internal lines in graphs, the relevant combinatorics are the same in de Sitter space. Nevertheless, in what follows we will mostly give explicit formulas for flat-space wavefunction coefficients in a theory with $\phi^{n}$ interactions, for simplicity. The generalization to more complicated situations does not require any conceptually new ingredients.

Both the relation between the wavefunction and its conjugate (2.6) and the differences of bulk-to-boundary propagators in (B.2) involve sums and differences between wavefunctions evaluated at positive and negative energies. It is therefore useful to define some notation to simplify these operations. First, we define the "discontinuity"

$$
\begin{equation*}
\underset{x_{a}}{\operatorname{Disc}}\left[\psi\left(x_{a}, x_{b}, s_{a b}\right)\right] \equiv \psi\left(x_{a}, x_{b}, s_{a b}\right)+\psi^{*}\left(-x_{a}, x_{b}, s_{a b}\right) \tag{B.3}
\end{equation*}
$$

where $x_{a}, x_{b}$ are external energies and $s_{a b}$ are internal energies, with $x_{a}$ being the subset of the energies that are flipped. This function is the same as that defined in (3.9). This operation is useful for taking the cut of wavefunction coefficients. In cases where cut propagators appear, it is useful to define the related operation ${ }^{44}$

$$
\begin{equation*}
\widetilde{\operatorname{Disc}_{a b}}\left[\psi\left(x_{a}, s_{a b}\right)\right] \equiv \psi\left(x_{a}, s_{a b}\right)-\psi^{*}\left(x_{a},-s_{a b}\right) \tag{B.4}
\end{equation*}
$$

which will typically involve internal energies. As an example, we can write the shifted wavefunction (3.6) as

$$
\begin{equation*}
\widetilde{\psi}_{3}\left(k_{1}, k_{2}, s\right)=-\frac{1}{2 s} \widetilde{\operatorname{Disc}}\left[\psi_{3}\left(k_{1}, k_{2}, s\right)\right] \tag{B.5}
\end{equation*}
$$

As we will see, these two operations will simplify the identities derived from the cutting rules. With these preliminaries out of the way, we can now state the cutting rules for an arbitrary graph.

[^32]but it is convenient to introduce this notation to avoid a proliferation of these factors.

## B. 2 Cutting rules

It is simplest to first state the cutting rules for a general graph, and then illustrate them with a few simple examples. We then turn to their proof at tree level in section B.4, and comment on the extension to loops in section B.5. Given a Feynman-Witten diagram that computes a tree-level wavefunction coefficient, the procedure is the following:

- Pick a direction (arbitrarily) to move through the graph associated to $\psi_{n}$. One can think of this as a partial ordering of the vertices in the graph.
- Consider cuts that separate the graph into two halves.
- On one side of the cut - for concreteness the left - compute the wavefunction associated to the relevant graph, but use the cut propagator for the cut line.
- On the other side of the cut, compute the wavefunction at negative energy, again using the cut propagator for internal lines and then take its complex conjugate. Alternatively, compute the conjugate wavefunction.
- Sum over all cuts of this type.

At the diagrammatic level, it is useful to think of each cut as partitioning the diagram into two types of vertices that we can color differently: - for vertices to the left of a cut and $\circ$ for vertices to the right of the cut. For the • vertices, we compute the wavefunction coefficients as normal, while we flip the energies of the o vertices and take the complex conjugate at the end. Any internal lines that are cut should be replaced with the cut propagator.

The claim is that the sum over all cuts (including the trivial cuts completely to the left or right of the graph) will vanish. This implies the following schematic cutting rule identity

$$
\begin{equation*}
\psi_{n}(X)+\psi_{n}^{*}(-X)=-\sum_{\mathrm{cuts}} \psi_{n} \tag{B.6}
\end{equation*}
$$

where $X$ is a multi-index that accounts for all the external energy arguments of the wavefunction coefficient, $\psi_{n}$. We have separated the trivial cuts out and put them on the left-hand side, so that the sum on the right runs over all nontrivial cuts of the diagram - that is, those that pass through at least one internal line. In practice, the cuts of the diagrams appearing on the right-hand side are computed using the Disc operation (B.4), while the left-hand side is precisely the discontinuity (B.3).

## B. 3 Examples

This is still somewhat abstract, so it is useful to illustrate the procedure on a number of simple examples, which will make the proof more intuitive.

One-site graph. The simplest possible example is provided by a one-site graph without any internal lines. There are still two "trivial" cuts, which we can think of as completely to the right or left of the lone vertex. Pictorially, we have

$$
\stackrel{\bullet}{x_{1}}\|+\|{ }_{-x_{1}}^{\stackrel{\circ}{ }=0, ~}
$$

which as an equation reads $\psi_{(1)}\left(x_{1}\right)+\psi_{(1)}^{*}\left(-x_{1}\right)=0$. In the flat-space context, we have $\psi_{(1)}\left(x_{1}\right)=1 / x_{1}$, so it is straightforward to verify that this relation is satisfied. In de Sitter space, one simple example is provided by the contact interaction (3.43). Other examples can be found in [25].

Two-site graph. Next, we consider a two-site graph with a single internal line. The corresponding cutting rule was used extensively in a variety of contexts in the main text, but for completeness we briefly review it here. The cutting rule pictorially reads
which translates into a formula for $\psi_{(2)}$ in terms of $\psi_{(1)}$ :

$$
\begin{equation*}
\underset{x_{1}, x_{2}}{\operatorname{Disc}}\left[\psi_{(2)}\left(x_{1}, x_{2}, s_{12}\right)\right]=-P\left(s_{12}\right) \widetilde{\operatorname{Disc}_{s_{12}}}\left[\psi_{(1)}\left(x_{1}+s_{12}\right)\right] \widetilde{\operatorname{Diss}_{s_{12}}}\left[\psi_{(1)}\left(-x_{2}+s_{12}\right)\right] . \tag{B.7}
\end{equation*}
$$

In flat space, explicit expressions for the relevant wavefunction coefficients are easy to obtain for a theory with polynomial interactions:

$$
\begin{align*}
\psi_{(1)}\left(x_{1}\right) & =\frac{1}{x_{1}} \\
\psi_{(2)}\left(x_{1}, x_{2}, s_{12}\right) & =\frac{1}{\left(x_{1}+x_{2}\right)\left(x_{1}+s_{12}\right)\left(x_{2}+s_{12}\right)} \tag{B.8}
\end{align*}
$$

along with $P(k)=1 /(2 k)$. Using these expressions, it is straightforward to verify (B.7).
Three-site graph. As a more complex example, we can consider the three-site graph, which introduces a couple novelties compared to the two-site graph. In particular, there are now multiple internal cuts that will appear in the sum over cuts. Another interesting aspect is that there are now two inequivalent ways of cutting the diagram, leading to different identities, which are both satisfied. The truncated three-site Feynman graph takes the form

$$
\begin{equation*}
\psi_{(3)}=\stackrel{s_{12}}{\bullet_{1}}{\underset{x}{2}}_{s_{23}}^{s_{3}}, \tag{B.9}
\end{equation*}
$$

where we have labeled both the energies associated to the vertices and the internal lines.
We can assign a bulk time integral expression to (B.9), which will involve two bulk-tobulk propagators that must be integrated over. These integrals were evaluated in [12]. One of the benefits of cutting rules is that we don't actually need to perform these integrations in order to obtain a formula for part of the answer in terms of lower-point objects.

Following the recipe described above, we sum up the following cuts of the threesite graph:


We see that this case is fairly similar to the two-site graph. In particular, there are again two terms where the cuts do not pass through any of the internal lines of the graph, which
produce the left-hand side of (B.6). In addition, there are two terms with cuts through internal lines. We should replace these internal lines with cut propagators, which will shift the energies of the one and two-site graphs that they connect to. Finally, we flip the energies of nodes that appear to the right of a cut. Translating this picture into a formula, we obtain the following identity satisfied by the three-site graph

$$
\begin{align*}
\underset{x_{1}, x_{2}, x_{3}}{\operatorname{Disc}}\left[\psi_{(3)}\left(x_{1}, x_{2}, x_{3}\right)\right]= & -P\left(s_{12}\right) \widetilde{\underset{s_{12}}{\operatorname{Disc}}}\left[\psi_{(1)}\left(x_{1}+s_{12}\right)\right] \widetilde{\operatorname{Disc}_{s_{12}}}\left[\psi_{(2)}\left(-x_{2}+s_{12},-x_{3}, s_{23}\right)\right] \\
& -P\left(s_{23}\right) \widetilde{\operatorname{Disisc}_{s_{23}}}\left[\psi_{(2)}\left(x_{1}, x_{2}+s_{23}, s_{12}\right)\right] \widetilde{\operatorname{Discs}_{s_{23}}}\left[\widetilde{\psi}_{(1)}\left(-x_{3}+s_{23}\right)\right] . \tag{B.10}
\end{align*}
$$

This expression relates part of the three-site graph wavefunction to shifted versions of one and two-site wavefunctions. Given the explicit expressions for the one, two, and three-site graphs in flat space, it is straightforward to verify that this identity is indeed satisfied. ${ }^{45}$

In the way that we have cut the three-site graph, we have taken one of the vertices that has a single internal line emanating from it as the "rightmost" vertex. This leads to the set of cuts presented above. However, we could just as well have taken the middle vertex, which connects to two internal lines, as the rightmost vertex, in which case we would draw the graph as:


Of course, this graph and (B.9) are topologically equivalent, so it would seem that this is merely a cosmetic choice. However, from the perspective of the cutting rules, this presentation of the graph is essentially a different choice of partial ordering on the vertices of the graph, and so leads us to cut the graph in a different way. This feature first appears for the three-site graph and, interestingly, implies that there are two distinct identities satisfied by the wavefunction.

In this case, the set of cuts that we should sum over is


The main difference with the presentation (B.9) is that now one of the cuts passes through two lines, separating the graph into three one-site graphs, all with shifted energies. In particular, the $x_{2}$ node is shifted with respect to both the $s_{12}$ and $s_{23}$ internal energies. We

[^33]again translate this picture into a formula as
\[

$$
\begin{align*}
& \underset{x_{1}, x_{2}, x_{3}}{\operatorname{Disc}}\left[\psi_{(3)}\left(x_{1}, x_{2}, x_{3}\right)\right]=-P\left(s_{12}\right) \widetilde{\operatorname{Disc}_{12}}\left[\psi_{(1)}\left(x_{1}+s_{12}\right)\right] \widetilde{\operatorname{Disc}_{s_{12}}}\left[\psi_{(2)}\left(-x_{2}+s_{12},-x_{3}, s_{23}\right)\right] \\
& -P\left(s_{23}\right) \widetilde{\mathrm{Disisc}_{s_{23}}^{\operatorname{Lin}}}\left[\psi_{(2)}\left(-x_{1},-x_{2}+s_{23}, s_{12}\right)\right] \widetilde{\mathrm{Disc}_{23}}\left[\psi_{(1)}\left(x_{3}+s_{23}\right)\right] \\
& -P\left(s_{12}\right) P\left(s_{23}\right) \widetilde{\operatorname{Disc}_{12}}\left[\psi_{(1)}\left(x_{1}+s_{12}\right)\right] \widetilde{\operatorname{Disisc}^{23}}\left[\psi_{(1)}\left(x_{3}+s_{23}\right)\right] \\
& \times \widetilde{s_{12}} \widetilde{\operatorname{Disc}}\left[\widetilde{\operatorname{Disc}_{23}}\left[\psi_{(1)}\left(-x_{2}+s_{12}+s_{23}\right)\right]\right] . \tag{B.12}
\end{align*}
$$
\]

Notice that the vertex connected to two cut lines involves a double shifting of the associated wavefunction coefficient, which for concreteness, is given by

$$
\begin{align*}
\widetilde{\mathrm{Disisc}_{a}}\left[\widetilde{\operatorname{Disisc}_{s_{b}}}\left[\psi_{(1)}\left(x+s_{a}+s_{b}\right)\right]\right]= & \psi_{(1)}\left(x-s_{a}-s_{b}\right)-\psi_{(1)}^{*}\left(x+s_{a}-s_{b}\right)  \tag{B.13}\\
& -\psi_{(1)}^{*}\left(x-s_{b}+s_{a}\right)+\psi_{(1)}\left(x+s_{a}+s_{b}\right) .
\end{align*}
$$

It is again straightforward to verify that the identity (B.12) is satisfied in flat space, by using the explicit expressions for the various wavefunction coefficients.

The fact that the cutting rules generate true identities irrespective of the presentation of the graph suggests that there is some invariant notion of cutting the wavefunctional coefficients, which then gets presented in various ways depending on how one chooses to order the graph, in this case leading either to (B.10) or (B.12). It is tempting to speculate that this might have a natural interpretation in terms of the cosmological polytopes that compute these wavefunction coefficients [12].

It is not difficult to extend the above discussion to general tree graphs. Once one has chosen an ordering of the various vertices in the graph, it is just a matter of summing over the cuts, which can then be translated into an identity satisfied by the wavefunction as above.

## B. 4 Tree-level proof

We now want to describe how one proves these identities, at least for tree-level wavefunction coefficients. As we describe in the next section, the fact that the cutting rules hold at the level of the time integrand allows us to derive cutting identities satisfied by loops from the tree cutting rules.

At their core, the cutting rules follow from the identity (B.1), which relates the three relevant propagators: the bulk-to-bulk, anti-bulk-to-bulk and cut propagators. At the level of the time integrand, a wavefunction coefficient is a product of bulk-to-bulk propagators dressed with external mode functions. The essential idea is that we are combining this integrand with the analogous integrand where the bulk-to-bulk propagator has been replaced with the anti-bulk-to-bulk propagator. This is (up to a sign) the way we have defined the conjugate wavefunction. Therefore, we are combining the wavefunction and the conjugate wavefunction in such a way that we can factor out all the information about external lines
and apply the identity (B.1) repeatedly. ${ }^{46}$ The rest is just book-keeping - we need to ensure that the final answer can be written back in terms of the original wavefunction at analytically continued energies. To do this, we use the relation (2.6):

$$
\begin{equation*}
\bar{\psi}_{n}\left(k_{1}, \cdots, k_{n}\right)=\psi_{n}^{*}\left(-k_{1}, \cdots,-k_{n}\right), \tag{B.15}
\end{equation*}
$$

which is true in a unitary theory, where the analytic continuation to negative energies corresponds to a clockwise rotation in the complex plane. Two things are worth emphasizing: first, the cutting rules are true already at the level of the integrand (similar to the Cutkoskylike rules derived for amplitudes in [118]), and, second, they do not rely on unitarity per se - there are cutting identities satisfied by any theory that involve both the wavefunction and conjugate wavefunction. These identities depend only on the structure of the propagators, and can therefore be thought of as a consequence of locality. The additional input of unitarity is the fact that only in a unitary theory can the relations be written in a way that only involves the wavefunction. (This is also true in the case of scattering amplitudes.)

In order to prove the cutting formula (B.6) at tree level we proceed via induction. In order to streamline the argument, it is useful to introduce some diagrammatic notation. First, we denote the sum of all nontrivial cuts of a diagram (those that intersect at least one internal line) as

$$
\begin{equation*}
\sum_{\mathrm{cuts}} \psi=\wp \tag{B.16}
\end{equation*}
$$

where the shaded circle represents an arbitrary tree-level graph. For example, this would correspond to the sum of diagrams with dashed lines in the above identities. In this diagrammatic notation, we can write the cutting rule (B.6) as

which relates the sum of cuts of a diagram to the wavefunction and its conjugate, as defined above.

As we have explained earlier, the bulk-to-bulk and anti-bulk-to-bulk propagators play an essential role, so it is useful to introduce the following graphical notation for them:

$$
\begin{align*}
& \mathcal{G}\left(k ; t_{1}, t_{2}\right)=\square  \tag{B.18}\\
& \overline{\mathcal{G}}\left(k ; t_{1}, t_{2}\right)= \tag{B.19}
\end{align*}
$$

[^34]In this pictorial form, the identity (B.1) is simply

$$
\begin{equation*}
\square+\overline{ }-\overline{ }-------=0 \tag{B.20}
\end{equation*}
$$

Having introduced this notation, we are ready to proceed with the proof. As mentioned before, the argument is inductive. We are going to take advantage of the fact that any tree graph can be built iteratively by successively adding internal lines. Consider adding a single additional internal line that connects some general graph to an additional vertex. Take this vertex to be the farthest "right" vertex and assume that the graph it connects to satisfies the cutting formula (B.6). We want to show that the graph obtained by adding the extra line then also satisfies (B.6).

We begin by considering the sum of internal cuts of a general graph, which is denoted pictorially by (B.16). At the integrand level, we then multiply by the left-hand side of (B.20), and imagine connecting the propagators to a white vertex (but evaluated for positive energy). Since we are multiplying by zero, we get


The goal is to arrange this into the appropriate cutting formula for the new graph with this additional line. First, we notice that the middle term (with the blue internal line) corresponds to almost all of the cuts of this graph. In particular, it is a sum over all cuts except for the one where we cut the additional line, because we are instructed to use the anti-bulk-to-bulk propagator for lines to the right of cuts. We then want to arrange the other two terms in a form that produces the last cut, along with the trivial cuts to the right and left of the wavefunction. We can accomplish this by using the cutting rule for the grey blob (B.17) to write the following diagrammatic identities

and then use the identity (B.20) in the last term of (B.23) to write


Putting all of this together, various terms cancel and we can write (B.21) as


This is nearly the desired formula: notice that in the first term the rightmost vertex is o instead of $\bullet$. However, these two vertices only differ by a minus sign ( $i$ versus $-i$ ), so we can write

$$
\begin{equation*}
-\bigcirc \quad \bigcirc \quad \bigcirc \tag{B.26}
\end{equation*}
$$

In addition, the last two terms of (B.25) combine into the full set of internal cuts of the tree diagram, which implies

$$
\begin{equation*}
\psi+\bar{\psi}=-\sum_{\text {cuts }} \psi, \tag{B.27}
\end{equation*}
$$

as desired. In order to complete the argument, we need one additional step, which is to note that the fact that the sum of cuts of a graph vanishes for any ordering of its vertices right to left, where we sum over all cuts according to the prescription described in section B.2. This can be seen starting from the cutting formula (B.6) and on the right hand side (in the sum over internal cuts) using the identity $\mathcal{G}+\overline{\mathcal{G}}=\widetilde{\mathcal{G}}$ to transform any subgraph built from all bulk-to-bulk propagators into one using all anti-bulk-to-bulk propagators (or vice versa). This will necessarily also introduce a number of new cuts to the graph, effectively ordering the vertices in a different way. As an example, we can transform the two ways of cutting the three-site graph into each other via this procedure. With this information in hand, we can effectively build any tree graph we want iteratively using (B.21), where the added line attaches to the rightmost vertex. Then, since we have proven the cutting rules explicitly in the base two-site case, they then follow for a general graph.

Single cuts. The cutting rules that we have described are useful because they apply to general graphs. However, there is another identity satisfied by the bulk-to-bulk propagator that is useful in some cases. Specifically, the bulk-to-bulk propagator satisfies

$$
\begin{equation*}
\overline{\mathcal{G}}\left(k ; t_{1}, t_{2}\right)=-\mathcal{G}\left(-k ; t_{1}, t_{2}\right) . \tag{B.28}
\end{equation*}
$$

We can use this relation to make the cut propagator appear in expressions involving the wavefunction, without having to introduce the conjugate wavefunction. For example, the two-site graph satisfies

$$
\begin{equation*}
\psi_{(2)}\left(x_{1}, x_{2}, s_{12}\right)-\psi_{(2)}\left(x_{1}, x_{2},-s_{12}\right)=-P\left(s_{12}\right) \widetilde{\mathrm{Disisc}_{s_{12}}}\left[\psi_{(1)}\left(x_{1}+s_{12}\right)\right] \widetilde{\mathrm{Disisc}_{s_{12}}}\left[\psi_{(1)}\left(-x_{2}+s_{12}\right)\right], \tag{B.29}
\end{equation*}
$$

which follows from combining (B.28) and (B.1). The extension to more complicated tree graphs is immediate, we just take the difference between a wavefunction coefficient and itself with one of its internal energies flipped, which has the interpretation of cutting this internal line. Identities of this kind are somewhat similar to single discontinuities in the context of scattering amplitudes. A drawback of these cuts is that they do not readily extend to loop level because they require shifting internal energies, which are integrated over in a loop. Nevertheless, they may be useful in helping to constrain correlator ansatzes by demanding that all of their individual cuts reproduce the correct lower-point objects. See [74] for some examples along these lines.

## B. 5 From trees to loops

So far, we have focused on cuts of tree-level graphs. In the context of cosmological correlators, these relations already provide useful structural information. However, in the case of flat-space scattering amplitudes, it is really at loop level that unitarity methods are the most powerful. It stands to reason that cuts will also prove to be useful at loop level for correlators. Fortunately, much of our previous discussion can be adapted to consider loop diagrams.

A useful feature of the cutting formulas proved in the previous section is that they hold at the level of the integrand, because they are essentially identities satisfied by products of bulk-to-bulk propagators. From this perspective, there is not so much difference between a tree diagram and a loop - to turn a tree integrand into a loop integrand, we just identify two of the vertices. ${ }^{47}$ Consequently, we can re-interpret our tree-level cutting formulas as ones involving loop diagrams.

There are two important subtleties when carrying out this procedure. The first is that we have to be careful about vertex factors - for the most part we will focus on theories with polynomial interactions, so that this only requires tracking factors of $i$ which depend on the number of actual vertex insertions. For more complicated interactions involving nontrivial vertex factors, it should not be difficult to factorize the problem by combining vertex factors for the loop diagram and then casting the time integral as a tree integrand with identifications. However, we will not pursue this systematically. The second important subtlety relates to loop momenta - in a loop diagram there are unconstrained momenta running in the loops that have to be integrated over. After cutting loop diagrams, it is important to still integrate over the undetermined loop momenta. We will not attempt to actually perform the loop momentum integrals, so the cutting formulas that we present should be read as relations between the time integrals involved in loop calculations.

Since loops are not our main focus, we will just illustrate the procedure for a couple simple examples, and leave a systematic exploration to the future. See also [73] for a detailed discussion of cutting loops.

One-site loop. The simplest loop diagram involves a single vertex, where the loop connects the vertex to itself:

where we include a hat on $\hat{\psi}_{(1)}^{1 \text {-loop }}$ to emphasize that this is not the full wavefunctional coefficient, but is rather the loop integrand. Since this diagram only has a single exchange, we can adapt the tree-level two-site cutting rule (B.3) to this graph by identifying the two

[^35]vertices, which leads to the identity

where the minus signs come from the factors of $i$ and $-i$ that are different for a loop and for the identified tree diagram. We can translate this graphical identity into the following formula:
\[

$$
\begin{equation*}
\widetilde{\operatorname{Disc}_{x}}\left[\hat{\psi}_{(1)}^{1 \text {-loop }}\right]-\lim _{y^{\prime} \rightarrow y} P(y) \widetilde{\operatorname{Disc}_{y}}\left[\widetilde{\operatorname{Disc}_{y^{\prime}}}\left[\hat{\psi}_{(1)}\left(x+y+y^{\prime}\right)\right]\right]=0 \tag{B.32}
\end{equation*}
$$

\]

where it is important to split the energies $y$ and $y^{\prime}$ when taking the double discontinuity in order to preserve the correct identification of the two vertices in the tree graph (B.3).

We can then check that this relation is indeed satisfied by the one-site loop in flat space, where the explicit wavefunction coefficient is given by

$$
\begin{equation*}
\hat{\psi}_{(1)}^{1-\text { loop }}=\frac{1}{x(x+2 y)} . \tag{B.33}
\end{equation*}
$$

In this case, the shifted one-site wavefunctional coming from the cut is

$$
\begin{equation*}
\lim _{y^{\prime} \rightarrow y} P(y) \widetilde{\operatorname{Disc}_{y}}\left[\widetilde{\operatorname{Disisc}_{y^{\prime}}}\left[\hat{\psi}_{(1)}\left(x+y+y^{\prime}\right)\right]=\frac{1}{2 y}\left(\frac{1}{x-2 y}-\frac{2}{x}+\frac{1}{x+2 y}\right),\right. \tag{B.34}
\end{equation*}
$$

where $\hat{\psi}_{(1)}\left(x+y+y^{\prime}\right)=1 /\left(x+y+y^{\prime}\right)$. Combining (B.34) with (B.33), we can verify that (B.31) is satisfied. As mentioned earlier, it is worth bearing in mind that this is a relation satisfied by the loop integrand, where the integration over the undetermined loop momentum must still be carried out.

Two-site loop. The next-simplest example of a loop consists of two vertices with two internal lines:

$$
\begin{equation*}
\hat{\psi}_{(2)}^{1 \text { loop }}=x_{1} \bigcup_{y_{b}}^{y_{a}} x_{2} . \tag{B.35}
\end{equation*}
$$

Since this has the same number of propagators as the three-site graph example at tree level, we can transform that cutting rule into one for this loop graph by identifying vertices 1 and 3. Interestingly, as in the case of the three-site tree, there are two ways of cutting this loop diagram. The first comes from the identity (B.10) and reads pictorially:

$$
\begin{equation*}
\oint-\oint-\oint+\wp^{\prime} \neq 0, \tag{B.36}
\end{equation*}
$$

which, translated to an equation, is

$$
\begin{align*}
& +\lim _{y_{a}^{\prime} \rightarrow y_{a}} P\left(y_{a}\right) \widetilde{y_{y_{a}}} \widetilde{\operatorname{Disc}^{\text {a }}}\left[\widetilde{\text { Disc }_{a}}\left[\hat{\psi}_{(2)}\left(x_{1}+y_{a}, x_{2}+y_{a}^{\prime}, y_{b}\right)\right]\right]=0, \tag{B.37}
\end{align*}
$$

where again the nested Disc operations have to be treated with some care. For example:

$$
\begin{align*}
& \lim _{y_{a}^{a} \rightarrow y_{a}} \widetilde{\operatorname{Disc}_{y_{a}}}\left[\widetilde{\operatorname{Disc}_{a}}\left[\hat{\psi}_{(2)}\left(x_{1}+y_{a}, x_{2}+y_{a}^{\prime}, y_{b}\right)\right]=\hat{\psi}_{(2)}\left(x_{1}-y_{a}, x_{2}-y_{a}, y_{b}\right)\right. \\
& -\hat{\psi}_{(2)}\left(x_{1}-y_{a}, x_{2}+y_{a}, y_{b}\right)-\hat{\psi}_{(2)}\left(x_{1}+y_{a}, x_{2}-y_{a}, y_{b}\right)+\hat{\psi}_{(2)}\left(x_{1}+y_{a}, x_{2}+y_{a}, y_{b}\right) . \tag{B.38}
\end{align*}
$$

To check that the identity (B.37) is actually satisfied in flat space, we use the explicit expression for the two-site loop [12]

$$
\begin{equation*}
\hat{\psi}_{(2)}^{1 \text {-loop }}=\frac{1}{\left(x_{1}+x_{2}\right)\left(x_{1}+y_{a}+y_{b}\right)\left(x_{2}+y_{a}+y_{b}\right)}\left[\frac{1}{x_{1}+x_{2}+2 y_{a}}+\frac{1}{x_{1}+x_{2}+2 y_{b}}\right], \tag{B.39}
\end{equation*}
$$

as well as (B.8) for the two-site graph at tree level.
We can also imagine manipulating the identity (B.3) at the level of the integrand into a loop identity. This different way of cutting the three-site graph leads to the following diagrammatic identity:

which it is also straightforward to verify given the explicit formulas.
As mentioned before, the fact that there are multiple different ways of cutting diagrams suggests that there is a more invariant formulation of the problem. Additionally, it would be interesting to connect these ideas to the formulation of Steinmann relations found in [24].

## C Complex deformations and residues

In section 4, we constructed wavefunction coefficients recursively from lower-point correlators and scattering information by deforming their kinematic arguments into the complex plane. These deformed wavefunction coefficients have a number of poles at complex momenta, whose residues can be summed to obtain the physical (i.e. the undeformed) wavefunction. In this appendix, we find a general formula for these residues - at any pole order - in terms of the Laurent expansion of the wavefunction coefficient around its singularities.

## C. 1 Deformation and singularities

Imagine we want to construct a wavefunction coefficient, $\psi\left(K_{a}\right)$, with an arbitrary number of internal and external lines, whose energies we collectively call $K_{a} \equiv\left\{k_{a},\left|\vec{k}_{a_{1}}+\ldots+\vec{k}_{a_{m}}\right|\right\}$, where $\vec{k}_{a_{1}}+\ldots+\vec{k}_{a_{m}}$ denotes a basis for the exchanged momenta in a given process. We will assume that $\psi\left(K_{a}\right)$ is a rational function of these kinematic arguments, and that it has a pole of order $n$ when a certain linear combination of the energy variables, which we will denote by $p_{j}\left(K_{a}\right)$, goes to zero, where $j$ is an index that labels the different poles. We can then write

$$
\begin{equation*}
\psi\left(K_{a}\right)=\frac{1}{p_{j}\left(K_{a}\right)^{n}} F_{j}\left(K_{a}\right), \tag{C.1}
\end{equation*}
$$

where $F_{j}$ is the correlator after factoring out the pole. We could similarly factor out all of the poles, but we just show the $j$ th pole for illustration. As explained in section 4 , we can isolate a subset of the poles by performing a complex linear shift in the energy variables:

$$
\begin{equation*}
K_{a} \mapsto \hat{K}_{a}(z)=\left\{k_{a}+c_{a} z,\left|\vec{k}_{a_{1}}+\ldots+\vec{k}_{a_{m}}\right|+d_{a_{1} \ldots a_{m}} z\right\} \tag{C.2}
\end{equation*}
$$

After doing this shift, we can write $p_{j}$ as

$$
\begin{equation*}
p_{j}\left(K_{a}\right) \mapsto p_{j}\left(\hat{K}_{a}\right)=A\left(z-z_{j}\right) \tag{C.3}
\end{equation*}
$$

where $z_{j} \neq 0$ is a linear combination of energy variables and $A$ a numerical factor that we will ignore in the following, as it can always be absorbed in the definition of $F_{j}$. Equation (C.3) merely expresses that the zero of $p_{j}\left(\hat{K}_{a}\right)$ has been moved into the complex plane by the deformation, and now sits at $z=z_{j}$.

As we described in section 4, we can write a formal formula for the original undeformed wavefunction coefficient as

$$
\begin{equation*}
\psi(0)=\frac{1}{2 \pi i} \oint_{\mathcal{C}} \mathrm{d} z \frac{\psi(z)}{z} \tag{C.4}
\end{equation*}
$$

by integrating around a small circle $\mathcal{C}$ centered around $z=0$. By assumption, all of the singularities of $\psi(z)$ are poles, so we can write a residue formula for the original wavefunction by deforming the contour

$$
\begin{equation*}
\psi(0)=-\sum_{j} \operatorname{Res}_{z=z_{j}}\left(\frac{\psi(z)}{z}\right) \tag{C.5}
\end{equation*}
$$

where we are assuming the absence of a pole at infinity.

## C. 2 Residues and Laurent coefficients

In order to use the formula (C.5), we need to know the residues of $\psi(z) / z$ at each pole $z_{j}$. Using the general residue formula, we can write

$$
\begin{align*}
\operatorname{Res}_{z=z_{j}}\left(\frac{\psi(z)}{z}\right) & =\frac{1}{(n-1)!} \lim _{z \rightarrow z_{j}} \frac{\mathrm{~d}^{n-1}}{\mathrm{~d} z^{n-1}}\left[\left(z-z_{j}\right)^{n} \frac{\psi(z)}{z}\right] \\
& =\frac{1}{(n-1)!} \lim _{z \rightarrow z_{j}} \frac{\mathrm{~d}^{n-1}}{\mathrm{~d} z^{n-1}}\left[\frac{1}{z} F_{j}(z)\right] \\
& =-\sum_{l=1}^{n} \frac{1}{\left(-z_{j}\right)^{l}} \frac{1}{(n-l)!} \lim _{z \rightarrow z_{j}} \frac{\mathrm{~d}^{n-l}}{\mathrm{~d} z^{n-l}} F_{j}(z) . \tag{C.6}
\end{align*}
$$

We want to relate this expression to the Laurent series of $\psi$. To do this, we note that we can write the singular terms of the Laurent series of the deformed function $\psi(z)$ around $z=z_{j}$ as

$$
\begin{align*}
\left.\lim _{z \rightarrow z_{j}} \psi(z)\right|_{\text {sing }} & =\sum_{m=-n}^{-1}\left(z-z_{j}\right)^{m} \frac{1}{2 \pi i} \oint_{\mathcal{C}_{j}} \mathrm{~d} w \frac{\psi(w)}{\left(w-z_{j}\right)^{m+1}} \\
& =\sum_{m=-n}^{-1}\left(z-z_{j}\right)^{m} \operatorname{Res}\left[\frac{\psi(w)}{\left(w-z_{j}\right)^{m+1}}, w=z_{j}\right] \\
& =\sum_{m=-n}^{-1}\left(z-z_{j}\right)^{m} \frac{1}{(n+m)!} \lim _{w \rightarrow z_{j}} \frac{\mathrm{~d}^{n+m}}{\mathrm{~d} w^{n+m}}\left[\left(w-z_{j}\right)^{n} \psi(w)\right] \\
& =\sum_{m=-n}^{-1}\left(z-z_{j}\right)^{m} \frac{1}{(n+m)!} \lim _{w \rightarrow z_{j}} \frac{\mathrm{~d}^{n+m}}{\mathrm{~d} w^{n+m}} F_{j}(w), \tag{C.7}
\end{align*}
$$

where $\mathcal{C}_{j}$ is a small circle centered around $w=z_{j}$. Relabelling the summation index $m \rightarrow-l$ yields

$$
\begin{equation*}
\left.\lim _{z \rightarrow z_{j}} \psi(z)\right|_{\operatorname{sing}}=\sum_{l=1}^{n} \frac{R^{(l)}\left(K_{a}\right)}{\left(z-z_{j}\right)^{l}}, \quad \text { with } \quad R^{(l)}\left(K_{a}\right) \equiv \frac{1}{(n-l)!} \lim _{w \rightarrow z_{j}} \frac{\mathrm{~d}^{n-l}}{\mathrm{~d} w^{n-l}} F_{j}(w) . \tag{C.8}
\end{equation*}
$$

Comparing this with (C.6), we obtain a general expression relating the residue to the coefficients in the Laurent expansion of $\psi(z)$ :

$$
\begin{equation*}
\operatorname{Res}_{z=z_{j}}\left(\frac{\psi(z)}{z}\right)=-\sum_{l=1}^{n} \frac{R^{(l)}\left(K_{a}\right)}{\left(-z_{j}\right)^{l}} . \tag{C.9}
\end{equation*}
$$

In section 4, we use our knowledge of $\psi\left(K_{a}\right)$ around its singularities - i.e. knowledge of the Laurent series (C.8)-to compute the residues and reconstruct the full function. In the case of partial energy singularities, the cutting equation allows us to compute all the singular terms in (C.8). For the total energy singularity, we only know the most singular term of the series, which is given by the high-energy limit of the corresponding scattering amplitude. The subleading total energy singularities can however be fixed by consistency conditions, as they are not in general independent from the partial energy singularities.

Shifting a single variable. The relevant formulas simplify if the complex deformation affects only one of the energy variables, e.g. $k_{1} \mapsto k_{1}+z$. In this case, we have

$$
\begin{equation*}
p_{j}\left(K_{a}\right)=k_{1}-\theta_{j}\left(K_{a}\right) \quad \Longrightarrow \quad z_{j}=\theta_{j}-k_{1} \tag{C.10}
\end{equation*}
$$

and

$$
\begin{align*}
\left.\lim _{k_{1} \rightarrow \theta_{j}} \psi\left(K_{a}\right)\right|_{\text {sing }} & =\sum_{m=-n}^{-1}\left(k_{1}-\theta_{j}\right)^{m} \frac{1}{(n+m)!} \lim _{w \rightarrow \theta_{j}} \frac{\mathrm{~d}^{n+m}}{\mathrm{~d} w^{n+m}}\left[\left(w-\theta_{j}\right)^{n} \psi\left(w, k_{2}, \ldots\right)\right] \\
& =\sum_{m=-n}^{-1}\left(-z_{j}\right)^{m} \frac{1}{(n+m)!} \lim _{w \rightarrow \theta_{j}} \frac{\mathrm{~d}^{n+m}}{\mathrm{~d} w^{n+m}} \psi_{j}\left(w, k_{2}, \ldots\right) \\
& =\sum_{l=1}^{n} \frac{1}{\left(-z_{j}\right)^{l}} \frac{1}{(n-l)!} \lim _{w \rightarrow \theta_{j}} \frac{\mathrm{~d}^{n-l}}{\mathrm{~d} w^{n-l}} \psi_{j}\left(w, k_{2}, \ldots\right), \tag{C.11}
\end{align*}
$$

which coincides exactly with (C.6). The residue at $z_{j}=\theta_{j}-k_{1}$ then takes the simple form

$$
\begin{equation*}
\operatorname{Res}_{z=z_{j}}\left(\frac{\psi(z)}{z}\right)=-\left.\lim _{k_{1} \rightarrow \theta_{j}} \psi\left(K_{a}\right)\right|_{\text {sing }} \tag{C.12}
\end{equation*}
$$

To sum up, when only one of the energy variables is shifted, the residue is just equal to minus the singular terms of the Laurent series of the undeformed wavefunction coefficient.

Simple poles. If all poles are simple poles, as is the case for flat-space correlators, then the formula (C.9) for each pole simplifies even further and reduces to

$$
\begin{equation*}
\operatorname{Res}_{z=z_{j}}\left(\frac{\psi(z)}{z}\right)=\frac{1}{z_{j}} \lim _{z \rightarrow z_{j}}\left[\left(z-z_{j}\right) \psi(z)\right] . \tag{C.13}
\end{equation*}
$$

Furthermore, if we shift only one energy variable, then the formula involves only the unshifted wavefunction coefficient:

$$
\begin{equation*}
\operatorname{Res}_{z=z_{j}}\left(\frac{\psi(z)}{z}\right)=-\frac{1}{k_{1}-\theta_{j}} \lim _{k_{1} \rightarrow \theta_{j}}\left[\left(k_{1}-\theta_{j}\right) \psi\left(K_{a}\right)\right] . \tag{C.14}
\end{equation*}
$$

This implies that for simple poles, and deforming only one of the energy variables, the residues of the deformed wavefunction are simply given by a limit of the (undeformed) wavefunction coefficient. We typically know expressions for these singular limits of the wavefunction from other principles, like bulk locality.

## D Yang-Mills correlators

In this appendix, we construct correlators involving non-Abelian currents using the strategies presented in the main text. In particular, we construct the correlators corresponding to non-Abelian Compton scattering, $\psi_{J \varphi J \varphi}$, and the Yang-Mills four-point function, $\psi_{J J J J}$. Pure Yang-Mills is Weyl invariant in four dimensions, and we will consider a coupling to a conformally coupled scalar, so that these correlators will be the same in both flat space and de Sitter. This makes these correlation functions particularly simple, and we expect that these techniques can fruitfully be applied to construct higher-multiplicity correlators.

## D. 1 Non-Abelian Compton

We first consider the non-Abelian Compton correlator between two massless spin-1 particles and two conformally coupled scalar. This is quite similar to the Abelian Compton scattering example considered in section 4 , but with the addition of gluon exchange in the $u$-channel. We perform the same complex deformation as in the Abelian case

$$
\begin{equation*}
k_{1} \mapsto k_{1}+z, \tag{D.1}
\end{equation*}
$$

which now accesses singularities located at

$$
\begin{equation*}
z_{E}=-E, \quad z_{s}=-E_{L}^{(s)}, \quad z_{t}=-E_{L}^{(t)}, \quad z_{u}=-E_{L}^{(u)} . \tag{D.2}
\end{equation*}
$$

The residues of these singularities can be computed from the known three-point amplitudes and correlators

$$
\begin{align*}
& A_{J \varphi \varphi}=2 T_{a b}^{A}\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)  \tag{D.3}\\
& A_{J J J}=f^{A B E}\left[\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\alpha}\right)+2\left(\vec{\xi}_{2} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)-2\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{2} \cdot \vec{k}_{1}\right)\right]  \tag{D.4}\\
& \psi_{J \varphi \varphi}=\frac{A_{J \varphi^{2}}}{K}, \quad \psi_{J J J}=\frac{A_{J J J}}{K} \tag{D.5}
\end{align*}
$$

where, as before $\vec{\alpha} \equiv \vec{k}_{1}-\vec{k}_{2}$, and $T_{a b}^{A}$ and $f^{A B C}$ are the couplings of the non-Abelian vector to scalars and its self-coupling, respectively, which satisfy the relation $\left[T^{A}, T_{B}\right]_{a b}=f^{A B C} T_{a b}^{C}$. We also require the four-point amplitude

$$
\begin{align*}
A_{J \varphi J \varphi}= & T_{a c}^{A} T_{c b}^{B} \frac{4\left(\epsilon_{1} \cdot p_{2}\right)\left(\epsilon_{3} \cdot p_{4}\right)}{S}+T_{a c}^{B} T_{c b}^{A} \frac{4\left(\epsilon_{1} \cdot p_{4}\right)\left(\epsilon_{3} \cdot p_{2}\right)}{T} \\
& +\left(T^{A} T^{B}-T^{B} T^{A}\right)_{a b} \frac{1}{U}\left[-U P_{1}\left(1+\frac{2 S}{U}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)+4 \epsilon_{1} \circ \epsilon_{3}\right]  \tag{D.6}\\
& -\left(T^{A} T^{B}+T^{B} T^{A}\right)_{a b}\left(\epsilon_{1} \cdot \epsilon_{3}\right)
\end{align*}
$$

where $\epsilon_{1} \circ \epsilon_{3}=\left(\epsilon_{1} \cdot p_{2}\right)\left(\epsilon_{3} \cdot p_{4}\right)-\left(\epsilon_{1} \cdot p_{4}\right)\left(\epsilon_{3} \cdot p_{2}\right)$ is defined as in (6.9).
Using this information, we can construct the residues of the singularities in (D.2):

$$
\begin{align*}
&-\operatorname{Res}_{z=z_{E}}\left(\frac{\psi(z)}{z}\right)= 4 T_{a c}^{A} T_{c b}^{B} \frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)}{\left(k_{34}-s\right)\left(k_{34}+s\right)}+4 T_{a c}^{B} T_{c b}^{A} \frac{\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)}{\left(k_{23}-t\right)\left(k_{23}+t\right)} \\
&+\left(T^{A} T^{B}-T^{B} T^{A}\right)_{a b} \frac{1}{\left(k_{24}-u\right)\left(k_{24}+u\right)}\left[\widetilde{\mathcal{P}}_{1}^{(u)}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)+4 \vec{\xi}_{1} \circ \vec{\xi}_{3}\right] \\
&-\left(T^{A} T^{B}+T^{B} T^{A}\right)_{a b}\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right),  \tag{D.7}\\
&-\operatorname{Res}_{z=z_{s}}\left(\frac{\psi(z)}{z}\right)= A_{J \varphi \varphi} \cdot \tilde{\psi}_{\varphi J \varphi}=-T_{a c}^{A} T_{c b}^{B} \frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)}{\left(k_{34}+s\right)\left(k_{34}-s\right)},  \tag{D.8}\\
&-\operatorname{Res}_{z=z_{t}}^{\operatorname{Res}}\left(\frac{\psi(z)}{z}\right)= A_{J \varphi \varphi} \cdot \widetilde{\psi}_{\varphi J \varphi}=-T_{a c}^{B} T_{c b}^{A} \frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)}{\left(k_{23}+t\right)\left(k_{23}-t\right)},  \tag{D.9}\\
&-{\underset{z=z_{u}}{\operatorname{ReS}}\left(\frac{\psi(z)}{z}\right)=} \quad A_{J J J} \otimes \tilde{\psi}_{J \varphi \varphi}=-\left(T^{A} T^{B}-T^{B} T^{A}\right)_{a b} \frac{u^{2} \Pi_{1,1}^{(u)} \vec{\xi}_{1} \cdot \vec{\xi}_{3}+4 \vec{\xi}_{1} \circ \vec{\xi}_{3}}{\left(k_{24}+u\right)\left(k_{24}-u\right)}, \tag{D.10}
\end{align*}
$$

where, as in sections 4 and 6 , the residues do not depend on $k_{1}$ and we have introduced the deformed polarization sum as in (6.23):

$$
\begin{equation*}
\widetilde{\mathcal{P}}_{1}^{(u)}=\widetilde{\Pi}_{1,1}-\left(-k_{24}+u\right) E_{R}^{(u)} \widetilde{\Pi}_{1,0} \tag{D.11}
\end{equation*}
$$

The partial energy residues could also have been obtained by taking limits of the cuts of correlators. Summing up all the residues according to (4.3), and using the identity

$$
\begin{equation*}
\frac{1}{E\left(k_{34}+s\right)\left(k_{34}-s\right)}-\frac{1}{\left(k_{12}+s\right)\left(k_{34}+s\right)\left(k_{34}-s\right)}=-\frac{1}{E E_{L} E_{R}} \tag{D.12}
\end{equation*}
$$

along with the analogous expressions in the other channels, we obtain the final expression for the non-Abelian Compton correlator

$$
\begin{align*}
\psi_{J \varphi J \varphi}= & -\left(T^{A} T^{B}\right)_{a b} \frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right)}{E E_{L} E_{R}}-\left(T^{B} T^{A}\right)_{a b} \frac{4\left(\vec{\xi}_{1} \cdot \vec{k}_{4}\right)\left(\vec{\xi}_{3} \cdot \vec{k}_{2}\right)}{E E_{L}^{(t)} E_{R}^{(t)}} \\
& -\left[T^{A}, T^{B}\right]_{a b} \frac{1}{E E_{L}^{(u)} E_{R}^{(u)}}\left[\mathcal{P}_{1}^{(u)} \vec{\xi}_{1} \cdot \vec{\xi}_{3}+4 \vec{\xi}_{1} \circ \vec{\xi}_{3}\right]  \tag{D.13}\\
& -\left(T^{A} T^{B}+T^{B} T^{A}\right)_{a b} \frac{\vec{\xi}_{1} \cdot \vec{\xi}_{3}}{E},
\end{align*}
$$

where $\mathcal{P}_{1}^{(u)}$ is the polarization sum (A.17) adapted to the $u$-channel. This agrees with the correlator obtained by other methods in [11]. It is straightforward to check that this expression is consistent with the cutting rules discussed in section 3. In principle, there is the freedom in the above derivation to add terms that are regular in all of the total energy and partial energy limits, but these terms are not necessary to produce the correct answer.

## D. 2 Yang-Mills

Next, we consider the correlator associated to pure Yang-Mills scattering. As in the previous case, we perform the complex deformation (D.1), which can access the singularities (D.2). We can compute the partial energy residues from the three-point wavefunction (D.5) which allows us to construct the cut of the correlator (in the $s$-channel for concreteness):

$$
\begin{align*}
\operatorname{Disc}\left[\psi_{J J J J}^{(s)}\right] & =-2 s \tilde{\psi}_{J J J}\left(k_{12} \mp s\right) \otimes \tilde{\psi}_{J J J}\left(-k_{34} \mp s\right) \\
& =-c_{s} 2 s \frac{\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{4}\right) \widetilde{\Pi}_{1,1}+4\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \circ \vec{\xi}_{4}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{4}\right)+4 \mathcal{Z}^{(s)}}{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)}, \tag{D.14}
\end{align*}
$$

with $\mathcal{Z}^{(s)} \equiv\left[\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right) \vec{\xi}_{2}-\left(\vec{\xi}_{2} \cdot \vec{k}_{1}\right) \vec{\xi}_{1}\right] \cdot\left[\left(\vec{\xi}_{3} \cdot \vec{k}_{4}\right) \vec{\xi}_{4}-\left(\vec{\xi}_{4} \cdot \vec{k}_{3}\right) \vec{\xi}_{3}\right]$. The color factor $c_{s} \equiv f^{A B E} f^{C D E}$ guarantees Bose symmetry, with $\{A, B, C, D\}$ labeling the external legs with momenta $\left\{k_{1}, k_{2}, k_{3}, k_{4}\right\}$, respectively. We can obtain the residues of the partial energy singularities by taking the $E_{L} \rightarrow 0$ limit of this equation, as was done in section 4 . Similar formulas hold for the $t$ and $u$-channels after permutation.

The residue of the total energy singularity can be obtained from the scattering amplitude:

$$
\begin{gather*}
i A_{J J J J}=\frac{c_{s}}{S}\left[\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) S P_{1}\left(1+\frac{2 U}{S}\right)-4\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \circ \epsilon_{4}\right)-4\left(\epsilon_{1} \circ \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right)-4 Z^{(s)}\right] \\
+c_{s}\left[\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)-\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right)\right]+(t \text { and } u \text {-channels }), \tag{D.15}
\end{gather*}
$$

with $P_{1}(x)$ the Legendre polynomial and

$$
\begin{equation*}
Z^{(s)} \equiv\left[\left(\epsilon_{1} \cdot p_{2}\right) \epsilon_{2}^{\mu}-\left(\epsilon_{2} \cdot p_{1}\right) \epsilon_{1}^{\mu}\right] \cdot\left[\left(\epsilon_{3} \cdot p_{4}\right) \epsilon_{4}^{\mu}-\left(\epsilon_{4} \cdot p_{3}\right) \epsilon_{3}^{\mu}\right] \tag{D.16}
\end{equation*}
$$

The $t$ and $u$-channel contributions can be obtained by permuting $2 \leftrightarrow 4$ and $2 \leftrightarrow 3$, respectively. The full amplitude is gauge invariant as a consequence of the Jacobi identity,
$c_{s}+c_{t}+c_{u}=0$. Using this information we can construct the partial energy singularity residues as:

$$
\begin{equation*}
-\operatorname{Res}_{z=z_{s}}\left(\frac{\psi(z)}{z}\right)=c_{s} \frac{\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{4}\right) \widetilde{\Pi}_{1,1}+4\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \circ \vec{\xi}_{4}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{4}\right)+4 \mathcal{Z}^{(s)}}{E_{L}\left(k_{34}^{2}-s^{2}\right)} . \tag{D.17}
\end{equation*}
$$

The $z_{t}$ and $z_{u}$ residues are simply obtained by permutation. The residue at $z_{E}$ is simply related to the scattering amplitude (D.15):

$$
\begin{align*}
-\operatorname{Res}_{z=z_{E}}\left(\frac{\psi(z)}{z}\right)= & -c_{s} \frac{\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{4}\right) \widetilde{\mathcal{P}}_{1}^{(s)}+4\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \circ \vec{\xi}_{4}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{4}\right)+4 \mathcal{Z}^{(s)}}{E\left(k_{34}^{2}-s^{2}\right)} \\
& +\frac{c_{s}}{E}\left[\left(\vec{\xi}_{1} \cdot \vec{\xi}_{4}\right)\left(\vec{\xi}_{2} \cdot \vec{\xi}_{3}\right)-\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{2} \cdot \vec{\xi}_{4}\right)\right]+(t \text { and } u \text {-channels }), \tag{D.18}
\end{align*}
$$

where $\widetilde{\mathcal{P}}_{1}^{(s)}$ is the $s$-channel version of (D.11). Adding up the four residues one obtains the following after some algebra

$$
\begin{align*}
\psi_{J J J J}= & c_{s} \frac{\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{4}\right) \mathcal{P}_{1}+4\left(\vec{\xi}_{1} \cdot \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \circ \vec{\xi}_{4}\right)+4\left(\vec{\xi}_{1} \circ \vec{\xi}_{2}\right)\left(\vec{\xi}_{3} \cdot \vec{\xi}_{4}\right)+4 \mathcal{Z}^{(s)}}{E E_{L} E_{R}} \\
& +\frac{c_{s}}{E}\left[\left(\vec{\xi}_{1} \cdot \vec{\xi}_{4}\right)\left(\vec{\xi}_{2} \cdot \vec{\xi}_{3}\right)-\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)\left(\vec{\xi}_{2} \cdot \vec{\xi}_{4}\right)\right]+(t \text { and } u \text {-channels }) \tag{D.19}
\end{align*}
$$

It is straightforward to check both that this correlator satisfies the correct cutting rule, to which only the partial energy singularities contribute, and that it matches the result of an explicit bulk calculation [16].

## E Correlators in the EFT of inflation

As another application of the tools introduced in the main text, in this appendix we consider correlation functions in the effective field theory of inflation [81, 82]. Since our goal is not to be comprehensive, but merely illustrate the techniques, we will focus on the correlators arising from a particular vertex in the EFT. However, we anticipate that this approach will help to streamline more general computations in the EFT of inflation.

## E. 1 Goldstone action

The effective field theory of inflation views inflation as a process of spontaneous symmetry breaking, where the fact that inflation ends signals the presence of some "clock" that spontaneously breaks time reparametrization invariance by picking a preferred space-like foliation of the inflationary spacetime. From this perspective, fluctuations of the inflaton are the Goldstone modes of this symmetry breaking. In general, these perturbations mix with the graviton and form a single multiplet in the infrared. However, we can isolate the dynamics of the Goldstone field by taking the decoupling limit $M_{\mathrm{Pl}} \rightarrow \infty, \dot{H} \rightarrow 0$, while holding the combination $f_{\pi}^{4} / H^{4}=2 c_{s} M_{\mathrm{Pl}}^{2}|\dot{H}| / H^{4}$ fixed, where $c_{s}$ is the speed of sound of the Goldstone fluctuation. This latter scale, $f_{\pi}$, has the interpretation as the
scale of symmetry breaking, where the Goldstone field becomes relevant. In the decoupling limit, the action governing the dynamics of the Goldstone fluctuations at leading order in derivatives and up to cubic order in fields is [81, 119]:

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x a^{3} \frac{f_{\pi}^{4}}{c_{s}^{3}}\left(\frac{1}{2} \dot{\pi}^{2}-\frac{c_{s}^{2}}{2 a^{2}}(\vec{\nabla} \pi)^{2}+\frac{\left(1-c_{s}^{2}\right)}{2}\left(1+\frac{2 c_{3}}{3}\right) \dot{\pi}^{3}+\frac{\left(c_{s}^{2}-1\right)}{2} \dot{\pi}(\vec{\nabla} \pi)^{2}+\cdots\right), \tag{E.1}
\end{equation*}
$$

where $c_{3}$ is a free parameter and $a(t)=e^{H t}$ is the scale factor of the de Sitter spacetime. We see that there are two inequivalent cubic couplings - the coefficient of $\dot{\pi}^{3}$ can be tuned independently of the quadratic action, while the coefficient of the $\dot{\pi}(\vec{\nabla} \pi)^{2}$ is fixed by the quadratic action. Correlators involving only the $\dot{\pi}^{3}$ interaction fall into the class considered in section 5.2.3. In this appendix, we instead focus on the correlators arising from the universal interaction $\dot{\pi}(\vec{\nabla} \pi)^{2}$.

Our goal is to derive the trispectrum coming from the $\dot{\pi}(\vec{\nabla} \pi)^{2}$ interaction following the logic of transmuting the flat-space exchange correlator. This contribution was computed explicitly in [120]. The computation was rather involved, and we will see that we are able to reproduce the answer with substantially less effort.

## E. 2 Two and three-point functions

In order to construct the four-point function, we will need to know its cut, which will require the three-point function as an input. Fortunately, this is relatively straightforward to compute. The power spectrum coming from the quadratic part of the action (E.1) is

$$
\begin{equation*}
P_{\pi}(k)=\frac{H^{2}}{f_{\pi}^{4}} \frac{1}{2 k^{3}}, \tag{E.2}
\end{equation*}
$$

while the three-point wavefunction coefficient coming from the $\dot{\pi}(\vec{\nabla} \pi)^{2}$ vertex is [119]

$$
\begin{equation*}
\psi_{\dot{\pi}(\vec{\nabla} \pi)^{2}}=\frac{2 f_{\pi}^{4}}{H^{2}}\left(\frac{1}{c_{s}^{2}}-1\right)\left[\frac{6 k_{1}^{2} k_{2}^{2} k_{3}^{2}}{K^{3}}+\left(-\frac{4}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}+\frac{2}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}+\frac{1}{2} \sum_{i} k_{i}^{3}\right)\right] . \tag{E.3}
\end{equation*}
$$

Note that in the way that we are organizing the calculation, we are thinking of (E.3) as given, remaining agnostic as to how it was obtained, either from a bulk calculation [119] or from symmetry and consistency requirements directly at late times [75, 80]. We now want to use the three-point function (E.3) to construct the cut of the four-point function.

## E. 3 Four-point function

Our strategy to compute the four-point function arising from the $\dot{\pi}(\vec{\nabla} \pi)^{2}$ term will be similar to the approach we took in section 5.2.3. The cut of the four-point function is

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4}\right]=\frac{1}{P_{\pi}(s)} \widetilde{\psi}_{\dot{\pi}(\vec{\nabla} \pi)^{2}}\left(k_{1}, k_{2}, s\right) \widetilde{\psi}_{\dot{\pi}(\vec{\nabla} \pi)^{2}}\left(k_{3}, k_{4}, s\right) \tag{E.4}
\end{equation*}
$$

where the shifted wavefunctions appearing in this expression are

$$
\begin{equation*}
\tilde{\psi}_{\dot{\pi}(\vec{\nabla} \pi)^{2}}\left(k_{1}, k_{2}, s\right) \equiv P_{\pi}(s)\left(\psi_{\dot{\pi}(\vec{\nabla} \pi)^{2}}\left(k_{1}, k_{2},-s\right)-\psi_{\dot{\pi}(\vec{\nabla} \pi)^{2}}\left(k_{1}, k_{2}, s\right)\right), \tag{E.5}
\end{equation*}
$$

and similarly for the right vertex with $\left\{k_{1}, k_{2}\right\} \mapsto\left\{k_{3}, k_{4}\right\}$. Using the shifted three-point wavefunction in flat space, the cut of the four-point function is

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4}^{(\text {flat })}\right]=-\frac{2 s}{\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)} \tag{E.6}
\end{equation*}
$$

Similarly, the cut of the de Sitter four-point function can be computed from the threepoint wavefunction (E.3). The result can be related to its flat-space counterpart by a transmutation operator

$$
\begin{equation*}
\operatorname{Disc}\left[\psi_{4}^{(\mathrm{dS})}\right]=-\frac{H^{2}}{f_{\pi}^{4}}\left(\frac{1}{c_{s}^{2}}-1\right) \mathcal{O}_{L} \mathcal{O}_{R} \mathcal{I}_{s}^{[1]} \operatorname{Disc}\left[\psi_{4}^{(\mathrm{flat})}\right] \tag{E.7}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\mathcal{O}_{L} \equiv k_{1}^{2}\left(s^{2}-k_{1}^{2}\right) \mathcal{S}_{k_{2}}^{[1]}+k_{2}^{2}\left(s^{2}-k_{2}^{2}\right) \mathcal{S}_{k_{1}}^{[1]}+\frac{1}{2}\left(s^{2}-k_{1}^{2}-k_{2}^{2}\right) \mathcal{S}_{k_{1}}^{[1]} \mathcal{S}_{k_{2}}^{[1]}\left(\int_{k_{12}}^{\infty} \mathrm{d} k_{12}\right)^{2} \tag{E.8}
\end{equation*}
$$

which acts on the left vertex. The analogous operator for the right vertex can be obtained by sending $\left\{k_{1}, k_{2}\right\} \mapsto\left\{k_{3}, k_{4}\right\}$. These operators have many of the features that we have become accustomed to from other examples; the operators $\mathcal{O}_{L, R}$ transform the flat-space vertices into the de Sitter boost-breaking $\dot{\pi}(\vec{\nabla} \pi)^{2}$ vertices, and the $\mathcal{I}_{s}$ operator transforms the exchanged field into a massless scalar field in de Sitter space. ${ }^{48}$

Given this operation that transmutes the flat-space cut into the cut of the desired EFT of inflation correlator, we can then act on the full flat-space exchange to obtain the $s$-channel contribution to the correlator:

$$
\begin{equation*}
\psi_{4}^{(\mathrm{dS})}=-\frac{H^{2}}{f_{\pi}^{4}}\left(\frac{1}{c_{s}^{2}}-1\right) \mathcal{O}_{L} \mathcal{O}_{R} \mathcal{I}_{s}^{[1]} \frac{1}{E E_{L} E_{R}} \tag{E.9}
\end{equation*}
$$

By construction, this correlation function has the correct cut, and correspondingly has the correct factorization properties on its $E_{L}$ and $E_{R}$ singularities. Indeed, one of the nice features of this representation is that it makes the singularity structure of the answer manifest. Note that this expression is for a single permutation of external momenta, corresponding to exchange in the $s$-channel. In order to produce the full answer we should sum over permutations. This representation of the wavefunction can be checked to agree with an explicit bulk calculation [120]. ${ }^{49}$

[^36]We can write the correlator more explicitly by actually performing all the energy integrals, after which we have

$$
\begin{align*}
& \mathcal{O}_{L} \mathcal{O}_{R} \mathcal{I}_{s}^{[1]} \frac{1}{E E_{L} E_{R}}= \\
& -\widetilde{\mathcal{O}}_{L} \widetilde{\mathcal{O}}_{R} \frac{2 k_{12} k_{34}+4 E s+2 s^{2}}{E^{3} E_{L}^{2} E_{R}^{2}} \\
& -\widetilde{\mathcal{O}}_{L}\left[\frac{\left(s^{2}-k_{3}^{2}-k_{4}^{2}\right)}{2} \frac{\left(k_{12} k_{34}+2 s E\right)\left(k_{34} E+2 k_{3} k_{4}\right)+\left[\left(E+k_{34}\right) E+2 k_{3} k_{4}\right] s^{2}}{E^{3} E_{L}^{2} E_{R}^{2}}\right] \\
& -\widetilde{\mathcal{O}}_{R}\left[\frac{\left(s^{2}-k_{1}^{2}-k_{2}^{2}\right)}{2} \frac{\left.\left(k_{12} k_{34}+2 s E\right)\left(k_{34} E+2 k_{1} k_{2}\right)+\left[\left(E+k_{12}\right) E+2 k_{1} k_{2}\right] s^{2}\right]}{E^{3} E_{L}^{2} E_{R}^{2}}\right] \\
& -\frac{\left(s^{2}-k_{1}^{2}-k_{2}^{2}\right)\left(s^{2}-k_{3}^{2}-k_{4}^{2}\right)}{4}\left[\frac{E_{L} E_{R}+s E}{E_{L}^{2} E_{R}^{2}}\left(\frac{2 k_{1} k_{2} k_{3} k_{4}}{E^{3}}+\frac{k_{12} k_{3} k_{4}+k_{34} k_{1} k_{2}}{E^{2}}+\frac{k_{12} k_{34}}{E}\right)\right. \\
&  \tag{E.10}\\
& \left.\quad+\frac{s^{2}}{E_{L}^{2} E_{R}^{2}}\left(\frac{k_{1} k_{2}+k_{3} k_{4}}{E}+s+E\right)\right],
\end{align*}
$$

where we have defined the operators

$$
\begin{align*}
& \widetilde{\mathcal{O}}_{L} \equiv k_{1}^{2}\left(s^{2}-k_{1}^{2}\right) \mathcal{S}_{k_{2}}^{[1]}-k_{2}^{2}\left(s^{2}-k_{2}^{2}\right) \mathcal{S}_{k_{1}}^{[1]},  \tag{E.11}\\
& \widetilde{\mathcal{O}}_{R} \equiv k_{3}^{2}\left(s^{2}-k_{3}^{2}\right) \mathcal{S}_{k_{4}}^{[1]}-k_{4}^{2}\left(s^{2}-k_{4}^{2}\right) \mathcal{S}_{k_{3}}^{[1]} .
\end{align*}
$$

We can see from the expression (E.10) that the correlator has up to $E^{-5}$ total energy singularities and $E_{L, R}^{-3}$ partial energy singularities.
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[^0]:    ${ }^{1}$ Cosmological correlators in de Sitter space are also very closely related to the study of conformal field theory in momentum space, where there has also been much recent progress [30-41].

[^1]:    ${ }^{2}$ There is an implicit reliance on de Sitter symmetries at the background level, as these are responsible for the simplicity of the mode functions of massless fields, leading to rational correlators.

[^2]:    ${ }^{3}$ Viewing the wavefunctional (2.2) as a generating function, the wavefunction coefficients bear a formal similarity to correlation functions. This is not accidental. Indeed, wavefunction coefficients can be interpreted as correlation functions of operators, $O$, which are dual to the bulk fields $\phi$ [84]. Because of this - and because the information contained in wavefunction coefficients and equal-time correlation functions are essentially the same - we will often blur the distinction between the two objects and abuse terminology by referring to the wavefunction coefficients as "correlators." In another abuse of notation, we will often call the operators dual to massless spin- 1 and spin- 2 fields $J_{i}$ and $T_{i j}$, respectively, even in flat space.

[^3]:    ${ }^{4}$ As we will discuss more in detail in section 3.2 , this analytic continuation to negative energies is performed by rotating clockwise in the complex plane. Moreover, when dealing with external spinning particles, the wavefunction coefficients can have an explicit dependence on spatial momenta $\vec{k}_{a}$, contracted with polarization vectors. In such cases, we also flip the signs of external momenta $\vec{k}_{a} \mapsto-\vec{k}_{a}$, which can be understood as analytically continuing the energies $k_{a} \mapsto-k_{a}$, while keeping the directions of $\hat{k}_{a}$ fixed in the real domain. The polarization vectors can be either stripped off in the process or kept unchanged under the replacement rule $\left[\xi_{a}^{ \pm}\left(-\hat{k}_{a}\right)\right]^{*} \mapsto \xi_{a}^{ \pm}\left(\hat{k}_{a}\right)$; see also [74]. With this being understood, in what follows, we will only show energies in the argument of $\psi$ for brevity.
    ${ }^{5}$ Note that the convention we are using is to call plane waves of the form $\sim e^{i k t}$ positive frequency solutions, which is the opposite convention from much of the literature on canonical quantization.
    ${ }^{6}$ The simplicity of the bulk-to-boundary propagator (2.8) means that the wavefunction coefficients do not depend in an explicit way on the number of external lines, but rather depend only on the total energy flowing from a vertex to the boundary. This implies that correlators only really depend on the structure of internal lines, so that the correlators in theories with more complicated polynomial interactions are essentially the same.

[^4]:    ${ }^{7}$ Interestingly, for this simple example, the total energy singularity is required in order for the correlator to have the correct factorization singularities [11]. In more complicated examples, the total energy singularity is an additional input.

[^5]:    ${ }^{8}$ Notable exceptions are correlation functions of spinning fields with equal helicities. In this case, the corresponding flat-space amplitude vanishes identically, so these correlators do not have total energy singularities.
    ${ }^{9}$ In the case of scattering amplitudes, these time integrals run from $t=-\infty$ to $+\infty$ and because of time-translation invariance give rise to an energy-conserving delta function, $\delta(E)$. In the cosmological context, the integrals range from $-\infty$ to 0 , time-translation symmetry is broken and hence energy is not conserved. Instead of an energy-conserving delta function, we get an energy singularity.

[^6]:    ${ }^{10}$ The generalization of (2.24) to principal series fields would instead involve the power spectrum in the prefactor.
    ${ }^{11}$ This scaling corresponds to the subleading fall-off in de Sitter space, which is the relevant scaling for the wavefunction coefficients of light fields. See [11] for more details.

[^7]:    ${ }^{12}$ In the simple flat-space examples that we are considering, we will never encounter branch cuts, so we do not have to specify the precise analytic continuation to negative energies, but this will be important in the generalization to de Sitter space, as we discuss in section 3.2.

[^8]:    ${ }^{13}$ The notation follows that of [72-75], and is meant to recall the discontinuity operation involved in the cuts of scattering amplitudes. While the way that we have defined this operation it is not a true discontinuity, at least at tree level it can be related to a true discontinuity with respect to internal energy variables [90]. It is also important to note that our definition of this operation differs slightly from that of [72-75], because of different conventions for factors of $i$. See appendix B for more details and applications.

[^9]:    ${ }^{14}$ In deriving this, we use the standard distributional identity

    $$
    \begin{equation*}
    \frac{1}{x+i \epsilon}-\frac{1}{x-i \epsilon}=-2 \pi i \delta(x) \tag{3.12}
    \end{equation*}
    $$

[^10]:    ${ }^{15}$ This correlator is actually an example where the full answer can be bootstrapped from physical principles. The entire first line of (3.29) is fixed by the requirements that it has the correct residues on its partial energy and total energy singularities (as we will explore more fully in the following). In particular, the polarization sums appear in the appropriate combination to reduce to a Legendre polynomial as $E \rightarrow 0$ (see appendix A), which is the signature of massless particle exchange in the scattering amplitude. Aside from reproducing these limits correctly, the second line of (3.29) is fixed by demanding that the correlator vanishes when any of its external momenta are taken to be soft, which is a consequence of the shift symmetry of the interactions. Putting these things together, and demanding the absence of any other singularities in the physical region, leads to (3.29). The resulting expression can also be verified by a direct bulk calculation.

[^11]:    ${ }^{16}$ In this expression, we have pulled out an overall factor of -1 on the right-hand side for uniformity with the other cut propagator expressions that we have presented. When evaluating this expression for explicit mass values, for example for $\nu=3 / 2$ (appropriate for massless fields), this sign can be compensated by choosing the branch of the square root that appears appropriately. The result then recovers the previously shown expressions.

[^12]:    ${ }^{17}$ The expression for $\psi_{\varphi^{4}}$ differs slightly from the one in [9], which is the corresponding correlation function. The wavefunction coefficient and correlator differ by a homogeneous term which affects the sign and coefficient of the $\pi^{2}$ term. See $[21,51]$ for a derivation of the wavefunction expression.

[^13]:    ${ }^{18}$ This requires us to separate the part of the correlator that depends on momenta - which will enter through the residues - from the singularity structure that depends only on the energies. This split is slightly ambiguous, but the problem is sufficiently constrained that the ambiguity will be restricted to terms that are regular in all kinematic limits. These leftover terms are somewhat analogous to undetermined rational terms that can appear in constructions based on generalized unitarity.

[^14]:    ${ }^{19}$ The relative normalizations of the residues are fixed by noting that both the three- and four-point objects used to build the residues are related to flat-space scattering amplitudes. Demanding the correct relative normalization between the scattering amplitudes fixes the relative normalization between the residues. We have also set the $\phi^{3}$ coupling to 1 for simplicity.
    ${ }^{20}$ We can also understand the lack of a boundary term by noting that the shift (4.6) causes the entire correlator to go to zero as $z \rightarrow \infty$. This is in contrast to the usual S-matrix BCFW shifts, for which one of the channels survives at infinity and must be reproduced by a boundary term.

[^15]:    ${ }^{21}$ Alternatively, we can think of the cancellation of these unwanted singularities as an input that will fix the relative normalization of the various contributions to be consistent with charge conservation [11, 29].

[^16]:    ${ }^{22}$ To avoid dealing with this subtlety, one can restrict to complex deformations that do not shift the total energy [75]. The downside of this approach is that in many cases correlators then require boundary terms to be reconstructed. This can be understood from the presence of terms in the true correlator that have total energy singularities, but no $E_{L}$ or $E_{R}$ singularities. Under the complex deformation these terms do not shift and so survive as boundary terms as $z \rightarrow \infty$. In the way we are proceeding, demanding a particular residue for the total energy singularity is effectively fixing the freedom that would otherwise appear as a boundary term.
    ${ }^{23}$ One class of examples that require additional input are those involving subleading $E$ poles that are not multiplied by any factors of $E_{L}$ or $E_{R}$, since these terms cannot be inferred from the absence of folded singularities. Terms of this type arise in some examples involving massless external states, and one way to fix them in that context is to use the manifestly local test of [75].

[^17]:    ${ }^{24}$ It is only for simplicity of presentation that we assume the currents $J_{\ell}$ to have the same spin $\ell$. Our approach can straightforwardly be generalized to more complicated situations.

[^18]:    ${ }^{25}$ As an example, for spin-1 fields, the non-Abelian vertex is just the cubic Yang-Mills vertex $\mathcal{L}_{\mathrm{YM}} \sim$ $A_{\mu} A^{\nu} \partial_{\nu} A^{\mu}$, while the Abelian vertex is $\mathcal{L} \sim F_{\mu}^{\nu} F_{\nu}^{\rho} F_{\rho}^{\mu}$, where in both cases we have suppressed the color factors required by Bose symmetry.
    ${ }^{26}$ Note that the vanishing of the mixed-helicity correlator is the natural extension of the flat-space scattering amplitude away from $K=0$, because the mixed helicity amplitudes coming from these vertices vanish. Interestingly, the analogous property of the non-Abelian vertices in flat space - that equal-helicity amplitudes vanish - is not preserved by the correlator. This is because the structures that we have written in (5.3) and (5.5) are unique, so there is no freedom to add a piece to cancel off the equal helicity contributions. It is possible to set either the +++ or the --- correlator to zero by adding a parity-violating coupling (but not both).
    ${ }^{27}$ In the same way that it is useful to complexify spinor helicity variables in the context of scattering amplitudes, here we are complexifying the spatial rotation group in order to treat $\lambda$ and $\bar{\lambda}$ as independent.

[^19]:    ${ }^{28}$ Note that $\left\langle J_{\ell}^{+} J_{\ell}^{-} J_{\ell}^{-}\right\rangle^{(\mathrm{a})}=0$, i.e. the mixed-helicity Abelian correlator vanishes.
    ${ }^{29}$ This bulk-to-boundary propagator arises for the fields $A_{\mu_{1} \ldots \mu_{\ell}}^{(\ell)}$ that one would write in the action. These fields have late-time fall-offs in de Sitter of the form $A^{(\ell)} \sim \eta^{\Delta-\ell}$. In many cases, it is convenient to re-define the bulk fields to absorb the $\eta^{-\ell}$ factor, so that the bulk-to-bulk propagator does not have the $\eta^{-\ell}$ prefactor. This does not change the time integrals that we will discuss in this section, because the additional time dependence effectively gets shuffled into the vertex factor.

[^20]:    ${ }^{30}$ In these form factors we do not keep track of the overall factors of $i$ coming from the polarization structures, but these can be recovered by demanding that the total three point wavefunction coefficient has vanishing cut.

[^21]:    ${ }^{31}$ Note that we have an indefinite integral in $K$. If necessary, the constants of integration can be fixed to match the exact result of the time integral given by

    $$
    i \int_{-\infty}^{\eta_{*}} \mathrm{~d} \eta \eta^{-2(\ell-1)} e^{i K \eta}=\frac{(-1)^{\ell+1}}{(2 \ell-3)!} K^{2 \ell-3}\left[\log \left(-K \eta_{*}\right)+\gamma_{E}-\mathrm{H}_{2 \ell-3}-i \pi / 2\right]+\cdots
    $$

    where $\mathrm{H}_{n}$ is the $n$-th Harmonic number and we have dropped some $\eta_{*}$-dependent terms. However, only the $\log K$ piece inside the brackets survives when acted on by the spin-raising operators.
    ${ }^{32}$ Explicitly, these tensors in flat space are given by $\ell$ derivatives acting on the spin- $\ell$ bulk field as

    $$
    W_{\mu_{1} \nu_{1} \cdots \mu_{\ell} \nu_{\ell}}^{(\ell)}=\mathcal{P}_{[\ell, \ell]} \partial_{\mu_{1}} \cdots \partial_{\mu_{\ell}} A_{\nu_{1} \cdots \nu_{\ell}}^{(\ell)}
    $$

    where $\mathcal{P}_{[\ell, \ell]}$ is a Young projector onto a tensor with the symmetries of a (traceless) Young diagram with two rows of length $\ell$. This tensor is invariant under both linearized higher-spin gauge transformations and linearized higher-spin Weyl transformations, whose explicit forms can be found in [92, 93]. The de Sitter analogues replace $\partial_{\mu}$ with covariant derivatives, and have subleading terms with fewer derivatives, which are uniquely fixed by the requirement of gauge invariance [94]. We will not require their explicit expressions.

[^22]:    ${ }^{33}$ More generally, the contribution to the in-in correlator will vanish whenever the form factor is invariant under flipping the sign of all its energies, as is elaborated on in [97].

[^23]:    ${ }^{34}$ Although we have taken the approach of deriving the relevant transmutation operation by looking at the cuts of four-point functions, one can of course equally well parallel the treatment in section 5.1.1. In this case, the relevant bulk time integral is of the form

    $$
    \psi_{J_{\ell} \varphi^{3}}^{(\mathrm{dS})}=\left(\vec{\xi}_{1} \cdot \vec{k}_{2}\right)^{\ell} \int \mathrm{d} \eta \mathrm{~d} \eta^{\prime} \eta^{\ell-2} \mathcal{K}_{\ell-\frac{1}{2}}\left(k_{1}, \eta\right) e^{i k_{2} \eta} \frac{1}{\eta^{\prime}} e^{i k_{34} \eta^{\prime}} \mathcal{G}^{(\mathrm{flat})}\left(s ; \eta, \eta^{\prime}\right),
    $$

    where we have performed similar manipulations to before, along with the relation between the conformally coupled and flat-space bulk-to-bulk propagators: $\mathcal{G}_{1 / 2}\left(s ; \eta, \eta^{\prime}\right)=\eta \eta^{\prime} \mathcal{G}^{(f l a t)}\left(s ; \eta, \eta^{\prime}\right)$. It is then straightforward to see that this time integral is related to the flat-space one by the action of the operator in (5.64).

[^24]:    ${ }^{35}$ Note that the $\ell=0$ scalar field that fits into this series of exchanges is the conformally coupled scalar on de Sitter space.

[^25]:    ${ }^{36} \mathrm{We}$ may also express the correlator as

    $$
    \psi_{4, \mathrm{dS}}^{(\ell, \Delta=\ell+1)}=\frac{1}{s} \sum_{m=0}^{\ell}\left(\frac{s}{E}\right)^{\ell+m}\left(\frac{s E}{E_{L} E_{R}}\right)^{m} \widetilde{P}_{\ell-1}^{(m,-m)}\left(\frac{E_{L} E_{R}}{s E}-1\right) \Pi_{\ell, m} .
    $$

[^26]:    ${ }^{37}$ It is relatively easy to see that this operator will work as desired because of the relation

    $$
    \partial_{k_{12}}^{2} \frac{1}{k_{12}^{2}-s^{2}}=\frac{2\left(3 k_{12}^{2}+s^{2}\right)}{\left(k_{12}^{2}-s^{2}\right)^{3}}
    $$

    which transforms the shifted three-point function of a massless scalar in flat space into that of $\dot{\phi}^{3}$ theory in de Sitter space.

[^27]:    ${ }^{38}$ Here, we are using the simplified graviton propagator of [107]. Using the graviton propagator in a different gauge does not change the result.

[^28]:    ${ }^{39}$ Equivalently, these pieces can be fixed by demanding that the wavefunction coefficient is proportional to the scalar four-point function when we choose either $\vec{\xi}_{1}$ or $\vec{\xi}_{3}$ to be transverse to both $\vec{k}_{2}$ and $\vec{k}_{4}$.

[^29]:    ${ }^{40}$ Alternatively, we could make some choice of assignment into the $u$-channel and contact contributions. The subsequent lifting procedure would then have an ambiguity at $\mathcal{O}\left(E^{-1}\right)$, which can then be corrected systematically, as we will explain below.

[^30]:    ${ }^{41}$ This procedure can be justified from several different perspectives. First, this is the unique de Sitterinvariant object whose $E \rightarrow 0$ residue is the correct scattering amplitude. It is also fixed by its cuts and amplitude, along with the manifestly local test of [75] for the massless lines. Finally, the coefficient of the $\left(\vec{\xi}_{1} \cdot \vec{\xi}_{3}\right)^{2}$ term in $\psi_{T \varphi T \varphi}$ must take this form in order for it to satisfy the leading and subleading graviton soft theorems of [84, 109].

[^31]:    ${ }^{42}$ It is interesting to speculate that this is related to recent observations of connections between correlators in different dimensions in $[27,112]$.

[^32]:    ${ }^{43}$ For sufficiently many vertices, there are graphs that are topologically inequivalent, making it difficult to give them a uniform notation, but we will deal with those cases as they arise. Similarly, it is difficult to give a uniform notation for graphs involving loops, but we will only encounter isolated examples.
    ${ }^{44}$ This difference of wavefunction coefficients can be written in terms of (B.3) by introducing factors of $i$ as

    $$
    \widetilde{\operatorname{sisc}_{a b}}\left[\psi\left(x_{a}, s_{a b}\right)\right]=-i \underset{s_{a b}}{\operatorname{Disc}}\left[i \psi\left(x_{a}, s_{a b}\right)\right],
    $$

[^33]:    ${ }^{45}$ In addition to (B.8), this requires the following formula for the three-site graph

    $$
    \psi^{(3)}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{x_{1}+x_{2}+x_{3}} \frac{1}{\left(x_{1}+s_{12}\right)\left(x_{3}+s_{23}\right)\left(s_{12}+x_{2}+s_{23}\right)}\left[\frac{1}{x_{1}+x_{2}+s_{23}}+\frac{1}{x_{2}+x_{3}+s_{12}}\right]
    $$

[^34]:    ${ }^{46} \mathrm{~A}$ related way to think about the cutting rules is that given three objects related by

    $$
    A_{j}-B_{j}=C_{j},
    $$

    the following identity is true [118]

    $$
    \begin{equation*}
    A_{1} \cdots A_{n}-B_{1} \cdots B_{n}=C_{1} B_{2} \cdots B_{n}+A_{1} C_{2} B_{3} \cdots B_{n}+\cdots+A_{1} \cdots A_{n-1} C_{n} \tag{B.14}
    \end{equation*}
    $$

    In our context, $A=\mathcal{G}, B=-\overline{\mathcal{G}}$, and $C=\widetilde{\mathcal{G}}$ and the cutting rules systematize the application of the identity (B.14), giving a relation between the wavefunction and conjugate wavefunction.

[^35]:    ${ }^{47}$ Interestingly, an avatar of this relation between trees and loops persists even after doing the time integrals, as was pointed out in [14].

[^36]:    ${ }^{48}$ One way to understand the various types of terms that appear in $\mathcal{O}_{L, R}$ comes from looking at the Feynman rule for the $\dot{\pi}(\vec{\nabla} \pi)^{2}$ vertex and inferring what types of operations should be present to generate it from the flat-space vertex. Alternatively, these operators can also be obtained without reference to the bulk by making a systematic ansatz and matching the cut.
    ${ }^{49}$ Because [120] computed the corresponding correlation function in the in-in formalism, the comparison is a bit subtle. First, there are some overall normalization factors involved in going between the wavefunction and correlators. In addition to this, two modifications must be made to the correlator exchange contribution (called $T_{s 3}$ in [120]) to get the wavefunction: first we must subtract off a disconnected contribution coming from the three-point wavefunction coefficient squared. In addition, the cubic $\dot{\pi}(\vec{\nabla} \pi)^{2}$ term contributes to the fourth-order interaction Hamiltonian. It is therefore necessary to include a contact solution contribution (proportional to $T_{c 3}$ in [120]).

