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Abstract

The Girsanov transform and Kolmogorov equations are two useful methods for studying
SPDEs. It is shown that, under suitable conditions, the series expansion obtained from the
Girsanov transform coincides with the one generated by an iteration scheme for Kolmogorov
equations. We also apply the iteration approach to extend the well posedness theory for
Kolmogorov equations beyond the boundedness condition on the nonlinear term.
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1 Introduction

Consider the stochastic equation

{

dXt = (AXt +B (Xt)) dt+
√

Q dWt,

X0 = x
(1.1)

in a Hilbert space H, with the norm and inner product | · | and 〈·, ·〉. Here A is the infinitesimal
generator of a strongly continuous semigroup {etA}t≥0 in H, Q is a nonnegative self-adjoint
operator in H satisfying Ker(Q) = {0}, and B : H → H is a measurable mapping. Finally,
{Wt}t≥0 is a cylindrical Wiener process on H, defined on some probability space (Ω,F ,Ft,P).
The infinite dimensional Kolmogorov equation corresponding to (1.1) is







∂tu(t, x) =
1

2
Tr(QD2u(t, x)) + 〈Ax+B(x),Du(t, x)〉,

u(0, x) = φ(x),
(1.2)

where D is the spatial derivative operator and φ : H → R is a measurable function.
The underlying linear equation reads as

{

dZxt = AZxt dt+
√

Q dWt,

Zx0 = x.
(1.3)
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Define the operators

Qt =

∫ t

0
esAQesA

∗

ds, t > 0, (1.4)

where A∗ is the adjoint operator of A. If Tr(Qt) <∞ for all t > 0, then the equation (1.3) has
the mild solution

Zxt = etAx+WA(t),

where WA(t) is the stochastic convolution:

WA(t) =

∫ t

0
e(t−s)A

√

Q dWs.

The process {Zxt }t≥0 is usually called the Ornstein-Uhlenbeck process in the literature; for any
t > 0, Zxt has the Gaussian law NetAx,Qt

with mean etAx ∈ H and covariance operator Qt.
Let {St}t∈[0,T ] be the Ornstein-Uhlenbeck semigroup associated to (1.3). Then we can

rewrite the Kolmogorov equation (1.2) in the mild form:

u(t, x) = Stφ(x) +

∫ t

0
St−s

(

〈B,Du(s)〉
)

(x) ds. (1.5)

One can solve this equation in suitable spaces by using the contraction mapping principle, see
e.g. [10, Section 9.4.2]. In the recent paper [13], we have exploited this idea and studied the
iterative approximation for the solution: u0(t, x) = Stφ(x) and

un(t, x) = Stφ(x) +

∫ t

0
St−s

(

〈B,Dun−1(s)〉
)

(x) ds, n ≥ 1.

Define the functions: v0(t, x) = u0(t, x) = Stφ(x) and

vn(t, x) = un(t, x)− un−1(t, x), n ≥ 1.

Then, we obtain the iteration scheme below:


















vn+1(t, x) =

∫ t

0

(

St−sk
n
s

)

(x) ds,

kns (y) = 〈B(y),Dvn(s, y)〉,
v0(t, x) = Stφ(x).

(1.6)

The main result of [13] (see Theorem 1.1 therein) can be stated as follows.

Proposition 1.1. Assume that φ : H → R and B : H → H are bounded; then under suitable
conditions on the operators A and Q, the following series

u(t, x) =

∞
∑

n=0

vn(t, x) (1.7)

converge uniformly in (t, x) ∈ [0, T ]×H, where, for n ≥ 1,

vn(t, x) =

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

E

[

φ
(

Zxt
)

n
∏

i=1

〈

Λ(ri+1 − ri)B
(

Zxri
)

, Q
−1/2
ri+1−ri

(

Zxri+1
− e(ri+1−ri)AZxri

)

〉

]

,

where rn+1 = t and Λ(t) = Q
−1/2
t etA, t > 0.
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The above series expansion gives us an explicit formula of u(t, x) in terms of Gaussian
integrals, which leads to an algorithm for numerical solution of (1.2), as demonstrated by
various examples in [13].

We rewrite the formula (1.7) as

u(t, x) = E
[

φ(Zxt )ρ(t, x)
]

, (1.8)

in which

ρ(t, x) = 1 +
∞
∑

n=1

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n
∏

i=1

〈

Λ(ri+1 − ri)B
(

Zxri
)

, Q
−1/2
ri+1−ri

(

Zxri+1
− e(ri+1−ri)AZxri

)

〉

.

The formula (1.8) looks very close to the one obtained from the Girsanov transform; indeed,
the Girsanov transform also yields a series expansion of the form (1.7), see e.g. Proposition 2.3
below. The purpose of this paper is to rigorously establish this relation. In the following we
write L(H) for the Banach space of bounded linear operators on H with the norm ‖ · ‖L(H).

Hypothesis 1.2. (i) A : D(A) ⊂ H → H is the infinitesimal generator of a strongly con-
tinuous semigroup {etA}t≥0.

(ii) Q ∈ L(H) is a nonnegative self-adjoint operator satisfying Ker(Q) = {0}, and for any
t > 0, the linear operator defined in (1.4) is of trace class.

(iii) For any t > 0 we have etA(H) ⊂ Q
1/2
t (H); then by the closed graph theorem, Λ(t) =

Q
−1/2
t etA is well defined as a bounded linear operator.

(iv) We assume that
∫ t

0
‖Λ(s)‖L(H) ds <∞, t > 0.

(v) The initial condition φ : H → R and the nonlinear mapping B : H → H are bounded and
uniformly continuous; moreover, B(H) ⊂ Q1/2(H) and the mapping Q−1/2B : H → H
has at most linear growth.

The assumptions (i)–(iv) are classical in the literature. The first part of (v) will be useful
in taking some limits in the proofs below, while the second part is needed in the Girsanov
transform (see Remark 2.2 below). The main result of the paper is

Theorem 1.3. Under Hypothesis 1.2 above, the series expansion obtained from the Girsanov
transform coincides with the one in (1.7).

This result provides us with a link between the Girsanov transform and Kolmogorov equa-
tions for SPDEs; it will be proved in Section 2.2, following some ideas in [15, Theorem 3.1]
where the finite dimensional case was treated. Note that the Girsanov transform does not
require the nonlinear term B to be bounded, while the usual results on Kolmogorov equations
assume boundedness of B, see for instance [6, 7] and [8, Section 2]. The nonlinear part consid-
ered in [9] is the sum of a bounded mapping B and a special unbounded term of gradient type
∇V , satisfying some complicated conditions; see also [16] for some related results.

Our purpose in the rest of the paper is, applying the iterative scheme (1.6), to extend
the theory on Kolmogorov equations beyond the boundedness assumption on B. To state our
next result, we need the following conditions which are replacements of (ii), (iv) and (v) in
Hypothesis 1.2.
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Hypothesis 1.4. (ii′) The operator Q∞ =
∫∞
0 esAQesA

∗
ds is well defined and of trace class;

we denote by
µ = NQ∞ (1.9)

the centered Gaussian measure on H with covariance operator Q∞.

(iv′) We assume there exists δ ∈ (0, 1) and Cδ > 0 such that

‖Λ(t)‖L(H) ≤ Cδ/t
δ , t > 0.

(v′) The initial datum φ ∈ Lp0(H,µ) for some p0 > 1, and the nonlinear part B : H → H in
(1.2) has sublinear growth: there exist C > 0 and β ∈ (0, 2(1 − δ)) such that

|B(x)| ≤ C
(

1 + |x|β
)

for all x ∈ H.

Recall that the Gaussian measure µ is the unique invariant measure of the Ornstein–
Uhlenbeck semigroup {St}t>0, cf. [4, Theorem 2.34]. Next, the parameter δ belongs to [1/2, 1)
in many examples (cf. [12, Lemma 2.3] or [13, Example 2.2]), thus the speed of growth of B is
strictly lower than |x|. Our next main result is

Theorem 1.5. Assume the conditions (i) and (iii) of Hypothesis 1.2 and Hypothesis 1.4.
Then, for any p̄ ∈ (1, p0) and T > 0, the Kolmogorov equation (1.2) has a unique mild solution
u ∈ C

(

[0, T ], Lp̄(H,µ)
)

such that tδDu(t) ∈ C
(

[0, T ], Lp̄(H,µ;H)
)

.

This result will be proved in Section 3. It shows that the solution u belongs to the space
C
(

[0, T ], Lp0−(H,µ)
)

, where Lp0−(H,µ) = ∩p<p0Lp(H,µ). By making use of the expression of
vn(t, x) in (1.6) and the Hölder inequality in a clever way, we shall prove some estimates on vn
in spaces Lpn(H,µ), with a carefully chosen decreasing sequence {pn}n≥1 such that pn ∈ (p̄, p0)
for all n ≥ 1. In this way, we can show that the series is convergent in Lp̄(H,µ); see the
beginning of Section 3 for a detailed explanation of the idea of proof. Finally, we collect in
the appendix some moment estimates of Gaussian measures on Hilbert space, which play an
important role in Section 3.

2 Girsanov transform and proof of Theorem 1.3

This section consists of two parts. In Section 2.1, we give a brief introduction of the classical
Girsanov transform for Eq. (1.1) under suitable conditions; accordingly, we get a weak solution
of (1.1) and the corresponding semigroup, as well as a series expansion for the latter. We then
prove the first main result (Theorem 1.3) in Section 2.2.

2.1 Girsanov transform and the corresponding series expansion

By Hypothesis 1.2-(v), the following quantity makes sense:

ψ(t, x) = Q−1/2B(Zxt ), t > 0, x ∈ H.

Assume that

P

(
∫ T

0
|ψ(t, x)|2 dt < +∞

)

= 1;

then both

Lt = Lxt =

∫ t

0
〈ψ(s, x),dWs〉, t ∈ [0, T ] (2.1)
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and

Mt =Mx
t = exp

(
∫ t

0
〈ψ(s, x),dWs〉 −

1

2

∫ t

0
|ψ(s, x)|2 ds

)

, t ∈ [0, T ] (2.2)

are local martingales on the probability space (Ω,F ,Ft,P). The well known Girsanov theorem
can be stated as below (cf. [10, Section 10.2] or [5, Section 10.3]).

Theorem 2.1. Assume that EMt = 1 for all t ∈ [0, T ]. Then, under the probability measure

dQ =MT dP,

the process

W̃t =Wt −
∫ t

0
ψ(s, x) ds, t ∈ [0, T ]

is a cylindrical Wiener process on H. As a consequence, the process {Zxt }t∈[0,T ] is a (weak)
mild solution to (1.1) on the probability space (Ω,F ,Q) with the cylindrical Brownian motion.

Remark 2.2. By [10, Proposition 10.17], a sufficient condition for EMT = 1 is that there
exists a δ > 0 such that

sup
t∈[0,T ]

EP e
δ|ψ(t,x)|2 <∞. (2.3)

Note that ψ(t, x) = Q−1/2B(Zxt ) and Z
x
t has the Gaussian law NetAx,Qt

; by Fernique’s theorem,

the condition (2.3) follows from the linear growth property of Q−1/2B in (v) of Hypothesis 1.2
(see [10, Theorem 10.20]).

Since we have a (weak) mild solution to (1.1), we can represent the associated semigroup:
for any φ ∈ B(H),

Ptφ(x) = EQφ(Z
x
t ) = EP

[

φ(Zxt )MT

]

, (t, x) ∈ [0, T ]×H.

By the martingale property,

Ptφ(x) = EP

{

EP

[

φ(Zxt )MT |Ft
]

}

= EP

[

φ(Zxt )EP(MT |Ft)
]

= EP

[

φ(Zxt )Mt

]

. (2.4)

In the sequel we simply write E instead of EP. Remark that (2.3) implies the process {Lt}t∈[0,T ]
is a martingale having finite moments of all orders; indeed, for any p ≥ 1, by the Burkholder-
Davis-Gundy inequality,

E

[

sup
t≤T

L2p
t

]

≤ CpE

[

(

∫ T

0
|ψ(t, x)|2 dt

)p
]

≤ CpT
p−1

∫ T

0
E
(

|ψ(t, x)|2p
)

dt

≤ CpT
p sup
t≤T

E
(

|ψ(t, x)|2p
)

< +∞,
(2.5)

where the last step follows from (2.3). It is clear that the martingale Mt satisfies the stochastic
equation dMt =Mt〈ψ(t, x),dWt〉 =Mt dLt, therefore

Mt = 1 +

∫ t

0
Ms dLs. (2.6)

We substitute this formula into the right hand side of (2.4):

Ptφ(x) = E
[

φ(Zxt )
]

+ E

[

φ(Zxt )

∫ t

0
Ms dLs

]

.
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Repeating this procedure yields

Ptφ(x) = E
[

φ(Zxt )
]

+ E
[

φ(Zxt )Lt
]

+ E

[

φ(Zxt )

∫ t

0

(
∫ s

0
Mr dLr

)

dLs

]

.

We can proceed as above to get a series expansion of Ptφ(x). To simplify the notation we

introduce M
(0)
t ≡ 1 and

M
(n)
t =

∫ t

0
M (n−1)
s dLs, t ∈ [0, T ], n ≥ 1.

Under the condition (2.3), similar to the computation in (2.5), we can prove inductively that

the martingales M
(n)
t (n ≥ 1) have finite moments of all orders. Moreover, similarly as in [15,

Proposition 3.1], we have

Proposition 2.3. Let T > 0 and φ ∈ B(H). Assume that

∥

∥Q−1/2B
∥

∥

∞
= sup

x∈H

∣

∣Q−1/2B(x)
∣

∣ < +∞,

then the series

Ptφ(x) =
∞
∑

n=0

In(t, x) :=
∞
∑

n=0

E

[

φ(Zxt )M
(n)
t

]

, t ∈ [0, T ], x ∈ H (2.7)

converge uniformly on [0, T ]×H.

Proof. Under the above assumption, it is easy to show that, by induction,

E

[

sup
t∈[0,T ]

(

M
(n)
t

)2
]

≤ Cn
∥

∥Q−1/2B
∥

∥

2n

∞

tn

n!
,

where the constant C comes from Doob’s maximal inequality. This immediately gives us the
desired result.

2.2 Proof of Theorem 1.3

Under Hypothesis 1.2, we will show that the terms In(t, x) obtained in Proposition 2.3 coincide

with vn(t, x) defined in the introduction. First, since M
(0)
t = 1, one has I0(t, x) = E[φ(Zxt )] =

v0(t, x). The following result shows the fact I1(t, x) = v1(t, x), for which we present a detailed
proof to illustrate the idea. We fix x ∈ H and write Zt = Z0

t = WA(t) for the stochastic
convolution. It holds that

Zt − e(t−s)AZs = Zxt − e(t−s)AZxs , s ∈ [0, t]. (2.8)

Proposition 2.4. For any t ∈ [0, T ],

I1(t, x) =

∫ t

0
E

[

φ(Zxt )
〈

Λ(t− s)B(Zxs ), Q
−1/2
t−s (Zt − e(t−s)AZs)

〉

]

ds.

Proof. We fix t ∈ (0, T ] and consider the backward Kolmogorov equation:







∂sU1(s, y) + 〈Ay,DU1(s, y)〉 +
1

2
Tr

(

QD2U1(s, y)
)

= 0, s ∈ [0, t],

U1(t, y) = φ(etAx+ y).

6



Then we have

U1(s, y) = E
[

φ(etAx+Zt)|Zs = y
]

= E
[

φ
(

etAx+e(t−s)Ay+Zt−s
)]

= E
[

φ
(

etAx+Zyt−s
)]

. (2.9)

In particular, U1(t, Zt) = φ(etAx+Zt) = φ(Zxt ). For any h ∈ H, it is well known that (see e.g.
[4, Proposition 2.28])

〈DU1(s, y), h〉 = E

[

φ(etAx+ Zyt−s)
〈

Λ(t− s)h,Q
−1/2
t−s (Zyt−s − e(t−s)Ay)

〉

]

. (2.10)

Now we are ready to find the expression of I1(t, x) defined in (2.7). For any t0 ∈ (0, t), by
the Itô formula and the equation satisfied by U1(s, y),

U1(t0, Zt0) = U1(0, 0) +

∫ t0

0

〈

DU1(s, Zs),
√

Q dWs

〉

.

Here, we stress that we cannot take t0 = t since, by the following rough estimate, the stochastic
integral may not make sense. Indeed, from (2.10) we conclude that |DU1(s, y)| ≤ ‖Λ(t −
s)‖L(H)‖φ‖∞, thus,

E

∫ t

0

∣

∣

√

QDU1(s, Zs)
∣

∣

2
ds ≤ (TrQ)E

∫ t

0
|DU1(s, Zs)|2 ds

≤ (TrQ)‖φ‖2∞
∫ t

0
‖Λ(t− s)‖2L(H) ds.

The last integral is infinite since ‖Λ(s)‖L(H) ≥ C/s1/2 in examples.
Recall that φ(Zxt ) = U1(t, Zt); we have

I1(t, x) = E

[

U1(t, Zt)M
(1)
t

]

= E

[

(

U1(t, Zt)− U1(t0, Zt0)
)

M
(1)
t

]

+ E

[

U1(t0, Zt0)M
(1)
t

]

. (2.11)

As remarked above Proposition 2.3,M
(1)
t has finite moments of all orders; by Lemma 2.5 below,

we obtain
lim
t0↑t

E

[

(

U1(t, Zt)− U1(t0, Zt0)
)

M
(1)
t

]

= 0. (2.12)

Next, as M
(1)
t =

∫ t
0 M

(0)
s dLs = Lt =

∫ t
0

〈

Q−1/2B(Zxs ),dWs

〉

is a martingale, we have

E

[

U1(t0, Zt0)M
(1)
t

]

= E

[

U1(t0, Zt0)M
(1)
t0

]

= E

[
∫ t0

0

〈

DU1(s, Zs),
√

Q dWs

〉

∫ t0

0

〈

Q−1/2B(Zxs ),dWs

〉

]

= E

[
∫ t0

0

〈

DU1(s, Zs), B(Zxs )
〉

ds

]

.

(2.13)

By (2.10) and the Markov property,

〈DU1(s, Zs), h〉 = E

[

φ(etAx+ Zyt−s)
〈

Λ(t− s)h,Q
−1/2
t−s (Zyt−s − e(t−s)Ay)

〉

]

y=Zs

= E

[

φ(etAx+ Zt)
〈

Λ(t− s)h,Q
−1/2
t−s (Zt − e(t−s)AZs)

〉∣

∣Zs

]

= E

[

φ(Zxt )
〈

Λ(t− s)h,Q
−1/2
t−s (Zt − e(t−s)AZs)

〉∣

∣Fs
]

.

Since Zxs is Fs-measurable, we have

〈

DU1(s, Zs), B(Zxs )
〉

= E

[

φ(Zxt )
〈

Λ(t− s)B(Zxs ), Q
−1/2
t−s (Zt − e(t−s)AZs)

〉
∣

∣Fs
]

. (2.14)
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Substituting this formula into the right hand side of (2.13) yields

E
[

U1(t0, Zt0)M
(1)
t

]

=

∫ t0

0
E
[

φ(Zxt )
〈

Λ(t− s)B(Zxs ), Q
−1/2
t−s (Zt − e(t−s)AZs)

〉

]

ds.

Finally, we show that we can let t0 ↑ t on the right hand side. Note that φ ∈ Cb(H) and,

conditioned on Fs,
〈

Λ(t − s)B(Zxs ), Q
−1/2
t−s (Zt − e(t−s)AZs)

〉

is a centered Gaussian random
variable with variance |Λ(t− s)B(Zxs )|2; thus,

∣

∣

∣
E

[

φ(Zxt )
〈

Λ(t− s)B(Zxs ), Q
−1/2
t−s (Zt − e(t−s)AZs)

〉

]∣

∣

∣

≤‖φ‖∞ E

[

E

(

∣

∣

〈

Λ(t− s)B(Zxs ), Q
−1/2
t−s (Zt − e(t−s)AZs)

〉
∣

∣

∣

∣

∣
Fs

)]

≤‖φ‖∞ E
∣

∣Λ(t− s)B(Zxs )
∣

∣ ≤ ‖φ‖∞‖B‖∞‖Λ(t− s)‖L(H).

Condition (iv) in Hypothesis 1.2 implies
∫ t
0 ‖Λ(t − s)‖L(H) ds < ∞; by the dominated conver-

gence theorem, we can take the limit t0 ↑ t. Taking into account the facts (2.11) and (2.12),
we finish the proof by letting t0 ↑ t.

Lemma 2.5. Let Zs and U1(s, y) be as in Proposition 2.4. It holds that, for any p ≥ 1,

lim
s↑t

E|U1(s, Zs)− U1(t, Zt)|p = 0.

Proof. Note that |U1(s, Zs)| ≤ ‖φ‖∞ P-a.s. for all s ∈ [0, t]; therefore, it suffices to show the
limit for p = 1. In the proofs below we borrow some ideas from [2, Proposition 6.2].

Step 1. We first show that the family PT := {NQt : t ∈ [0, T ]} of Gaussian measures on
H is tight. By the Prohorov theorem (see [1, p. 60, Theorem 5.2]), it is sufficient to show
that PT is weakly compact. Take an arbitrary subset {NQtn

: n ≥ 1} ⊂ PT ; we have to prove
the existence a weakly convergent subsequence. Since {tn : n ≥ 1} ⊂ [0, T ], we can find a
subsequence {t′n : n ≥ 1} which converges to some t0 ∈ [0, T ]. By [4, Proposition 2.3], the
process {Zt}t≥0 is continuous in the mean square sense, namely, lims→t E|Zs − Zt|2 = 0 for all
t ≥ 0. Then, for any f ∈ Cb(H),

lim
n→∞

∫

H
f(y)NQt′n

(dy) = lim
n→∞

Ef
(

Zt′n
)

= Ef(Zt0) =

∫

H
f(y)NQt0

(dy),

where we have used the dominated convergence theorem in the second equality. This implies
that

{

NQt′n
: n ≥ 1

}

converges weakly to NQt0
∈ PT .

Step 2. We show that, for any bounded and uniformly continuous ψ : H → R, it holds

lim
s→0

sup
x∈K

|Ssψ(x) − ψ(x)| = 0 (2.15)

for any compact set K ⊂ H. First, for any ε > 0, there is a δ > 0 such that

|ψ(x)− ψ(y)| ≤ ε for all x, y ∈ H with |x− y| ≤ δ.

Since the semigroup {esA : s ≥ 0} on H is strongly continuous and K is a compact subset of
H, we can find s0 > 0 small enough such that

|esAx− x| ≤ δ/2 for all s ∈ (0, s0], x ∈ K.
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Now for any x ∈ K and s ∈ (0, s0], we have

|Ssψ(x) − ψ(x)| ≤
∫

H

∣

∣ψ(esAx+ y)− ψ(x)
∣

∣NQs(dy)

=

(
∫

{|y|≤δ/2}
+

∫

{|y|>δ/2}

)

∣

∣ψ(esAx+ y)− ψ(x)
∣

∣NQs(dy)

≤ ε+ 2‖ψ‖∞
∫

{|y|>δ/2}
NQs(dy),

where in the third step we have used the fact that |esAx+y−x| ≤ δ for all |y| ≤ δ/2. Moreover,

∫

{|y|>δ/2}
NQs(dy) ≤

4

δ2

∫

H
|y|2NQs(dy) =

4

δ2
Tr(Qs),

which tends to 0 as s→ 0. Note that the two estimates above are independent of x ∈ K, thus
we obtain (2.15).

Step 3. With the above preparations, we are ready to prove the desired limit. Recall that
t ∈ (0, T ] is fixed and, by (2.9), U1(s, y) =

(

St−sφ̃
)

(y) where φ̃(y) = φ(etAx + y) is bounded

and uniformly continuous; thus, U1(s, Zs) =
(

St−sφ̃
)

(Zs) and U1(t, Zt) = φ̃(Zt). As a result,

E|U1(s, Zs)− U1(t, Zt)| = E
∣

∣

(

St−sφ̃
)

(Zs)− φ̃(Zt)
∣

∣

≤ E
∣

∣

(

St−sφ̃
)

(Zs)− φ̃(Zs)
∣

∣+ E
∣

∣φ̃(Zs)− φ̃(Zt)
∣

∣.
(2.16)

We denote the two quantities by J1 and J2 respectively. First, given ε > 0, by Step 1, we can
find a compact set Kε ⊂ H such that sups∈[0,T ]NQs(H \Kε) ≤ ε; moreover, we deduce from
Step 2 that there is a δε > 0 such that, for all s ≤ δε,

sup
y∈Kε

∣

∣

(

Ssφ̃
)

(y)− φ̃(y)
∣

∣ ≤ ε.

Therefore, for all s ∈ [t− δε, t], we have

J1 =

∫

H

∣

∣

(

St−sφ̃
)

(y)− φ̃(y)
∣

∣NQs(dy)

=

(
∫

Kε

+

∫

H\Kε

)

∣

∣

(

St−sφ̃
)

(y)− φ̃(y)
∣

∣NQs(dy)

≤ ε+ 2
∥

∥φ̃
∥

∥

∞
NQs(H \Kε) ≤ ε+ 2‖φ‖∞ ε.

Regarding J2, note that φ̃ is bounded and uniformly continuous, and Zs → Zt in mean square
sense, hence, the dominated convergence theorem implies lims↑t J2 = 0. Combining these
results, we finish the proof by letting s ↑ t in (2.16).

Now we are ready to prove the first main result of the paper.

Proof of Theorem 1.3. We will prove In(t, x) = vn(t, x) for all n ≥ 1. Indeed, we will show
that (s0 = t)

In(t, x) =

∫ t

0
ds1

∫ s1

0
ds2 · · ·

∫ sn−1

0
dsn

E

[

φ(Zxt )
n
∏

i=1

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si

(Zsi−1
− e(si−1−si)AZsi)

〉

]

.

(2.17)
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Once we have this formula, changing the variables si = rn+1−i, 1 ≤ i ≤ n and using (2.8) yield
the result.

We prove (2.17) by induction. Proposition 2.4 shows the formula holds for n = 1. Next,
assume we have proved (2.17) for n − 1, namely, for any bounded and uniformly continuous
φ : H → R and t > 0, it holds that

In−1(t, x) = E

[

φ(Zxt )M
(n−1)
t

]

=

∫ t

0
ds1

∫ s1

0
ds2 · · ·

∫ sn−2

0
dsn−1

E

[

φ(Zxt )

n−1
∏

i=1

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si(Zsi−1

− e(si−1−si)AZsi)
〉

]

.

(2.18)

We turn to prove it for n. By the definition of In(t, x) in (2.7), we have

In(t, x) = E

[

φ(Zxt )M
(n)
t

]

= E

[

U1(t, Zt)M
(n)
t

]

,

where U1 is the function defined in the proof of Lemma 2.4. Recall that

M
(n)
t =

∫ t

0
M (n−1)
s dLs =

∫ t

0
M (n−1)
s

〈

Q−1/2B(Zxs ),dWs

〉

,

and
{

M
(i)
t

}

t≥0
, i ≥ 1, are martingales with finite moments of all orders (see the remark above

Proposition 2.3). Therefore, similarly as in the proof of Lemma 2.4, first applying the Itô
formula to U1(s, Zs) on some interval [0, t0] with t0 < t and then letting t0 ↑ t, we obtain

In(t, x) =

∫ t

0
E

[

M (n−1)
s1

〈

B(Zxs1),DU1(s1, Zs1)
〉

]

ds1. (2.19)

Next, for any s1 ∈ [0, t), we define φs1(y) :=
〈

B(y),DU1(s1, y − es1Ax)
〉

which is bounded
and uniformly continuous on H; then (2.19) becomes

In(t, x) =

∫ t

0
E

[

M (n−1)
s1 φs1(Z

x
s1)

]

ds1. (2.20)

Applying the induction hypothesis (2.18) to t = s1 and φ = φs1 , we have

E

[

M (n−1)
s1 φs1

(

Zxs1
)

]

=

∫ s1

0
ds2

∫ s2

0
ds3 · · ·

∫ sn−1

0
dsn

E

[

φs1(Z
x
s1)

n
∏

i=2

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si(Zsi−1

− e(si−1−si)AZsi)
〉

]

.

By the definition of φs1 ,

E

[

φs1(Z
x
s1)

n
∏

i=2

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si

(Zsi−1
− e(si−1−si)AZsi)

〉

]

= E

[

〈

B(Zxs1),DU1(s1, Zs1)
〉

n
∏

i=2

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si(Zsi−1

− e(si−1−si)AZsi)
〉

]

= E

[

E

(

φ(Zxt )
〈

Λ(t− s1)B(Zxs1), Q
−1/2
t−s1 (Zt − e(t−s1)AZs1)

〉
∣

∣Fs1
)

×
n
∏

i=2

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si

(Zsi−1
− e(si−1−si)AZsi)

〉

]

,
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where in the last step we have used (2.14) with s = s1. As the second part (the product of
i = 2, · · · , n) in the expectation is Fs1-measurable, we arrive at

E

[

φs1(Z
x
s1)

n
∏

i=2

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si

(Zsi−1
− e(si−1−si)AZsi)

〉

]

= E

[

φ(Zxt )

n
∏

i=1

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si(Zsi−1

− e(si−1−si)AZsi)
〉

]

,

where s0 = t. Therefore,

E

[

M (n−1)
s1 φs1

(

Zxs1
)

]

=

∫ s1

0
ds2

∫ s2

0
ds3 · · ·

∫ sn−1

0
dsn

E

[

φ(Zxt )

n
∏

i=1

〈

Λ(si−1 − si)B(Zxsi), Q
−1/2
si−1−si(Zsi−1

− e(si−1−si)AZsi)
〉

]

.

Inserting this identity into (2.20) yields the desired formula for In(t, x).

3 Kolmogorov equations with unbounded nonlinearities

Our purpose here is to prove Theorem 1.5: the existence part will be proved by using the
iteration scheme (1.6), while the uniqueness part follows by applying the same idea to (1.5).

First, we describe the idea of proof for the sake of reader’s understanding. We shall write
in the sequel ‖ · ‖Lp or ‖ · ‖Lp(µ) for the norm in Lp(H,µ), p ≥ 1. The same notation will be
used for H-valued functions. Recall the iteration scheme (1.6). The growth condition on B
implies that B ∈ Lq(H,µ;H) for any q > 1 and, thanks to Corollary 4.3 in the appendix, we
can obtain explicit estimate on ‖B‖Lq(µ). Using the Hölder inequality, the integrability of kns ,
and thus of vn+1(s), is lower than that of Dvn(s) which has the same integrability as vn(s).
Assume that vn(s) ∈ Lpn(H,µ) for all s > 0 and n ≥ 1; then {pn}n∈N is strictly decreasing. In
order to prove Theorem 1.5, we also need pn > p̄, n ∈ N. These considerations lead us to the
search of two sequences {pn}n∈N and {qn}n∈N such that

1

pn
=

1

pn−1
+

1

qn
, n ≥ 1. (3.1)

We shall make use of the Lqn(H,µ;H)-norm of the nonlinear function B : H → H. In view of
the estimate in Corollary 4.3, the exponents qn should not grow too fast.

Now we define the two sequences {pn}n∈N and {qn}n∈N as follows. Recall the condition on
β in Hypothesis 1.4; we can find κ > 1 such that

βκ < 2(1− δ). (3.2)

Next, for fixed p̄ ∈ (1, p0), since κ > 1, there exists n0 ∈ N such that

∞
∑

n=n0

1

nκ
<

1

p̄
− 1

p0
.

Set
qn = (n+ n0)

κ, n ≥ 1 (3.3)
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and determine pn as in (3.1). This implies

1

pn
=

1

p0
+

1

(1 + n0)κ
+

1

(2 + n0)κ
+ · · · + 1

(n+ n0)κ
<

1

p0
+

1

p̄
− 1

p0
=

1

p̄
,

thus pn > p̄ for all n ∈ N.
Thanks to (3.1), if Dvn(s) ∈ Lpn(H,µ;H) for all s > 0, then by Hölder’s inequality,

‖kns ‖Lpn+1 (µ) ≤ ‖B‖Lqn+1 (µ)‖Dvn(s)‖Lpn (µ).

Combining this with the first equality in (1.6), we can estimate the norms ‖vn+1(s)‖Lpn+1 (µ)

and ‖Dvn+1(s)‖Lpn+1 (µ) (the latter requires the strong Feller property of {St}t≥0). According
to the above choices (3.1)–(3.3) of the parameters, we can show that (see Proposition 3.11) the
two series below are convergent:

∞
∑

n=0

‖vn(s)‖Lpn (µ) < +∞,

∞
∑

n=0

‖Dvn(s)‖Lpn (µ) < +∞.

Next, since pn > p̄ for all n ∈ N, one has
∞
∑

n=0

‖vn(s)‖Lp̄(µ) ≤
∞
∑

n=0

‖vn(s)‖Lpn (µ),
∞
∑

n=0

‖Dvn(s)‖Lp̄(µ) ≤
∞
∑

n=0

‖Dvn(s)‖Lpn (µ).

Therefore we conclude that both series
∞
∑

n=0

vn(s) and

∞
∑

n=0

Dvn(s)

converge in Lp̄(H,µ). The limit is a solution of (1.2) in Lp̄(H,µ). The same ideas can be used
to prove the uniqueness of solutions, see the proof of Theorem 3.12.

Remark 3.1. (1) We point out that, in (3.3), changing the definition as qn = (n+n0)[log(n+
n0)]

κ (κ > 1) will not relax the growth condition on B, see (v′) in Hypothesis 1.4. This
can be easily seen from the proofs of Lemma 3.8 and Proposition 3.11 below: we still need
β < 2(1 − δ) to show the following limit

lim
n→∞

(n + n0)
β/2[log(n+ n0)]

βκ/2Γ(1 + (n− 1)(1 − δ))

Γ(1 + n(1− δ))
= 0.

(2) In [3] (see also [4, Section 2.8.3]), a weakly continuous semigroup {St}t≥0 is defined in
the space UCm(H) of continuous functions with polynomial growth, where m is a positive
integer. One might ask whether it is possible to show the existence of solutions to (1.2) by
using the iteration scheme and the growth property of the semigroup. Indeed, in each step
of the iteration (1.6), the growth rates of the functions vn(t) increase with n, due to the
multiplication by B; moreover, we have to estimate the moments of the form (4.1) (cf.
[3, Section 3]), rather than that in Corollary 4.3. In the end, what we get is a product of
a certain factorials of i from 1 to n, instead of a single factorial as in Lemma 3.8 below.
Therefore, unlike Proposition 3.11, it seems impossible to show that the series obtained
is convergent. Note that, in [3, Section 5], the function B : H → H is assumed to be
bounded.

The rest of the section has a similar structure as [13, Section 2], but we work here in
the Lp-setting (p < ∞). In Section 3.1 we first give some preparations and then provide the
formulae and estimates of the first two terms of the iteration process (1.6). They will give us
the clue for the expression and proof of general terms in Section 3.2; the convergence of the
iteration scheme will also be proved there. The second main result of the paper (Theorem 1.5)
is a consequence of Theorem 3.12.
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3.1 Some preparations and the first two iterations

Recall the stochastic convolution {WA(t)}t≥0 and the Ornstein-Uhlenbeck process {Zxt }t≥0

given at the beginning of the paper; we denote their laws by NQt(dy) and NetAx,Qt
(dy), re-

spectively. For any h ∈ H,
〈

h,Q
−1/2
t WA(t)

〉

is a centered real Gaussian variable with variance

E
〈

h,Q
−1/2
t WA(t)

〉2
= |h|2H . (3.4)

We shall write B(H) for the space of bounded measurable functions on H. The semigroup
{St}t≥0 associated to {Zxt }t≥0 is defined as follows: for any f ∈ B(H) and t ≥ 0,

Stf(x) := Ef(Zxt ) =

∫

H
f(y)NetAx,Qt

(dy) =

∫

H
f
(

etAx+ y
)

NQt(dy).

Recall that the Gaussian measure µ defined in (1.9) is the unique invariant measure of {St}t≥0.
The semigroup {St}t≥0 has a unique extension to a strongly continuous semigroup of contrac-
tions in Lp(H,µ), see [11, Theorem 10.1.5].

It is well known that the semigroup {St}t≥0 is strong Feller under conditions (i)–(iii) of
Hypothesis 1.2. The next result shows its smoothing effect in Lp(H,µ), see [11, Proposition
10.3.1] for a proof.

Proposition 3.2. Let p > 1. Under (i)–(iii) of the Hypothesis 1.2, for any f ∈ Lp(H,µ) and
t > 0, we have Stf ∈W 1,p(H,µ) and for any h ∈ H,

〈h,DStf(x)〉 = E
[

f(Zxt )
〈

Λ(t)h,Q
−1/2
t (Zxt − etAx)

〉]

. (3.5)

Moreover,
‖DStf‖Lp ≤ Cp‖Λ(t)‖L(H)‖f‖Lp . (3.6)

Indeed, by [11, Theorem 10.3.5], Stf ∈ C∞(H) for any t > 0. But Stf is in general not
bounded. This is easily seen from the example below: if f(x) = 〈x, h〉 for some h ∈ H, then
Stf(x) = 〈etAx, h〉, x ∈ H, which is unbounded.

3.1.1 The first two terms of the iteration (1.6)

We begin with the expression and estimates of the first term v1(t, x).

Proposition 3.3. For any t > 0 and x ∈ H,

v1(t, x) =

∫ t

0
E
[

φ(Zxt )
〈

Λ(s)B(Zxt−s), Q
−1/2
s

(

Zxt − esAZxt−s
)〉

]

ds. (3.7)

Moreover,
∥

∥v1(t)
∥

∥

Lp1
≤ ‖φ‖Lp0‖B‖Lq1

∫ t

0
‖Λ(s)‖L(H) ds

and
∥

∥Dv1(t)
∥

∥

Lp1
≤ ‖φ‖Lp0‖B‖Lq1

∫ t

0
‖Λ(t− s)‖L(H)‖Λ(s)‖L(H) ds.

Proof. The formula (3.7) follows immediately from (1.6) with n = 0 and the identity below:

(

St−sk
0
s

)

(x) = E

[

φ(Zxt )
〈

Λ(s)B(Zxt−s), Q
−1/2
s

(

Zxt − esAZxt−s
)〉

]

. (3.8)
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This can be shown by following the proof of [13, Lemma 3.5]. Using the property of conditional
expectation,

E

[

φ(Zxt )
〈

Λ(s)B(Zxt−s), Q
−1/2
s (Zxt − esAZxt−s)

〉

]

= E

{

E

[

φ(Zxt )
〈

Λ(s)B(Zxt−s), Q
−1/2
s (Zxt − esAZxt−s)

〉
∣

∣Ft−s
]}

= E

{

E

[

φ(Zxt )
〈

Λ(s)B(Zxt−s), Q
−1/2
s (Zxt − esAZxt−s)

〉∣

∣Zxt−s

]}

,

where the second step is due to the Markov property. Again by the Markov property,

E

[

φ(Zxt )
〈

Λ(s)B(Zxt−s), Q
−1/2
s (Zxt − esAZxt−s)

〉
∣

∣Zxt−s

]

= E

[

φ(Zys )
〈

Λ(s)B(y), Q−1/2
s (Zys − esAy)

〉

]

y=Zx
t−s

= k0s(y)
∣

∣

y=Zx
t−s

= k0s(Z
x
t−s),

where the second step follows from (3.5). Substituting this equality into the previous one we
obtain the identity (3.8).

Next, by the definition (1.6) of the iteration and Hölder’s inequality, for any s > 0,

∥

∥k0s
∥

∥

Lp1
≤ ‖B‖Lq1‖Dv0(s)‖Lp0 ,

where the parameters satisfy 1
p1

= 1
p0

+ 1
q1
, see (3.1). By Proposition 3.2, one has

‖Dv0(s)‖Lp0 = ‖DSsφ‖Lp0 ≤ ‖Λ(s)‖L(H)‖φ‖Lp0 .

Therefore,
∥

∥k0s
∥

∥

Lp1
≤ ‖φ‖Lp0‖B‖Lq1‖Λ(s)‖L(H). (3.9)

Now, it is clear that

‖v1(t)‖Lp1 ≤
∫ t

0

∥

∥St−sk
0
s

∥

∥

Lp1
ds ≤

∫ t

0

∥

∥k0s
∥

∥

Lp1
ds ≤ ‖φ‖Lp0‖B‖Lq1

∫ t

0
‖Λ(s)‖L(H) ds.

Finally, by (3.6),

‖Dv1(t)‖Lp1 ≤
∫ t

0

∥

∥D
(

St−sk
0
s

)∥

∥

Lp1
ds ≤

∫ t

0
‖Λ(t− s)‖L(H)

∥

∥k0s
∥

∥

Lp1
ds,

which, together with (3.9), gives us the last estimate.

Next we turn to the second term v2(t, x). Similarly, we have

Lemma 3.4. One has

k1t (x) =

∫ t

0
E

[

φ(Zxt )
〈

Λ(s)B(Zxt−s), Q
−1/2
s (Zxt − esAZxt−s)

〉

×
〈

Λ(t− s)B(x), Q
−1/2
t−s (Zxt−s − e(t−s)Ax)

〉

]

ds.

Proof. The proof is similar to that of [13, Lemma 2.7]. By Proposition 3.3, for any t > 0,
v1(t) ∈W 1,p1(H,µ) and

k1t (x) = 〈B(x),Dv1(t, x)〉 =
∫ t

0

〈

B(x),D
(

St−sk
0
s

)

(x)
〉

ds.
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Recall that (3.9) implies k0s ∈ Lp1(µ), thus by Proposition 3.2,

k1t (x) =

∫ t

0
E

[

k0s(Z
x
t−s)

〈

Λ(t− s)B(x), Q
−1/2
t−s

(

Zxt−s − e(t−s)Ax
)〉

]

ds.

According to the first part of the proof of Proposition 3.3, we have

k0s(Z
x
t−s) = E

[

φ(Zxt )
〈

Λ(s)B(Zxt−s), Q
−1/2
s (Zxt − esAZxt−s)

〉∣

∣Ft−s
]

.

Note that
〈

Λ(t−s)B(x), Q
−1/2
t−s

(

Zxt−s−e(t−s)Ax
)〉

is Ft−s-measurable. Substituting this equality
into the one above and using the property of conditional expectation, we obtain the desired
result.

Consequently, we can prove

Proposition 3.5. For any t > 0 and x ∈ H,

v2(t, x) =

∫ t

0

∫ s

0
E

[

φ(Zxt )
〈

Λ(r)B(Zxt−r), Q
−1/2
r (Zxt − erAZxt−r)

〉

×
〈

Λ(s − r)B(Zxt−s), Q
−1/2
s−r (Zxt−r − e(s−r)AZxt−s)

〉

]

drds.

Furthermore,

‖v2(t)‖Lp2 ≤ ‖φ‖Lp0‖B‖Lq1‖B‖Lq2

∫ t

0

∫ s

0
‖Λ(s − r)‖L(H)‖Λ(r)‖L(H) drds

and

‖Dv2(t)‖Lp2 ≤ ‖φ‖Lp0‖B‖Lq1‖B‖Lq2

∫ t

0

∫ s

0
‖Λ(t− s)‖L(H)‖Λ(s− r)‖L(H)‖Λ(r)‖L(H) drds.

Proof. By Lemma 3.4, for any s > 0 and y ∈ H,

k1s(y) =

∫ s

0
E

[

φ(Zys )
〈

Λ(r)B(Zys−r), Q
−1/2
r (Zys − erAZys−r)

〉

×
〈

Λ(s− r)B(y), Q
−1/2
s−r (Zys−r − e(s−r)Ay)

〉

]

dr.

We have

E
[

k1s(Z
x
t−s)

]

= E

{
∫ s

0
E

[

φ(Zys )
〈

Λ(r)B(Zys−r), Q
−1/2
r (Zys − erAZys−r)

〉

×
〈

Λ(s− r)B(y), Q
−1/2
s−r (Zys−r − e(s−r)Ay)

〉

]

y=Zx
t−s

dr

}

=

∫ s

0
E

[

φ(Zxt )
〈

Λ(r)B(Zxt−r), Q
−1/2
r (Zxt − erAZxt−r)

〉

×
〈

Λ(s− r)B(Zxt−s), Q
−1/2
s−r (Zxt−r − e(s−r)AZxt−s)

〉

]

dr,

where the second step follows from the Markov property. Therefore,

v2(t, x) =

∫ t

0

(

St−sk
1
s

)

(x) ds =

∫ t

0
E
[

k1s(Z
x
t−s)

]

ds

=

∫ t

0

∫ s

0
E
[

φ(Zxt )
〈

Λ(r)B(Zxt−r), Q
−1/2
r (Zxt − erAZxt−r)

〉

×
〈

Λ(s − r)B(Zxt−s), Q
−1/2
s−r (Zxt−r − e(s−r)AZxt−s)

〉

]

drds.
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Next, by the definition of k1s in (1.6) and of the parameters in (3.1),
∥

∥k1s
∥

∥

Lp2
≤ ‖B‖Lq2‖Dv1(s)‖Lp1

≤ ‖φ‖Lp0‖B‖Lq1‖B‖Lq2

∫ s

0
‖Λ(s − r)‖L(H)‖Λ(r)‖L(H) dr,

(3.10)

where in the second step we have used the last inequality in Proposition 3.3. This implies

‖v2(t)‖Lp2 ≤
∫ t

0

∥

∥k1s
∥

∥

Lp2
ds

≤ ‖φ‖Lp0‖B‖Lq1‖B‖Lq2

∫ t

0

∫ s

0
‖Λ(s − r)‖L(H)‖Λ(r)‖L(H) drds.

Moreover, by Proposition 3.2,

‖Dv2(t)‖Lp2 ≤
∫ t

0

∥

∥D
(

St−sk
1
s

)∥

∥

Lp2
ds ≤

∫ t

0
‖Λ(t− s)‖L(H)

∥

∥k1s
∥

∥

Lp2
ds.

Using (3.10), we obtain the last estimate.

3.2 The general terms vn(t, x), estimates and proof of Theorem 1.5

To proceed further, we rewrite the expression of v2(t, x) as following:

v2(t, x) =

∫ t

0
ds2

∫ s2

0
ds1 E

[

φ(Zxt )
〈

Λ(s1)B(Zxt−s1), Q
−1/2
s1 (Zxt − es1AZxt−s1)

〉

×
〈

Λ(s2 − s1)B(Zxt−s2), Q
−1/2
s2−s1(Z

x
t−s1 − e(s2−s1)AZxt−s2)

〉

]

.

Thus, if we denote s0 = 0, then

v2(t, x) =

∫ t

0
ds2

∫ s2

0
ds1

E

[

φ(Zxt )

2
∏

i=1

〈

Λ(si − si−1)B(Zxt−si), Q
−1/2
si−si−1

(

Zxt−si−1
− e(si−si−1)AZxt−si

)

〉

]

.

This inspires us of the formulae for general terms.

Theorem 3.6. Let s0 = 0. For any n ≥ 1,

vn(t, x) =

∫ t

0
dsn

∫ sn

0
dsn−1 · · ·

∫ s2

0
ds1

E

[

φ(Zxt )

n
∏

i=1

〈

Λ(si − si−1)B(Zxt−si), Q
−1/2
si−si−1

(

Zxt−si−1
− e(si−si−1)AZxt−si

)

〉

]

.

(3.11)

Moreover,

‖vn(t)‖Lpn ≤ ‖φ‖Lp0

[

n
∏

i=1

‖B‖Lqi

]

∫ t

0
dsn

∫ sn

0
dsn−1 · · ·

∫ s2

0
ds1

n
∏

i=1

‖Λ(si − si−1)‖L(H)

and, letting sn+1 = t,

‖Dvn(t)‖Lpn ≤ ‖φ‖Lp0

[

n
∏

i=1

‖B‖Lqi

]

∫ t

0
dsn

∫ sn

0
dsn−1 · · ·

∫ s2

0
ds1

n+1
∏

i=1

‖Λ(si − si−1)‖L(H).
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Proof. We follow the idea of the proof of [13, Theorem 2.9] and proceed by induction. Indeed,
in view of the arguments in Section 3.1, we shall also prove inductively the formula

knt (x) =

∫ t

0
dsn

∫ sn

0
dsn−1 · · ·

∫ s2

0
ds1

E

[

φ(Zxt )

n+1
∏

i=1

〈

Λ(si − si−1)B(Zxt−si), Q
−1/2
si−si−1

(

Zxt−si−1
− e(si−si−1)AZxt−si

)

〉

]

,

where s0 = 0 and sn+1 = t. The results in Section 3.1 show that the assertions on v hold for
n = 1, 2, and the above formula of k holds with n = 1. Now we assume the assertions on v
(resp. on k) hold for n (resp. for n− 1), and try to prove them in the next iteration.

By the induction hypotheses, we have vn(s) ∈ W 1,pn(H,µ) for all s > 0 and thus, by the
definitions of the iteration (1.6) and of the exponents (3.1), kns ∈ Lpn+1(H,µ) with

∥

∥kns
∥

∥

Lpn+1
≤ ‖B‖Lqn+1‖Dvn(s)‖Lpn

≤ ‖φ‖Lp0

[

n+1
∏

i=1

‖B‖Lqi

]

∫ s

0
dsn

∫ sn

0
dsn−1 · · ·

∫ s2

0
ds1

n+1
∏

i=1

‖Λ(si − si−1)‖L(H),

where sn+1 = s. Proposition 3.2 implies St−sk
n
s ∈W 1,pn+1(H,µ) for all s ∈ (0, t), and from the

formula

vn+1(t, x) =

∫ t

0

(

St−sk
n
s

)

(x) ds

we deduce readily the estimate on ‖vn+1(t)‖Lpn+1 . Using (3.6) we can also prove the estimate
of ‖Dvn+1(t)‖Lpn+1 .

Next we prove the formula for knt (x) (note that the induction hypothesis gives us the
expression of kn−1

t (x)). We have

knt (x) = 〈B(x),Dvn(t, x)〉 =
∫ t

0

〈

B(x),D
(

St−sk
n−1
s

)

(x)
〉

ds

=

∫ t

0
E

[

kn−1
s (Zxt−s)

〈

Λ(t− s)B(x), Q
−1/2
t−s (Zxt−s − e(t−s)Ax)

〉

]

ds,

(3.12)

where we used Proposition 3.2 in the last step. By the induction hypothesis,

kn−1
s (y) =

∫ s

0
dsn−1

∫ sn−1

0
dsn−2 · · ·

∫ s2

0
ds1

E

[

φ(Zys )

n
∏

i=1

〈

Λ(si − si−1)B(Zys−si), Q
−1/2
si−si−1

(

Zys−si−1
− e(si−si−1)AZys−si

)

〉

]

,

where s0 = 0 and sn = s. Therefore, by the Markov property,

kn−1
s (Zxt−s)

=

∫ s

0
dsn−1

∫ sn−1

0
dsn−2 · · ·

∫ s2

0
ds1

E

[

φ(Zxt )

n
∏

i=1

〈

Λ(si − si−1)B(Zxt−si), Q
−1/2
si−si−1

(

Zxt−si−1
− e(si−si−1)AZxt−si

)

〉

∣

∣

∣

∣

Ft−s
]

.
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Inserting this identity into (3.12) and noticing that
〈

Λ(t − s)B(x), Q
−1/2
t−s (Zxt−s − e(t−s)Ax)

〉

is
measurable with respect to Ft−s, we obtain

knt (x) =

∫ t

0
ds

∫ s

0
dsn−1 · · ·

∫ s2

0
ds1 E

{

〈

Λ(t− s)B(x), Q
−1/2
t−s (Zxt−s − e(t−s)Ax)

〉

× φ(Zxt )
n
∏

i=1

〈

Λ(si − si−1)B(Zxt−si), Q
−1/2
si−si−1

(

Zxt−si−1
− e(si−si−1)AZxt−si

)

〉

}

.

Renaming s as sn gives us the formula of knt (x) in the new iteration for all t > 0 and x ∈ H.
Finally we prove the expression for vn+1(t, x). We have

vn+1(t, x) =

∫ t

0

(

St−sk
n
s

)

(x) ds =

∫ t

0
E
[

kns (Z
x
t−s)

]

ds.

Using the formula we have just proved for kns (y) and the Markov property, we can obtain the
expression for vn+1(t, x) in a similar way as above.

The formula (3.11) is suitable for induction arguments in the proof above, due to the
convolution structure of the iteration scheme (1.6). On the other hand, the time parameter of
the process {Zxt }t≥0 is reversed, and thus (3.11) is not convenient in numerical computations.
By making the change of variables

ri = t− sn+1−i, i = 1, · · · , n,

we can obtain the following results.

Corollary 3.7. For any n ≥ 1,

vn(t, x) =

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

E

[

φ(Zxt )

n
∏

i=1

〈

Λ(ri+1 − ri)B
(

Zxri
)

, Q
−1/2
ri+1−ri

(

Zxri+1
− e(ri+1−ri)AZxri

)

〉

]

,

(3.13)

where rn+1 = t. Furthermore,

‖vn(t)‖Lpn ≤ ‖φ‖Lp0

[

n
∏

i=1

‖B‖Lqi

]

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n
∏

i=1

‖Λ(ri+1 − ri)‖L(H)

and, setting r0 = 0,

‖Dvn(t)‖Lpn ≤ ‖φ‖Lp0

[

n
∏

i=1

‖B‖Lqi

]

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n
∏

i=0

‖Λ(ri+1 − ri)‖L(H).

Next, recall the definition of qi in (3.3); using the moment estimates of Gaussian measures
in Corollary 4.3, we can prove

Lemma 3.8. For any n ∈ N,

n
∏

i=1

‖B‖Lqi ≤ Cnβ (TrQ∞)nβ/2
[

(n+ n0)!
]βκ/2

.
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Proof. According to the condition (v′) in Hypothesis 1.4,

‖B‖Lqi ≤ C
(

1 +
∥

∥| · |β
∥

∥

Lqi

)

≤ C
(

1 + Cβ(TrQ∞)β/2q
β/2
i

)

≤ C̃β(TrQ∞)β/2q
β/2
i ,

where the second inequality follows from Corollary 4.3 below. Recalling that qi = (i+n0)
κ, we

obtain the desired result.

The next technical result is proved in [13, Lemma 3.12].

Lemma 3.9. Assume δ ∈ (0, 1) and n ≥ 1. Let r0 = 0 and rn+1 = t. One has

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n
∏

i=1

1

(ri+1 − ri)δ
=

Γ(1− δ)n

Γ(1 + n(1− δ))
tn(1−δ)

and
∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n
∏

i=0

1

(ri+1 − ri)δ
=

Γ(1− δ)n+1

Γ((n + 1)(1− δ))
tn(1−δ)−δ .

Here Γ(·) is the Gamma function.

Proof. We include the proof here for the reader’s convenience. First we prove

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n
∏

i=1

1

(ri+1 − ri)δ
= tn(1−δ)

n
∏

i=1

B
(

1− δ, 1 + (i− 1)(1 − δ)
)

, (3.14)

where B(α, β) is the Beta function:

B(α, β) =

∫ 1

0
θα−1(1− θ)β−1 dθ, α, β > 0.

We proceed by induction. For n = 1, noting that r2 = t, we change the variable θ = r1/t and
get

∫ t

0

dr1
(t− r1)δ

= t1−δ
∫ 1

0

dθ

(1− θ)δ
= t1−δ

∫ 1

0
θ0(1− θ)−δ dθ = t1−δB(1− δ, 1).

Therefore the equality holds when n = 1. Now suppose the equality holds for n − 1, we prove
it for n. By the induction hypothesis,

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n−1
∏

i=1

1

(ri+1 − ri)δ
= r(n−1)(1−δ)

n

n−1
∏

i=1

B
(

1− δ, 1 + (i− 1)(1− δ)
)

,

thus, noticing that rn+1 = t,

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n
∏

i=1

1

(ri+1 − ri)δ
=

n−1
∏

i=1

B
(

1−δ, 1+(i−1)(1−δ)
)

∫ t

0

r
(n−1)(1−δ)
n

(t− rn)δ
drn.

We have, by changing variable θ = rn/t,

∫ t

0

r
(n−1)(1−δ)
n

(t− rn)δ
drn = tn(1−δ)

∫ 1

0
θ(n−1)(1−δ)(1− θ)−δ dθ = tn(1−δ)B

(

1− δ, 1 + (n − 1)(1− δ)
)

.

Substituting this result into the previous one gives us the identity (3.14).
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Next, it is well known that

B(α, β) =
Γ(α)Γ(β)

Γ(α + β)
.

Therefore,

n
∏

i=1

B
(

1− δ, 1 + (i− 1)(1 − δ)
)

=
n
∏

i=1

Γ(1− δ)Γ(1 + (i− 1)(1 − δ))

Γ(1 + i(1− δ))
=

Γ(1− δ)n

Γ(1 + n(1− δ)
.

Combining this with (3.14) we obtain the desired formula.
The proof of the second identity is similar, by first establishing the identity

∫ t

0
drn

∫ rn

0
drn−1 · · ·

∫ r2

0
dr1

n
∏

i=0

1

(ri+1 − ri)δ
= tn(1−δ)−δ

n
∏

i=1

B
(

1− δ, i(1 − δ)
)

.

We omit the details here.

The estimates below can be deduced easily from Corollary 3.7 and Lemmas 3.8 and 3.9.

Corollary 3.10. For any n ∈ N and t > 0,

‖vn(t)‖Lpn ≤ ‖φ‖Lp0Cnδ C
n
β (TrQ∞)nβ/2

[

(n+ n0)!
]βκ/2 Γ(1− δ)n

Γ(1 + n(1− δ))
tn(1−δ)

and, setting r0 = 0,

‖Dvn(t)‖Lpn ≤ ‖φ‖Lp0Cnδ C
n
β (TrQ∞)nβ/2

[

(n+ n0)!
]βκ/2 Γ(1− δ)n+1

Γ((n+ 1)(1 − δ))
tn(1−δ)−δ .

Now we can prove

Proposition 3.11. Fix any T > 0. Then the series

∞
∑

n=0

vn(t, x) and tδ
∞
∑

n=0

Dvn(t, x)

converge in C
(

[0, T ], Lp̄(H,µ)
)

.

Proof. We only prove the convergence of the first series, since the other one can be done
similarly in view of the second estimate in Corollary 3.10. According to the first estimate in
Corollary 3.10 and the ratio test, we need to show

lim
n→∞

(n+ n0)
βκ/2Γ(1 + (n− 1)(1 − δ))

Γ(1 + n(1− δ))
= 0.

Since βκ/2 < 1− δ by (3.2), it is sufficient to show that

Γ(1 + (n− 1)(1 − δ))

Γ(1 + n(1− δ))
.

1

n1−δ
as n→ ∞. (3.15)

For simplicity of notation we set α = 1 − δ. Using the fact that Γ(1 + t) = tΓ(t) for any
t > 0, we have

Γ(1 + (n− 1)α)

Γ(1 + nα)
=

(n− 1)α

nα
· (n − 1)α − 1

nα− 1
· · · α1

α1 + α
· Γ(α1)

Γ(α1 + α)
,
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where α1 := (n − 1)α − ⌊(n − 1)α⌋ + 1 and ⌊(n − 1)α⌋ is the integer part of (n − 1)α. The
reason that we consider α1 instead of (n − 1)α − ⌊(n − 1)α⌋ is because the latter might be 0,
while Γ(0) is not well defined. For any i ≤ ⌊(n − 1)α⌋ − 1,

(n− 1)α − i

nα− i
= 1− α

nα− i
,

and using the simple inequality log(1 + t) < t for all t > −1, we have

log
(n− 1)α − i

nα− i
< − α

nα− i
, i = 0, 1, · · · , ⌊(n − 1)α⌋ − 1.

Therefore,

log
Γ(1 + (n− 1)α)

Γ(1 + nα)
< −α

(

1

nα
+

1

nα− 1
+ · · ·+ 1

α1 + α

)

+ log
Γ(α1)

Γ(α1 + α)
.

Moreover,

1

nα
+

1

nα− 1
+ · · ·+ 1

α1 + α
≥ 1

⌊nα⌋+ 1
+

1

⌊nα⌋ + · · ·+ 1

⌊α1 + α⌋+ 1

≥ log(⌊nα⌋+ 1) + γ −C ≥ log(nα) +Cα,

where γ ≈ 0.57 is the Euler constant and C > 0 is some constant depending on α. Hence,

log
Γ(1 + (n− 1)α)

Γ(1 + nα)
≤ −α

(

log(nα) + Cα
)

+ log
Γ(α1)

Γ(α1 + α)
,

which implies
Γ(1 + (n− 1)α)

Γ(1 + nα)
≤ e−αCα

(nα)α
Γ(α1)

Γ(α1 + α)
=:

C̃α
nα

.

Recalling that α = 1− δ, thus (3.15) holds and the proof is complete.

Finally, the main result (Theorem 1.5) follows from the next theorem.

Theorem 3.12. The limit defined in Proposition 3.11 is a mild solution to the Kolmogorov
equation (1.2). Moreover, it is unique among solutions with the following property: for any
p̄ ∈ (1, p0), u ∈ C

(

[0, T ], Lp̄(H,µ)
)

and tδDu(t) ∈ C
(

[0, T ], Lp̄(H,µ;H)
)

.

Proof. Step 1: Existence. According to the iteration scheme, we have

un(t, x) = Stφ(x) +

∫ t

0
St−s

(

〈B,Dun−1(s)〉
)

(x) ds

= Stφ(x) +
n−1
∑

i=0

∫ t

0
St−s

(

〈B,Dvi(s)〉
)

(x) ds.

(3.16)

The left hand side converges in C
(

[0, T ], Lp̄(H,µ)
)

to the limit u(t, x). Next, we show the sum
on the right hand side is also convergent. Indeed, for any n < m,

m
∑

i=n

∫ T

0

∥

∥St−s
(

〈B,Dvi(s)〉
)∥

∥

Lp̄ ds ≤
m
∑

i=n

∫ T

0

∥

∥〈B,Dvi(s)〉
∥

∥

Lp̄ ds

≤
m
∑

i=n

∫ T

0

∥

∥〈B,Dvi(s)〉
∥

∥

Lpi+1
ds

≤
m
∑

i=n

‖B‖Lqi+1

∫ T

0

∥

∥Dvi(s)
∥

∥

Lpi
ds,
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where in the last two steps we have used the fact that p̄ < pi+1 and Hölder’s inequality with
the exponents 1

pi+1
= 1

pi
+ 1

qi+1
, see (3.1). By Corollary 3.10, we have

m
∑

i=n

∫ T

0

∥

∥St−s
(

〈B,Dvi(s)〉
)
∥

∥

Lp̄ ds

≤
m
∑

i=n

‖B‖Lqi+1‖φ‖Lp0Ci(TrQ∞)iβ/2
[

(i+ n0 + 1)!
]βκ/2 Γ(1− δ)i+1

Γ((i+ 1)(1 − δ))

∫ T

0
si(1−δ)−δ ds

≤ ‖φ‖Lp0

m
∑

i=n

‖B‖Lqi+1Ci(TrQ∞)iβ/2
[

(i+ n0 + 1)!
]βκ/2 Γ(1− δ)i+1

Γ((i+ 1)(1 − δ))

T (i+1)(1−δ)

(i+ 1)(1 − δ)
,

where C = Cδ,β > 0. Recalling the proof of Lemma 3.8, we have

‖B‖Lqi+1 (µ)

i+ 1
≤ C̃β(TrQ∞)β/2

q
β/2
i+1

i+ 1
≤ C̃β(TrQ∞)β/2

(i+ n0 + 1)βκ/2

i+ 1
,

which, due to βκ/2 < 1, tends to 0 as i→ ∞. Therefore, by the proof of Proposition 3.11, the
above sum tends to 0 as m > n → ∞. Finally we let n → ∞ in (3.16) to conclude that the
limit u(t, x) solves the mild formulation of the Kolmogorov equation (1.2).

Step 2: Uniqueness. Let u1 and u2 be two solutions with the above-mentioned properties.
Fix any p̃, p̄ ∈ (1, p0) with p̃ < p̄. Then we have ui ∈ C

(

[0, T ], Lp̄(H,µ)
)

and tδDui(t) ∈
C
(

[0, T ], Lp̄(H,µ;H)
)

, i = 1, 2.
Similarly as the discussions at the beginning of this section, we can define two sequences

{p̄n}n∈N and {q̄n}n∈N with the properties below:

• p̄0 = p̄;

• 1
p̄n

= 1
p̄n−1

+ 1
q̄n

for all n ∈ N;

• p̄n > p̃ for all n ∈ N.

Indeed, it suffices to define
q̄n = (n+ n1)

κ, n ∈ N,

where n1 ∈ N verifies
∞
∑

n=n1

1

nκ
<

1

p̃
− 1

p̄
.

Since u1 and u2 solve the mild formulation (1.5), we have

u1(t)− u2(t) =

∫ t

0
St−s

(

〈B,D(u1(s)− u2(s))〉
)

ds. (3.17)

Therefore,

D(u1(t)− u2(t)) =

∫ t

0
DSt−s

(

〈B,D(u1(s)− u2(s))〉
)

ds.

Proposition 3.2 implies, for any n > 1,

‖D(u1(t)− u2(t))‖Lp̄n ≤
∫ t

0

∥

∥DSt−s
(

〈B,D(u1(s)− u2(s))〉
)∥

∥

Lp̄n
ds

≤
∫ t

0
‖Λ(t− s)‖L(H)

∥

∥〈B,D(u1(s)− u2(s))〉
∥

∥

Lp̄n
ds.
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By Hölder’s inequality,

‖D(u1(t)− u2(t))‖Lp̄n ≤
∫ t

0
‖Λ(t− s)‖L(H)‖B‖Lq̄n‖D(u1(s)− u2(s))‖Lp̄n−1 ds.

Repeating the above procedure, we obtain

‖D(u1(t)− u2(t))‖Lp̄n ≤
[

n
∏

i=1

‖B‖Lq̄i

]

∫ t

0
dsn

∫ sn

0
dsn−1 · · ·

∫ s2

0
ds1

[

n
∏

i=1

‖Λ(si+1 − si)‖L(H)

]

‖D(u1(s1)− u2(s1))‖Lp̄0 ,

where sn+1 = t. According to the assumption on sδDui(s) (i = 1, 2), there exists a constant
C > 0 such that

‖D(u1(s)− u2(s))‖Lp̄0 ≤ C/sδ, s > 0.

Combining these facts with Hypothesis 1.4-(iv′), we get

‖D(u1(t)− u2(t))‖Lp̄n ≤ CCnδ

[

n
∏

i=1

‖B‖Lq̄i

]

∫ t

0
dsn

∫ sn

0
dsn−1 · · ·

∫ s2

0
ds1

n
∏

i=0

1

(si+1 − si)δ
,

where s0 = 0. Now applying Lemma 3.8 yields (replacing qi by q̄i)

n
∏

i=1

‖B‖Lq̄i ≤ Cnβ (TrQ∞)nβ/2
[

(n+ n1)!
]βκ/2

.

This together with Lemma 3.9 leads to

‖D(u1(t)− u2(t))‖Lp̄n ≤ Cn(TrQ∞)nβ/2
[

(n+ n1)!
]βκ/2 Γ(1− δ)n+1

Γ((n+ 1)(1 − δ))
tn(1−δ)−δ ,

where C = Cδ,β. Since p̄n > p̃ for all n ∈ N, we finally obtain

‖D(u1(t)− u2(t))‖Lp̃ ≤ Cn(TrQ∞)nβ/2
[

(n+ n1)!
]βκ/2 Γ(1− δ)n+1

Γ((n+ 1)(1 − δ))
tn(1−δ)−δ .

The proof of Proposition 3.11 shows that, for any t > 0, the right hand side vanishes as
n→ ∞. Therefore, Du1(t) = Du2(t) for all t ∈ (0, T ]. Taking into account (3.17), we conclude
the uniqueness of solutions.

4 Appendix: some moment estimates on Gaussian measures

We have the following estimate on the moments of µ = NQ∞ = N0,Q∞ .

Lemma 4.1. For any n ∈ N,

∫

H
|x|2n dµ(x) ≤ 2n(n!)(TrQ∞)n. (4.1)
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Proof. To save notation we write Q instead of Q∞ in the proof below. We use the following
fact (see [5, Proposition 1.13]):

F (s) :=

∫

H
es|x|

2

dµ(x) =
[

det(1− 2sQ)
]−1/2

, s < 1/(2λ1),

where λ1 > 0 is the biggest eigenvalue of Q. It is clear that

F (n)(0) =

∫

H
|x|2n dµ(x). (4.2)

One has the useful identity (see [5, Example 1.15]):

F ′(s) = F (s)Tr
(

Q(1− 2sQ)−1
)

.

Then by the combinatorial formula,

F (n+1)(s) =
dn

dsn
[

F (s)Tr
(

Q(1− 2sQ)−1
)]

=
n
∑

k=0

(

n

k

)

F (n−k)(s)
dk

dsk
Tr

(

Q(1− 2sQ)−1
)

,

where
(n
k

)

are the combinatorial numbers. Regarding Q as a diagonal matrix and using induc-
tion, it is easy to show that

dk

dsk
Tr

(

Q(1− 2sQ)−1
)

= 2k(k!)Tr
(

Qk+1(1− 2sQ)−(k+1)
)

.

Therefore,

F (n+1)(0) =

n
∑

k=0

2k(k!)

(

n

k

)

F (n−k)(0)Tr
(

Qk+1
)

.

Using the very rough inequality

Tr
(

Qk+1
)

≤ (TrQ)k+1, (4.3)

we obtain

F (n+1)(0) ≤
n
∑

k=0

2k(k!)

(

n

k

)

F (n−k)(0)(TrQ)k+1. (4.4)

Now we prove the assertion by induction. Assume that the estimate (4.1) holds for k ≤ n;
we want to prove it for k = n + 1. Taking into account (4.2), this follows immediately from
(4.4). Indeed, by the induction hypothesis,

F (n+1)(0) ≤
n
∑

k=0

2k(k!)

(

n

k

)

2n−k((n− k)!)(TrQ)n−k(TrQ)k+1

= 2n(TrQ)n+1
n
∑

k=0

(n!) ≤ 2n+1((n+ 1)!)(TrQ)n+1.

The proof is complete.

Remark 4.2. The estimate (4.3) looks very rough, but in a sense it is also sharp. For instance,
assume that Q is a diagonal matrix and that the entries on the diagonal are decreasing. Let
Q22 ↓ 0 (thus Qii ↓ 0 for all i > 2), then Tr

(

Qk+1
)

→ Qk+1
11 and (TrQ)k+1 → Qk+1

11 .
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Corollary 4.3. There exists a constant C > 0 such that for any p > 1,

(
∫

H
|x|p dµ(x)

)1/p

≤ C(TrQ∞)1/2
√
p.

Proof. By Lemma 4.1 and the Stirling formula, for any n ∈ N,

(
∫

H
|x|2n dµ(x)

)1/(2n)

≤ (2TrQ∞)1/2(n!)1/(2n) ≤ C(TrQ∞)1/2
√
n .

As a result,
(
∫

H
|x|n dµ(x)

)1/n

≤ C(TrQ∞)1/2
√
n .

Hence, for any p > 1, denoting by ⌈p⌉ the smallest integer which is greater than p,

(
∫

H
|x|p dµ(x)

)1/p

≤
(
∫

H
|x|⌈p⌉ dµ(x)

)1/⌈p⌉

≤ C(TrQ∞)1/2
√

⌈p⌉

which implies the desired estimate with the constant
√
2C.
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[8] G. Da Prato, F. Flandoli, E. Priola, M. Röckner, Strong uniqueness for stochastic evolution
equations with unbounded measurable drift term. J. Theoret. Probab. 28 (2015), no. 4,
1571–1600.
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Probabilités de Saint-Flour XL - 2010, Lecture Notes in Mathematics 2015.

[13] F. Flandoli, D. Luo, C. Ricci, A numerical approach to Kolmogorov equation in
high dimension based on Gaussian analysis, revised version submitted to JMAA, see
arXiv:1907.03332.

[14] M. Fuhrman, Hypercontractivity properties of nonsymmetric Ornstein-Uhlenbeck semi-
groups in Hilbert spaces. Stochastic Anal. Appl. 16 (1998), no. 2, 241–260.
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