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Abstract
We obtain an expression for the error in the approximation of f (A)b and bTf (A)b
with rational Krylov methods, where A is a symmetric matrix, b is a vector and
the function f admits an integral representation. The error expression is obtained
by linking the matrix function error with the error in the approximate solution
of shifted linear systems using the same rational Krylov subspace, and it can be
exploited to derive both a priori and a posteriori error bounds. The error bounds
are a generalization of the ones given in Chen et al. for the Lanczos method for
matrix functions. A technique that we employ in the rational Krylov context can
also be applied to refine the bounds for the Lanczos case.
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1 INTRODUCTION

An important problem in numerical linear algebra is the computation of the action of a matrix function f (A)1 on a vec-
tor b, where the matrix A is usually large and sparse. The matrix-vector product f (A)b can be efficiently approximated
by means of polynomial2–4 or rational Krylov methods,5–10 without resorting to the expensive computation of the whole
matrix function f (A). Each iteration of a polynomial or rational Krylov method requires, respectively, the computation of
a matrix-vector product or the solution of a shifted linear system with the matrix A.

In applications it is often essential to have bounds or estimates on the error of the Krylov approximation, in order to
either predict the number of iterations needed to reach a given accuracy or to have a reliable stopping criterion. In the
literature there have been several papers devoted to developing a priori and a posteriori error bounds and estimates, both
in the polynomial11–13 and in the rational Krylov setting.14–16 In particular, the authors of Reference 13 analyze the error
of the Lanczos method for functions of Hermitian matrices, and by means of the Cauchy integral formula they derive an
expression for the error that can be used to obtain both a priori and a posteriori error bounds.

In this work we follow a similar approach to analyze the error in the approximation of f (A)b by means of a rational
Krylov method, and we derive both a priori and a posteriori bounds in the case of a symmetric matrix A, for functions
that have a certain integral representation. The results that we obtain can be interpreted as a generalization to the rational
Krylov case of the ones presented in Reference 13.

The rest of the paper is organized as follows. In Section 1.1 we introduce basic definitions regarding Krylov subspaces
and some notation that is used throughout the paper. In Section 2 we establish properties of the residuals of shifted linear
systems solved with a rational Krylov method. These properties are used in Section 3 to derive integral expressions of the
matrix function error in terms of errors or residuals of shifted linear systems, which are in turn used to obtain a priori
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and a posteriori error bounds. These bounds are discussed in detail, respectively, in Sections 3.2 and 3.3. In Section 4 we
include an bound on the residual of a linear system solved with a rational Krylov method, which is required for the a
priori bounds on the matrix function error. In Section 5 we generalize our approach to quadratic forms bTf (A)b, and in
Section 6 we illustrate the bounds with some numerical experiments. Section 7 contains some concluding remarks.

1.1 Basic definitions

Given a matrix A ∈ Rn×n and a vector b ∈ Rn, a polynomial Krylov subspace is defined by

m(A,b) = span{b,Ab, … ,Am−1b} = {p(A)b ∶ p ∈ Πm−1},

where Πm−1 denotes the set of polynomials of degree ≤ m − 1. Given a sequence of poles {𝜉j}j≥1 ⊂ (C ∪ {∞}) ⧵ 𝜎(A),
where 𝜎(A) denotes the spectrum of A, we can define the denominator polynomial qm−1(z) =

∏m−1
j=1,𝜉j≠∞

(z − 𝜉j) and the
associated rational Krylov subspace

m(A,b) = qm−1(A)−1
m(A,b) =

{

r(A)b ∶ r(z) =
pm−1(z)
qm−1(z)

,with pm−1 ∈ Πm−1

}

.

Note thatm(A,b) is a special case of a rational Krylov subspace, obtained by taking all poles 𝜉j = ∞.
The subspaces j(A,b) for j = 1, … ,m form a nested sequence of strictly increasing dimension, provided that m is

smaller than the invariance index M, that is, the smallest integer such thatM(A,b) = M+1(A,b). For simplicity, we are
going to assume that this is always the case. An orthonormal basis Vm = [v1, … , vm] of the subspace m(A,b) can be
constructed iteratively using the rational Arnoldi algorithm, introduced by Ruhe .5

Using the notation Am ∶= V T
mAVm, the matrix-vector product f (A)b can be approximated with

fm ∶= Vmf (Am)V T
mb = Vmf (Am)e1||b||2. (1)

Each iteration of the rational Arnoldi algorithm requires the solution of a shifted linear system with the matrix A − 𝜉jI
and one of the poles 𝜉j. One iteration can thus be significantly more expensive than a polynomial Krylov iteration, but
the convergence of (1) to f (A)b can be much faster provided that the poles are chosen well. When spectral information
of A is available, the poles for the rational Krylov subspace can be chosen by exploiting rational approximations of f
on the spectrum or field of values of A .9,14 Greedy adaptive strategies have also been proposed in the literature, see for
instance Reference 17. In the sections that follow we are going to derive a priori and a posteriori bounds for the error
||f (A)b − fm||2.

The rational Arnoldi algorithm also outputs two upper Hessenberg matrices Hm and Km of size (m + 1) ×m that satisfy
the rational Arnoldi relation

AVm+1Km = Vm+1Hm.

We will denote by Hm and Km the leading principal m ×m blocks of Hm and Km. If 𝜉m = ∞, then the last row of Km is zero
and Km is invertible in Sec. 3.1 of Reference 9, so we can rewrite the rational Arnoldi relation as

AVmKm = Vm+1Hm,

and Am can be computed via the identity

Am = HmK−1
m .

We refer the reader to References 9 and 18 for a more thorough discussion of rational Krylov methods for the computation
of matrix functions, and to Reference 19 for an analysis of rational Krylov decompositions.
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We consider the class of functions f ∶  → C that admit the integral expression

f (x) =
∫Γ
(x − z)−1 d𝜇(z), (2)

for a suitable contour Γ ⊂ C and measure d𝜇(z). The representation (2) reduces to the Cauchy integral formula when f
is analytic, d𝜇(z) = − 1

2𝜋i
f (z) dz, Γ is a simple closed curve and  is the interior of Γ, and to the Cauchy–Stieltjes inte-

gral representation when Γ = (−∞, 0],  = C ⧵ Γ and d𝜇(z) is a positive measure (see, e.g., Def. 2 of Reference 16). The
following are some examples of Cauchy–Stieltjes functions in Ex. 1.3 and 1.4 of Reference 14:

x−𝛼 = sin(𝛼𝜋)
𝜋 ∫

0

−∞

(−z)−𝛼

x − z
dz, 𝛼 ∈ (0, 1), x ∈ C ⧵ (−∞, 0],

log(1 + x)
x

= −
∫

−1

−∞

z−1

x − z
dz, x ∈ C ⧵ (−∞,−1].

(3)

Rational approximations of Cauchy–Stieltjes (and more generally, Markov) functions have been investigated for instance
in References 14 and 20.

The integral expression (2) for f still holds when the scalar variable x is replaced by a matrix A with eigenvalues
contained in  . This is easy to see when A is diagonalizable; for a general matrix A, we refer to Thm. 6.2.28 of Reference
21 for a proof in the case of the Cauchy integral formula. For Cauchy–Stieltjes functions, one way to prove the matrix
identity is to show first that it holds for Jordan blocks by using an integral representation of the derivatives of f (see, e.g.,
Sec. 3 of Reference 22). Using the matrix version of the integral representation (2), we can write the error in the rational
Krylov approximation of f (A)b in the form

f (A)b − fm =
∫Γ

(
(A − zI)−1b − Vm(Am − zI)−1V T

mb
)

d𝜇(z) =
∫Γ

errm(z) d𝜇(z), (4)

where errm(z) denotes the error in the solution of the shifted linear system (A − zI)x = b using the rational Krylov sub-
space m(A,b). Motivated by (4), in Section 2 we analyze the solution of shifted linear systems with rational Krylov
methods, starting by recalling the polynomial Krylov case.

2 RESULTS ON RATIONAL KRYLOV METHODS FOR SHIFTED LINEAR
SYSTEMS

2.1 Background: solution of linear systems with FOM

Let us start by recalling some basic facts regarding the solution of shifted linear systems using the full orthogonalization
method (FOM),23 which will simplify the presentation of the next part.

Recall that after m iterations FOM constructs a basis Vm of the polynomial Krylov subspacem(A,b) and approximates
the solution to the linear system Ax = b with

xm = VmA−1
m e1||b||2, where Am = V T

mAVm.

This is equivalent to imposing that the residual rm = b − Axm is orthogonal to the basis Vm.
The residual rm can be elegantly expressed in terms of the characteristic polynomial of Am. If we denote by 𝜒m(z) the

characteristic polynomial of Am, that is 𝜒m(z) = det(zI − Am), by eq. (3.8) of Reference 24 we have

rm =
1

𝜒m(0)
𝜒m(A)b. (5)

Moreover, since rm ∈ m+1(A,b) and rm ⊥ m(A,b), the residual rm is proportional to the next basis vector vm+1 (see,
e.g. Prop. 6.7 of Reference 23).
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A similar argument can be used for the solution of a shifted linear system (A − tI)x(t) = b, for any t ∈ R. Due to the
shift invariance of polynomial Krylov subspaces, that is, m(A − tI,b) = m(A,b), after m iterations of FOM applied to
the shifted system we have constructed the same basis Vm as in the case of the linear system Ax = b, and therefore the
approximate solution is given by

xm(t) = Vm(At
m)−1e1||b||2, where At

m ∶= V T
m(A − tI)Vm = Am − tI.

The residual can be expressed using (5) with At
m in place of Am, yielding

rm(t) = b − (A − tI)xm(t) =
1

𝜒

t
m(0)

𝜒

t
m(A − tI)b,

where

𝜒

t
m(z) ∶= det(zI − At

m) = 𝜒m(z + t).

With simple algebraic manipulations, the above expression can be rewritten as

rm(t) =
1

𝜒m(t)
𝜒m(A)b =

𝜒m(0)
𝜒m(t)

rm(0). (6)

In other words, the residuals of shifted linear systems are all collinear, and they are proportional to vm+1, the next
vector in the Krylov basis. The constant in (6) can be written explicitly in terms of the eigenvalues of the projected matrix
Am. These facts are well known in the literature, see for instance Prop. 2.1 of Reference 25 and Lemma 5 of Reference 3.

2.2 Solution of shifted linear systems with rational Krylov methods

The results that we derive in this section have strong similarities with the ones presented in Section 2.1 for FOM. Consider
the family of shifted linear system

(A − zI)x = b, z ∈ C.

In analogy to FOM and to (1), we can extract from the rational Krylov subspace m(A,b) the approximate solution

xm(z) = Vm(Am − zI)−1e1||b||2. (7)

Let us introduce the notation

resm(z) = b − (A − zI)xm(z)
errm(z) = (A − zI)−1resm(z),

for the linear system residual and error, respectively.

Lemma 1. Assuming that Km is nonsingular, the shifted linear system residual resm(z) can be written as

resm(z) = −(I − VmV T
m)(hm+1,mI − km+1,mA)vm+1eT

mK−1
m (Am − zI)−1e1||b||2, (8)

where hm+1,m and km+1,m are the last subdiagonal elements of Hm and Km, respectively.

Proof. Let us consider the rational Arnoldi decomposition

AVm+1Km = Vm+1Hm,
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obtained after m iterations of the rational Arnoldi algorithm. We can write this relation more explicitly as

AVmKm + Avm+1km+1,meT
m = VmHm + vm+1hm+1,meT

m. (9)

The ratios of corresponding subdiagonal elements of Hm and Km are the poles 𝜉1, … , 𝜉m of the rational Krylov
subspace (see Sec. 5.1 of Reference 18 or Reference 19). In particular, hm+1,mk−1

m+1,m = 𝜉m, so km+1,m = 0 when
𝜉m = ∞. For all z ∈ C we have

(A − zI)Vm = Vm(HmK−1
m − zI) + (hm+1,mI − km+1,mA)vm+1eT

mK−1
m . (10)

Recalling that Am = V T
mAVm, we see from (9) that

Am = HmK−1
m − km+1,mV T

mAvm+1eT
mK−1

m ,

and combining with (10) we get for Am the identity

(A − zI)Vm = Vm(Am − zI) +
(

hm+1,mI − km+1,m(I − VmV T
m)A

)
vm+1eT

mK−1
m

= Vm(Am − zI) + (I − VmV T
m)(hm+1,mI − km+1,mA)vm+1eT

mK−1
m ,

(11)

where we used the fact that vm+1 ⊥ span(Vm) for the last equality. Using (11), the residual resm(z) can be
written as

resm(z) = −(I − VmV T
m)(hm+1,mI − km+1,mA)vm+1eT

mK−1
m (Am − zI)−1e1||b||2,

concluding the proof. ▪

This shows that the residuals are collinear for all z ∈ C. In particular, when 𝜉m = ∞ we have km+1,m = 0 and (8)
simplifies to

resm(z) = −hm+1,mvm+1eT
mK−1

m (Am − zI)−1e1||b||2, (12)

that is, the residuals are collinear to the next basis vector vm+1, as in the polynomial case (see Section 2.1). The identity
(12) has been used in past literature, see for instance Sec. 6.6.2 of Reference 18 and Sect. 4.3 of Reference 26.

For simplicity, let us focus first on the case z = 0, and let us use the notation resm(0) = resm and similarly xm(0) =
xm. The residualresm is orthogonal tom(A,b) because of the factor (I − VmV T

m) in (8); recalling that 𝜉m = hm+1,m∕km+1,m,
we also see that resm belongs to the subspace

(I − 𝜉−1
m A)m+1(A,b) = qm−1(A)−1

m+1(A,b) ⊃ m(A,b).

If we let 𝜒m denote the characteristic polynomial of Am, that is 𝜒m(z) = det(zI − Am), by Lemma 4.5 of Reference 18 we
have

𝜒m(A)qm−1(A)−1b ⊥ m(A,b),

and moreover 𝜒m(A)qm−1(A)−1b ∈ qm−1(A)−1
m+1(A,b). The vectors 𝜒m(A)qm−1(A)−1b and rm belong to the same sub-

space of dimension m + 1 which contains m(A,b) and they are both orthogonal to m(A,b), so they must be collinear,
that is, there exists a constant 𝛼 ∈ R such that

resm = 𝛼𝜒m(A)qm−1(A)−1b.

The value of the constant 𝛼 can be determined by looking at the constant terms in the identity

qm−1(A)b − qm−1(A)Axm = 𝛼𝜒m(A)b,
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6 of 24 SIMUNEC

which gives us

qm−1(0) = 𝛼𝜒m(0).

As a consequence, we have the following elegant expression for the residual with z = 0,

resm(0) =
qm−1(0)
𝜒m(0)

𝜒m(A)qm−1(A)−1b. (13)

This result can now be easily generalized to all z ∈ C. Consider the shifted linear system (A − zI)x = b, which has the
approximate solution

xm(z) = Vm(Az
m)−1e1||b||2, where Az

m = V T
m(A − zI)Vm = Am − zI.

Observe that the subspace m(A,b) with poles {𝜉1, … , 𝜉m} coincides with the subspace m(A − zI,b) defined using
the shifted poles {𝜉1 − z, … , 𝜉m − z}. The denominator polynomial associated to this rational Krylov subspace is
therefore

qz
m−1(x) =

m−1∏

j=1
(x − (𝜉j − z)) = qm−1(x + z),

and the characteristic polynomial 𝜒 z
m of the projected matrix Az

m is

𝜒

z
m(x) = det(xI − Az

m) = 𝜒m(x + z).

If we write the residual resm(z) = b − (A − zI)xm(z) using (13) with A replaced by A − zI, we get

resm(z) =
qz

m−1(0)
𝜒

z
m(0)

𝜒

z
m(A − zI)qz

m−1(A − zI)−1b

=
qm−1(z)
𝜒m(z)

𝜒m(A)qm−1(A)−1b

=
qm−1(z)
qm−1(0)

⋅
𝜒m(0)
𝜒m(z)

resm(0).

(14)

If we let 𝜃(m)j , j = 1, … ,m, denote the eigenvalues of Am, we obtain the following more explicit expression for the shifted
residual:

resm(z) = 𝜑m(z)resm(0), where 𝜑m(z) =
m−1∏

j=1

𝜉j − z
𝜉j

m∏

j=1

𝜃

(m)
j

𝜃

(m)
j − z

.

Given w ∈ C, it is easy to derive from (14) the identity

resm(z) =
qm−1(z)
qm−1(w)

⋅
𝜒m(w)
𝜒m(z)

resm(w). (15)

Furthermore, comparing (15) with (8), we also obtain

qm−1(z)
qm−1(w)

⋅
𝜒m(w)
𝜒m(z)

=
eT

mK−1
m (Am − zI)−1e1

eT
mK−1

m (Am − wI)−1e1
.

We are going to use the previous expressions in Section 3 to obtain bounds for the error in the approximation
of f (A)b.
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3 BOUNDS FOR THE MATRIX FUNCTION ERROR

Recalling (4), the error in the approximation of f (A)b can be written as

f (A)b − fm =
∫Γ

errm(z) d𝜇(z) =
∫Γ
(A − zI)−1resm(z) d𝜇(z).

Using (15) we can write resm(z) in terms of resm(w) for any z, w ∈ C. A similar relation also holds for errm(z) and
errm(w), indeed we have

errm(z) = (A − zI)−1resm(z)

=
qm−1(z)
qm−1(w)

⋅
𝜒m(w)
𝜒m(z)

(A − zI)−1resm(w)

=
qm−1(z)
qm−1(w)

det
(

hw,z(Am)
)

hw,z(A) errm(w),

(16)

where we used the notation hw,z(t) ∶=
t − w
t − z

, borrowed from Reference 13. We are also going to use the notation

kz(t) ∶= (t − z)−1.
The identities (15) and (16) can be used to prove the following theorem, which gives us an expression for the error in

the approximation of f (A)b in terms of the error or residual of shifted linear systems.

Theorem 1. Assume that f has the integral representation (2), and let fm be the approximation (1) to f (A)b
after m iterations of a rational Krylov method with denominator polynomial qm−1. Let  = {𝜉1, … , 𝜉m−1} ∪
𝜎(A) ∪ 𝜎(Am) and let w be a measurable function w ∶ Γ → C ⧵. We have

f (A)b − fm =
∫Γ

qm−1(z)
qm−1(w(z))

det
(

hw(z),z(Am)
)

hw(z),z(A) errm(w(z)) d𝜇(z)

=
∫Γ

qm−1(z)
qm−1(w(z))

det
(

hw(z),z(Am)
)

kz(A) resm(w(z)) d𝜇(z),
(17)

Proof. In (4), for each z ∈ Γ replace errm(z) with the expressions in (16) using w = w(z) to obtain the first
identity in (17). The second identity is then easily obtained by recalling the definition of kz. ▪

Remark 1. An identity similar to the one in Theorem 1 has been given in Corol. 2.5 of Reference 13 for the
error of the approximation of f (A)b with the Lanczos method, using the Cauchy integral representation of
f . Indeed, Theorem 1 reduces to Corol. 2.5 of Reference 13 by taking qm−1(z) ≡ 1, d𝜇(z) = − 1

2𝜋i
f (z) dz and

a constant w(z) = z. Apart from the factors involving the denominator qm−1 of the rational Krylov subspace,
an important difference from the result in Reference 13 is the use of a function w(z) instead of a constant
parameter w. This modification, which might appear minor at a quick glance, turns out to be a crucial element
for dealing with the rational Krylov case. We are going to thoroughly discuss this point in Section 3.1.

Although it is not practically feasible to evaluate the error expression in (17) directly since it depends explicitly on the
matrix A, it can be employed to derive bounds for the error that are easily computable. The following corollary is a simple
consequence of Theorem 1, and it is the analogue of Thm. 2.6 of Reference13 for rational Krylov instead of Lanczos. We
use the notation ||g||X = maxx∈X |g| for the supremum norm of the function g on the compact set X ⊂ C, and ||A||2 for the
spectral norm of the matrix A. We denote the eigenvalues of Am by 𝜆i(Am), i = 1, … ,m.

Corollary 1. With the same hypothesis of Theorem 1, assume further that A is symmetric and that for some
compact sets 0,1, … ,m ⊂ R ⧵ Γ we have 𝜎(A) ⊂ 0, and 𝜆i(Am) ∈ i for all i = 1, … ,m. Then we have the
inequalities

||f (A)b − fm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

|
|
|

m∏

j=0
||hw(z),z||j ⋅ ||errm(w(z))||2 |d𝜇(z)|,
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8 of 24 SIMUNEC

and

||f (A)b − fm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

|
|
|

m∏

j=1
||hw(z),z||j ⋅ ||kz||0 ⋅ ||resm(w(z))||2 |d𝜇(z)|.

Proof. Since the eigenvalues of A are contained in 0, we have

||hw(z),z(A)||2 = max
𝜆∈𝜎(A)

|hw(z),z(𝜆)| ≤ ||hw(z),z||0 .

Similarly, we have

|det
(

hw(z),z(Am)
)
| =

m∏

j=1
|hw(z),z(𝜆j(Am))| ≤

m∏

j=1
||hw(z),z||j .

By applying the above inequalities to the first identity in Theorem 1, we obtain

||f (A)b − fm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

|
|
|
⋅ | det(hw(z),z(Am))| ⋅ ||hw(z),z(A)||2||errm(w(z))||2 |d𝜇(z)|

≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

|
|
|
⋅ ||hw(z),z||0 ⋅

m∏

j=1
||hw(z),z||j ⋅ ||errm(w(z))||2 |d𝜇(z)|.

The second inequality follows with the same argument, using the error expression in terms of resm(w(z))
from Theorem 1. ▪

Observe that if we use a constant function w(z) ≡ w in Corollary 1 the bounds are simplified, since the terms
||errm(w)||2 and ||resm(w)||2 no longer depend on z and thus can be bounded independently from the integral term.

Corollary 1 can be interpreted as either an a priori or an a posteriori bound, depending on the choices for the sets j.
For example, we can easily obtain an a priori bound by taking j = [a, b] ⊃ 𝜎(A) for j = 0, 1, … ,m. On the other hand,
once Am has been computed and its eigenvalues are known, we can obtain an a posteriori bound by taking 0 = [a, b]
and j = {𝜆j(Am)}, for j = 1, … ,m. The two following corollaries are restatements of Corollary 1 in the a priori and a
posteriori setting, respectively, using the choices described above for the sets j, j = 0, … ,m.

Corollary 2. Under the assumptions of Theorem 1, if A is symmetric with 𝜎(A) ⊂ [a, b] contained in the interior
of Γ, we have the a priori bounds

||f (A)b − fm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

|
|
|
⋅ ||hw(z),z||

m+1
[a,b] ⋅ ||errm(w(z))||2 |d𝜇(z)|,

and

||f (A)b − fm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

|
|
|
⋅ ||hw(z),z||

m
[a,b] ⋅ ||kz||[a,b] ⋅ ||resm(w(z))||2 |d𝜇(z)|.

Corollary 3. Under the assumptions of Theorem 1, if A is symmetric with 𝜎(A) ⊂ [a, b] contained in the interior
of Γ, we have the a posteriori bounds

||f (A)b − fm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

⋅
𝜒m(w(z))
𝜒m(z)

|
|
|
⋅ ||hw(z),z||[a,b] ⋅ ||errm(w(z))||2 |d𝜇(z)|,

and

||f (A)b − fm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

⋅
𝜒m(w(z))
𝜒m(z)

|
|
|
⋅ ||kz||[a,b] ⋅ ||resm(w(z))||2 |d𝜇(z)|.
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SIMUNEC 9 of 24

If additional a priori information on the spectrum of A is available, it can be incorporated in the sets j in order to
get more precise bounds. For example, assume that in addition to the spectral interval [a, b] we know that all except for
10 eigenvalues of A are contained in the smaller interval [a, c], with a < c < b. Then, by the Cauchy interlacing theorem
Thm. 8.1.7 of Reference 27 we can conclude that at most 10 eigenvalues of Am are not inside the interval [a, c], so we can
take j = [a, b] for j = 1, … , 10 and j = [a, c] for j = 11, … ,m. This kind of choice for the sets j exploits more spectral
information of the matrix compared to the bounds in Corollary 2, so it would result in more refined bounds that are able
to better capture the convergence behavior of rational Krylov methods.

3.1 Bound discussion

The error bounds in Corollaries 2 and 3 depend on several parameters, such as the curve Γ and the function w(z), and on
the choice between ||errm(w(z))||2 and ||resm(w(z))||2.

Since the factors ||hw,z||[a,b] and ||kz||[a,b] diverge when z approaches the interval [a, b], when using the Cauchy integral
formula it is a good idea to take Γ as far as possible from the spectrum of A. For example, for a function such as f (z) =

√
z

with a growth of o(|z|) for |z|→ ∞, we can choose Γ as a large circular arc centered in the origin joined with a keyhole
contour around the negative real line to avoid the branch cut of f . Since |f (z)∕z| = o(1) as |z| →∞, the integral on the large
circular arc in (17) vanishes as the radius goes to infinity, so by taking the limit we can consider the contour Γ = (−∞, 0].
See Sec. 3.1 of Reference 13 for further discussion on the choice of Γ.

Regarding the choice between the bound in terms of ||errm(w(z))||2 and the one in terms of ||resm(w(z))||2, it is clear
that for an a posteriori bound it makes more sense to use the residual norm, since it can be computed quite cheaply once
the Krylov basis is available, while the formulation with the error norm requires the exact solution of the linear system,
which is significantly more expensive to obtain and therefore impractical.

On the other hand, for an a priori bound neither resm(w(z)) nor errm(w(z)) are available because the Krylov basis
has not been constructed yet, so in a realistic scenario they have to be bounded using an a priori bound for the linear
system error or residual. Which formulation gives the better bound would depend on the quality of the bound for the
linear system error or residual, but numerical experiments seem to indicate that the formulation based on the error is
usually more accurate.

The same can be observed for a posteriori bounds as well: the bound in Corollary 3 with the exact error is sharper
than the bound with the exact residual. A possible explanation for this fact is that the inequality

||hw,z(A)errm(w)||2 ≤ ||hw,z||[a,b] ⋅ ||errm(w)||2,

is tighter than

||(A − zI)−1resm(w)||2 ≤ ||kz||[a,b] ⋅ ||resm(w)||2,

especially when w can be freely chosen (note that the left-hand sides in the two equations above are equal). However, this
observation is only meaningful for a priori bounds, because in practice one would always use the residual formulation
for an a posteriori bound, since the exact residual norm is cheap to compute when the rational Krylov basis is available.
See also Section 3.3 for more details on the computation of the a posteriori bounds.

A crucial factor for the effective use of the bounds in Corollaries 2 and 3 is the choice of the function w(z). The simplest
option (and the cheapest for evaluation) is to use a constant function w(z) ≡ w, similar to Reference 13, since with this
choice we only have to compute or bound the residual (or error) of a single shifted linear system. This turns out to be the
most convenient choice for a posteriori bounds, but it often gives underwhelming results when used to obtain a priori
bounds, and it may even cause the bounds to diverge (see Section 6.1 for an example); in this setting, it is much more
effective to use a general function w(z).

To have a better understanding of this phenomenon, let us focus on the first bound in Corollary 2, and let us look at
each factor in the integrand separately:

• the factor |qm−1(z)∕qm−1(w)| =
∏m−1

j=1 |(z − 𝜉j)∕(w − 𝜉j)| is large when w is closer to the set of poles {𝜉j}j compared to z,
and small when w is farther than z from the poles;

• the factor ||hw,z||
m+1
[a,b] is small when w is closer than z to the spectral interval [a, b], and large otherwise;
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F I G U R E 1 Behavior of the different factors in the first a priori bound in Corollary 2 for w ∈ [−5, 5] × [−5i, 5i], for z = −4.

• the factor ||errm(w)||2 is large when w is close to [a, b], and small when w is close to the poles or when w has a large
modulus.

A consequence of the different behavior of the factors and their dependence on z is that the value of the parameter w
that minimizes the integrand can be significantly different for different values of z, so it is difficult to find a single w that
makes the integrand small for all z ∈ Γ. This is illustrated in Figures 1 and 2 with a simple example where the spectrum
of the matrix A is contained in [0.2, 4] and the rational Krylov subspace has four poles, for z = −4 and z = −0.3 and w
that varies in the complex square [−5, 5] × [−5i, 5i]. Note that the poles factors in Figures 1 and 2 only differ by a constant
multiplicative factor, and that the linear system error factors are exactly the same. However, due to the different behavior
of the hw,z factor in the two cases, the full integrands (on the bottom right in Figures 1 and 2) look significantly different.

The values of ||hw,z||[a,b] in Figures 1 and 2 are computed using Lemma 2, which generalizes Lemma 3.1 of Reference
13 to the case of complex w and real z. We mention that this result can also be generalized to the case of both w and z
complex with a similar proof, but the statement is less elegant in that case.

Lemma 2. Let [a, b] ⊂ R, z ∈ R ⧵ [a, b] and w ∈ C. Define

𝜆

⋆ = |w|2 − zRe(w)
Re(w) − z

,

and let

h⋆ =
⎧
⎪
⎨
⎪
⎩

|hw,z(𝜆⋆)| =
|
|
|
|

Im(w)
w − z

|
|
|
|

if 𝜆⋆ ∈ [a, b],

0 otherwise.
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F I G U R E 2 Behavior of the different factors in the first a priori bound in Corollary 2 for w ∈ [−5, 5] × [−5i, 5i], for z = −0.3.

We have

||hw,z||[a,b] = max
{
|
|
|
|

a − w
a − z

|
|
|
|
,

|
|
|
|

b − w
b − z

|
|
|
|
, h⋆

}

.

Proof. The proof is similar to the proof of Lemma 3.1 of Reference 13. For any 𝜆 ∈ R, we have

H(𝜆) ∶= |hw,z(𝜆)|2 =
|
|
|
|

𝜆 − w
𝜆 − z

|
|
|
|

2
= (𝜆 − Re(w))2 + Im(w)2

(𝜆 − z)2
,

and

dH
d𝜆

= 2(𝜆 − Re(w))(𝜆 − z)2 − 2(𝜆 − z)((𝜆 − Re(w))2 + Im(w)2)
(𝜆 − z)4

.

It follows that dH
d𝜆
= 0 only for 𝜆 = 𝜆⋆, so the only possible local maxima of hw,z(𝜆) in [a, b] are for 𝜆 = a, 𝜆 = b

and 𝜆 = 𝜆⋆, if 𝜆⋆ ∈ [a, b]. Finally, with some simple algebraic manipulations it can be shown that |hw,z(𝜆⋆)| =
|Im(w)∕(w − z)|. ▪

We can see from Figures 1 and 2 that the values of w for which the integrand is smallest are close to z. Indeed, it turns
out that the bounds in Corollary 1 are minimized precisely when w(z) ≡ z.

Proposition 1. Under the same assumptions of Corollary 1, the bounds in Corollary 1 are minimized for
w(z) ≡ z.
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12 of 24 SIMUNEC

Proof. Let us consider the first bound in Corollary 1. For w(z) ≡ z, we have hz,z(t) = 1 for all t ≠ z, so the bound
becomes simply

||f (A)b − fm||2 ≤
∫Γ

||errm(z)||2 |d𝜇(z)|.

Now, consider any function w(z) that satisfies the assumptions in Theorem 1 and recall (16), which implies
that

||errm(z)||2 =
|
|
|

qm−1(z)
qm−1(w(z))

|
|
|
⋅ | det(hw(z),z(Am))| ⋅ ||hw(z),z(A) errm(w(z))||2.

Using the assumptions of Corollary 1, we can bound

|det(hw(z),z(Am))| ≤
m∏

j=1
||hw(z),z||j ,

and

||hw(z),z(A)errm(w(z))||2 ≤ ||hw(z),z||0 ⋅ ||errm(w(z))||2.

If we plug these inequalities in the expression for ||errm(z)||2, we obtain

||f (A)b − fm||2 ≤
∫Γ

||errm(z)||2 |d𝜇(z)|

≤
∫Γ

|
|
|
|

qm−1(z)
qm−1(w(z))

|
|
|
|
⋅

m∏

j=1
||hw(z),z||j ⋅ ||hw(z),z||0 ⋅ ||errm(w(z))||2 |d𝜇(z)|,

which coincides with the first bound in Corollary 1. Since this holds for any admissible function w(z), the
function w(z) = z must be a minimizer for the right-hand side of the bound.

The same can be proved for the second bound in Corollary 1, by observing that for w(z) = z the bound
simplifies to

||f (A)b − fm||2 ≤
∫Γ

||kz||0 ⋅ ||res(z)||2 |d𝜇(z)|,

and then using the same strategy, recalling the identity

||res(z)||2 =
|
|
|
|

qm−1(z)
qm−1(w(z))

|
|
|
|
⋅ |det(hw(z),z(Am))| ⋅ ||res(w(z))||2.

▪

Although using w(z) ≡ z is not very practical because it would require the computation of the residual or error norm of
a different shifted linear system for each point used in the discretization of the integral, the result of Proposition 1 provides
some theoretical insight regarding the choice of the function w(z). In the following subsections we discuss practical ways
to choose the function w(z) in order to approximately minimize the bounds, both in the a priori and a posteriori setting.

3.2 A priori bounds

Let us consider the first a priori bound in Corollary 2. For any z ∈ Γ, the ideal choice for w(z)would be one that minimizes
the integrand in the bound, that is,

w(z) = argmin
w∈C⧵

(
1

|qm−1(w)|
⋅ ||hw,z||

m+1
[a,b] ⋅ ||errm(w)||2

)

,
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SIMUNEC 13 of 24

Algorithm 1. A priori error bound for f (A)b

Input: symmetric matrix A ∈ Rn×n, vector b ∈ Rn, real interval [a, b] s.t. [a, b] ⊃ 𝜎(A),
function f with integral representation (2), poles {𝜉1,… , 𝜉m−1}.

Output: a priori bound 𝜀m ∈ R such that ‖f (A)b − fm‖2 ≤ 𝜀m, with fm defined in (1) using
poles {𝜉1,… 𝜉m−1}.

1: Choose a discrete set  ⊂ C ⧵ [a, b] ∪ {𝜉1,… , 𝜉m−1} (e.g., take  to be a discretization
of Γ).

2: For all w ∈, compute 𝜑m(w) such that ‖errm(w)‖ ≤ 𝜑m(w) (e.g., using Theorem 2).
3: Choose a quadrature formula for the integral over Γ, with quadrature nodes  ⊂ Γ.

4: For all z ∈ , compute w(z) = argmin
w∈

(
1

|qm−1(w)|
⋅ ‖hw,z‖

m+1
[a,b] ⋅ 𝜑m(w)

)

, using [Lemma 3.1 of

Reference 13] or Lemma 2 to evaluate ‖hw,z‖[a,b].

5: Using the chosen quadrature formula, compute 𝜀m ≈
∫Γ

|
|
|
|
|

qm−1(z)
qm−1(w(z))

|
|
|
|
|
⋅ ‖hw(z),z‖

m+1
[a,b] ⋅

𝜑m(w(z)) |d𝜇(z)|.

where we have dropped the factors that do not depend on w, and the set is the one defined in Theorem 1. We have seen in
Proposition 1 that the bound is minimized by taking w(z) = z. However, in practice we do not have access to ||errm(w)||2
a priori, so we must instead rely on an a priori bound for the linear system error of the form ||errm(w)||2 ≤ 𝜑m(w), and
then select

w(z) = argmin
w∈C⧵

(
1

|qm−1(w)|
⋅ ||hw,z||

m+1
[a,b] ⋅ 𝜑m(w)

)

. (18)

In general, the choice w(z) = z is not going to be the minimizer of (18), but we may heuristically expect that choosing w(z)
near z gets us close to the optimum. The optimization problem can be approximately solved numerically by replacing
C ⧵ with a finite set of candidates for w, and by finding for each z the value of w ∈ that minimizes the function
on the right-hand side. The a priori bound is summed up in Algorithm 1.

Note that in a practical implementation of the bounds, the integral will be approximately evaluated using a quadrature
formula, so the number of values of z ∈ Γ for which we have to find the best w ∈ will be finite. For each quadrature node
z, the minimization over the set requires the computation of ||hw,z||[a,b] for all w ∈ , which can be done efficiently
using Lemma 3.1 of Reference 13 if w is real, or with Lemma 2 if z is real. Additionally, for each w ∈ we have to compute
qm−1(w) and 𝜑m(w). Although these computations may significantly increase the cost of quadrature if the cardinality of
 is large, it is important to note that their cost is independent of the matrix dimension n, and therefore it eventually
becomes negligible compared to the cost of constructing the Krylov basis as the size of A increases.

A possible choice for the set is a discretization of the integration contour Γ, which ensures that for each z ∈ Γ there
exists a w ∈ that is quite close. Alternatively, one could decide to use a different set z for each z ∈ Γ, for instance
by taking a small number of points in the neighborhood of z, or even a single point, such as the w ∈ that is closest
to z. However, this kind of choice heavily relies on the heuristic that the optimum of (18) is attained for w close to z,
which is not always true. For example, this heuristic may fail when the upper bound ||errm(w)||2 ≤ 𝜑m(w) significantly
overestimates the error norm only for certain values of w.

3.3 A posteriori bounds

Let us consider now the a posteriori bounds. We focus on the second bound in Corollary 3, since the formulation with the
linear system residual is the most likely to be useful in practice. In this case, the best choice for the function w(z) would
be one that minimizes the integrand in the bound, that is,

w(z) = argmin
w∈C⧵

|𝜒m(w)|
|qm−1(w)|

⋅ ||resm(w)||2,
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14 of 24 SIMUNEC

Algorithm 2. A posteriori error bound for f (A)b

Input: symmetric matrix A ∈ Rn×n, vector b ∈ Rn, real interval [a, b] s.t. [a, b] ⊃ 𝜎(A),
function f with integral representation (2), Vm orthonormal basis of m(A,b) with
poles {𝜉1,… , 𝜉m−1}, Am = V T

mAVm.
Output: a posteriori bound 𝜀m ∈ R such that ‖f (A)b − fm‖2 ≤ 𝜀m, with fm defined in (1)

using poles {𝜉1,… 𝜉m−1}.
1: Choose any w ∈ C ⧵ [a, b] ∪ {𝜉1,… , 𝜉m−1}.
2: Compute ‖resm(w)‖2 = (A − wI)Vm(Am − wI)−1e1‖b‖2.
3: Choose a quadrature formula for the integral over Γ, and use it compute

𝜀m ≈
∫Γ

|
|
|
|
|

qm−1(z)
qm−1(w)

⋅
𝜒m(w)
𝜒m(z)

|
|
|
|
|
⋅ ‖kz‖[a,b] ⋅ ‖resm(w)‖2 |d𝜇(z)|.

where again we have only included the terms that depend on w. However, it follows from (15) that the quantity resm(w) ⋅
𝜒m(w) qm−1(w)−1 is constant in w, so any value of w can be used to evaluate the bound and would give the same result
obtained by taking w(z) ≡ z, which minimizes the bound by Proposition 1. The most efficient choice is then to use a single
w for all z ∈ Γ. Note that with the choice w(z) = z, the bound can be rewritten in the simple form

||f (A)b − fm|| ≤
∫Γ

||(A − zI)−1||2 ⋅ ||resm(z)||2 | d𝜇(z)|,

which can be easily obtained directly from (4). The advantage of the formulation with w(z) ≡ w is that the corresponding
bound can be evaluated by computing the residual of a single linear system.

The residual-based a posteriori bound is summarized in Algorithm 2. The evaluation of the a posteriori bound after
m Krylov iterations requires the computation of the residual

resm(w) = (A − wI)xm(w) = (A − wI)Vm(Am − wI)−1e1||b||2.

Note that it is likely that an eigenvalue decomposition of Am has been already computed for the evaluation of f (Am), so
the m ×m linear system (Am − wI)−1e1 can be solved with just O(m2) cost, with no need to compute a factorization of the
matrix Am − wI. So we can compute xm(w) for O(mn) cost, and we can obtain resm(w)with one additional matrix-vector
multiplication with A. Alternatively, if we can keep in memory the matrix AVm (whose columns are often computed
anyway in the rational Arnoldi algorithm), we can entirely avoid additional matrix-vector multiplications with A and
cheaply compute resm(w) for a cost of O(mn). In contrast, the first bound in Corollary 3 formulated in terms of linear
system errors is significantly more expensive to compute, since in that case taking w constant is not equivalent to taking
w(z) = z and hence optimization of w(z) is beneficial, and the exact solution of several shifted linear systems is required
to compute the corresponding error norms.

4 AN A PRIORI BOUND FOR THE LINEAR SYSTEM RESIDUAL

In this section we present an a priori bound on the residual of a shifted linear system, which can be used to bound
||resm(w(z))||2 and ||errm(w(z))||2 in Corollary 2.

Consider the shifted linear system

(A − wI)x = b, w ∈ C.

This linear system coincides with a Sylvester equation in which one of the coefficient matrices is 1 × 1,

AX − XB = bcT
,

where X = x ∈ Rn×1, B = w ∈ R1×1 and c = 1 ∈ R. As a consequence, the residual norm ||resm(w)||2 of the shifted
linear system can be bounded by using the bounds developed in Reference 28 for the residual of Sylvester equations
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SIMUNEC 15 of 24

solved using the rational Krylov subspaces m(A,b) and 1(BT
, c). Since B and c are scalars, a Krylov subspace of

dimension 1 generated with BT and c coincides with the whole space, and the approximate solution of the Sylvester
equation obtained using the method from Reference 28 coincides with the rational Krylov approximation to the solu-
tion of a shifted linear system described in Section 2.2. The theorem that follows is obtained by specializing Thm.
2.3 of Reference 28 to the case of a shifted linear system with a symmetric positive definite matrix A. The notation
in the statement of the theorem is changed from Reference 28 in order to match the notation used in the rest of
the paper.

Theorem 2 (Thm. 2.3 of Reference 28). Assume that A is symmetric with spectrum contained in [𝜆min, 𝜆max],
and let the set of poles {𝜉1, … , 𝜉m−1} be closed under complex conjugation. For any w ∈ R ⧵ [𝜆min, 𝜆max] ∪
{𝜉1, … , 𝜉m−1}, we have

||resm(w)||2 ≤ ||b||2 (4 + c) 𝛾m,

where

c = 2
√

2
√
𝜅2(A − wI),

and

𝛾m =
|
|
|
|

𝜑(w) − 1
𝜑(w) + 1

|
|
|
|
⋅

m−1∏

j=1

|
|
|
|
|
|

𝜑(w)∕𝜑(𝜉j) − 1

𝜑(w)∕𝜑(𝜉j) + 1

|
|
|
|
|
|

, 𝜑(z) =
√

z − 𝜆max

z − 𝜆min
.

Proof. We show that this theorem follows by applying the second part of Thm. 2.3 of Reference 28 to the linear
system (A − wI)x = b, interpreted as a Sylvester equation. In this proof we use some notation from.28

Note that in our setting we have B = w ∈ R, so the size of the Krylov subspace associated to B is n = 1,
and the corresponding pole is zB,1 = ∞. On the other hand, the poles {zA,1, … , zA,m} used for the rational
Krylov subspace associated to A are given by {∞, 𝜉1, … , 𝜉m−1}, where the pole at infinity appears because of
the different notation used in the definition of rational Krylov subspaces in Reference 28.

The numerical range of B is W(B) = {w}, so we have uB,n ≡ 0 and

𝛾B,A = max
z∈[𝜆min,𝜆max]

uB,n(z) = 0.

We have

c3 = 2
√

2

√
max{|𝜆min − w|, |𝜆max − w|}
min{|𝜆min − w|, |𝜆max − w|}

= 2
√

2
√
𝜅2(A − wI) =∶ c,

and

𝛾A,B = uA,m(w) =
|
|
|
|

𝜑(w) − 1
𝜑(w) + 1

|
|
|
|
⋅

m−1∏

j=1

|
|
|
|
|
|

𝜑(w)∕𝜑(𝜉j) − 1

𝜑(w)∕𝜑(𝜉j) + 1

|
|
|
|
|
|

=∶ 𝛾m, 𝜑(z) ∶=
√

z − 𝜆max

z − 𝜆min
,

where the first factor in 𝛾m corresponds to the pole at infinity.
Observing that the Sylvester equation residual ||SA,B(X − XG

m,n)||F from Reference 28 corresponds to the
shifted linear system residual ||resm(w)||2 in our setting, by Thm. 2.3 of Reference 28 we can conclude that

||resm(w)||2 ≤ ||b||2 (4 max{𝛾A,B + 𝛾B,A} + c3 (𝛾A,B + 𝛾B,A))
= ||b||2 (4 + c3) 𝛾m.

▪

Remark 2. The original statement of Thm. 2.3 of Reference 28 holds also for nonsymmetric matrices, by using
the numerical ranges of A and B and the associated Green functions. The main assumption on the matrices
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16 of 24 SIMUNEC

A and B is that W(A) ∩W(B) = ∅, which in our setting corresponds to w ∉ W(A). Here we prefer to consider
only the symmetric case, since it is difficult to compute the numerical range of a general matrix in practice.

Remark 3. The bound on the residual norm ||resm(w)||2 also provides a bound for the error norm
||errm(w)||2 via the inequality

||errm(w)||2 ≤ ||(A − wI)−1||2 ⋅ ||resm(w)||2
≤ max{|𝜆min − w|−1

, |𝜆max − w|−1} ⋅ ||resm(w)||2.
(19)

The right-hand side of the inequality (19) can be used in (18) as the function 𝜑m(w).

5 ERROR BOUNDS FOR QUADRATIC FORMS

In this section we adapt the statement of Theorem 1 to the case of quadratic forms with f (A), and we show that it leads to
improved bounds by exploiting the symmetry of A. Let us denote by qm = bTfm the approximation to bTf (A)b obtained
after m steps of a rational Krylov method. From (4) we immediately have the identity

bTf (A)b − qm =
∫Γ

bTerrm(z) d𝜇(z).

We can write b = (A − zI)xm(z) + resm(z), and using the symmetry of A we have

bTerrm(z) = xm(z)T(A − zI)errm(z) + resm(z)Terrm(z)
= xm(z)Tresm(z) + resm(z)Terrm(z)
= resm(z)Terrm(z),

where in the last equality we used the fact that resm(z) ⊥ m(A,b), so xm(z)Tresm(z) = 0; see Lemma 1. The error for
the approximation of bTf (A)b is therefore given by

bTf (A)b − qm =
∫Γ

resm(z)Terrm(z) d𝜇(z). (20)

Combining this error expression with (15) leads to the following theorem, which is the equivalent of Theorem 1 for
quadratic forms.

Theorem 3. Assume that A is symmetric and that f has the integral representation (2), and denote by qm the
approximation to bTf (A)b after m iterations of a rational Krylov method with denominator polynomial qm−1.
Let  = {𝜉1, … , 𝜉m−1} ∪ 𝜎(A) ∪ 𝜎(Am) and let w be a function w ∶ Γ → C ⧵. We have

bTf (A)b − qm =
∫Γ

(
qm−1(z)

qm−1(w(z))
det(hw(z),z(Am))

)2

resm(w(z))Tkz(A)resm(w(z)) d𝜇(z)

=
∫Γ

(
qm−1(z)

qm−1(w(z))
det(hw(z),z(Am))

)2

resm(w(z))Thw(z),z(A)errm(w(z)) d𝜇(z).

Proof. In (20), use errm(z) = (A − zI)−1resm(z) and use (15) to replace resm(z) with resm(w). ▪

The following corollary can be derived from the two error expressions in Theorem 3 with a proof similar to the one of
Corollary 1.

Corollary 4. With the same hypothesis as in Theorem 3, assume that for some 0, 1, … ,m ⊂ C we have
𝜎(A) ⊂ 0, and 𝜆i(Am) ∈ i for all i = 1, … ,m. Then we have

||bTf (A)b − qm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

|
|
|

2 m∏

j=1
||hw(z),z||

2
j
⋅ ||kz||0 ⋅ ||resm(w(z))||22 |d𝜇(z)|,
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SIMUNEC 17 of 24

and similarly

||bTf (A)b − qm||2 ≤
∫Γ

Gm(z) |d𝜇(z)|,

where

Gm(z) =
|
|
|

qm−1(z)
qm−1(w(z))

|
|
|

2 m∏

j=1
||hw(z),z||

2
j
⋅ ||hw(z),z||0 ⋅ ||resm(w(z))||2 ⋅ ||errm(w(z))||2.

Note that the first bound in Corollary 4 has the same structure as the second one in Corollary 1, with the difference
that several of the factors are squared. This is in line with the fact that the error ||bTf (A)b − qm||2 is related to the error in
the approximation of f with rational functions of type (2m − 1, 2m − 2), instead of type (m − 1,m − 1), so we can expect
to have roughly twice the convergence rate compared to the error ||f (A)b − fm||2 (see e.g. Remark 3.2 of Reference 9 or
Prop. 4.4 of Reference 26). A similar result has been obtained in Sec. 6 of Reference 13 for the Lanczos method.

Corollary 4 can be specialized by choosing different setsj to obtain a priori and a posteriori bounds. This is formalized
in the following two corollaries.

Corollary 5. Under the assumptions of Theorem 3, we have the a priori bounds

||bTf (A)b − qm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

|
|
|

2
||hw(z),z||

2m
[a,b] ⋅ ||kz||[a,b] ⋅ ||resm(w(z))||22 |d𝜇(z)|,

and

||bTf (A)b − qm||2 ≤
∫Γ

Hm(z) |d𝜇(z)|,

where

Hm(z) =
|
|
|

qm−1(z)
qm−1(w(z))

|
|
|

2 m∏

j=1
||hw(z),z||

2m+1 ⋅ ||resm(w(z))||2 ⋅ ||errm(w(z))||2.

Corollary 6. Under the assumptions of Theorem 3, we have the a posteriori bound

||bTf (A)b − qm||2 ≤
∫Γ

|
|
|

qm−1(z)
qm−1(w(z))

⋅
𝜒m(w(z))
𝜒m(z)

|
|
|

2
⋅ ||kz||[a,b] ⋅ ||resm(w(z))||22 |d𝜇(z)|.

Remark 4. With the same arguments used in the proof of Proposition 1, it can be shown that the bounds in
Corollary 4 are minimized by taking w(z) = z, and with this choice the bounds have much simpler expres-
sions that can be derived directly from (20). From these expressions, it is easy to see that for w(z) = z the
second bound in Corollary 5 is always sharper than the first one, because of the inequality ||errm(z)||2 ≤
||kz||[a,b]||resm(z)||2. In the experiments of Section 6 we observe this also when w(z) is an approximate min-
imizer of the integrand, assuming that the exact linear system error and residual norms are known. On the
other hand, when using a priori bounds on the linear system error and residual norms, which bound is bet-
ter depends on the linear system bounds that we use. In particular, if we have an a priori bound on the linear
system residual and we use it to obtain a bound on the error via (19), then the first bound in Corollary 5 is
always sharper than the second one, because of the inequality ||kz||[a,b] ≤ ||hw,z||[a,b]||kw||[a,b].

Let us briefly discuss how to select the function w(z). In the case of a priori bounds, similarly to the case of f (A)b,
we should select w(z) as a minimizer of the integrand evaluated at z, where in practice ||resm(w)||2 is replaced by an
a priori bound of the form 𝜓m(w) ≥ ||resm(w)||2, and ||errm(w)||2 is replaced by 𝜑m(w) ≥ ||errm(w)||2. In the end,
we obtain

w(z) = argmin
w∈C⧵

(
1

|qm−1(w)|2
⋅ ||hw,z||

2m
[a,b] ⋅ 𝜓m(w)2

)

,

 10991506, 2024, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/nla.2571 by Scuola N

orm
ale Superiore D

i Pisa, W
iley O

nline L
ibrary on [11/09/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



18 of 24 SIMUNEC

for the first bound in Corollary 5, and

w(z) = argmin
w∈C⧵

(
1

|qm−1(w)|2
⋅ ||hw,z||

2m+1
[a,b] ⋅ 𝜑m(w)𝜓m(w)

)

,

for the second bound. In practice, the minimization problem can be solved approximately by taking w in a finite set ,
which can be chosen for example as a discretization of Γ, similarly to the case of bounds for f (A)b.

When considering a posteriori bounds the situation is simpler, since by (15) for any w ∈ C ⧵ we have

(
qm−1(z)
qm−1(w)

⋅
𝜒m(w)
𝜒m(z)

)

resm(w) = resm(z),

so we can choose w(z) ≡ w for any fixed w and obtain the same bound.

6 NUMERICAL EXPERIMENTS

In this section we include some experiments that demonstrate the performance of the error bounds for the approximation
of f (A)b and bTf (A)b when the function f is either Cauchy–Stieltjes or analytic in a neighborhood of the spectrum of A.
We use the functions f (z) = z−1∕2 and f (z) = log(1 + z)∕z with the Cauchy–Stieltjes formulations in (3), and the function
f (z) = z1∕2 with the Cauchy integral formula on the contour Γ = (−∞, 0]. In all experiments, the poles used to construct
the rational Krylov subspace are the asymptotically optimal poles for Cauchy–Stieltjes functions proposed in Reference
16. We assume that an interval [a, b] that contains 𝜎(A) is known. This is required to compute the poles, as well as for the
evaluation of the a priori and a posteriori bounds. Note that if no spectral information on A is available, it is still possible to
compute estimates of the extremal eigenvalues of A by using the matrix Am computed while running the rational Krylov
method, and use them to estimate the a posteriori bounds. The integrals required for the evaluation of the bounds are
computed numerically using the MATLAB integral function.

6.1 Comparison between bounds with and without optimization

We first conduct a simple experiment to show that the optimization of the parameter w discussed in Section 3.2 is funda-
mental for the applicability of a priori bounds. We consider the computation of A−1∕2b, for a 1000 × 1000 symmetric matrix
A with logspaced eigenvalues in the interval [10−1

, 101], and we compare the error with the residual-based a posteriori
bound from Corollary 3 with w = 0 (a posteriori bound, w = 0), and the error-based a priori bounds from Corol-
lary 2 for some fixed values of w (a priori bound,w = 0,−1, 20) and with the optimization described in Algorithm 1,
where contains 50 logspaced points in [−104

,−10−4] (a priori bound, optimized w). The linear system error
norms in the a priori bounds are bounded using (19) and Theorem 2. The results are depicted in Figure 3. The dotted
lines are a priori bounds obtained using 500 different values of w in R ⧵ [10−1

, 101]. It turns out that none of the a priori
bounds without optimization converge in this case, and they give no useful information, with several of them quickly
diverging. On the other hand, the bound obtained by optimizing w for each z ∈ Γ used to evaluate the integral correctly
captures the convergence behavior, although it is off by a couple of order of magnitude. The a posteriori bound requires
no optimization, confirming the discussion in Section 3.3.

In the next experiment we compare the impact of the cardinality of the set on the quality of the optimized bounds.
We consider the computation of f (A)b, where f (z) = log(1 + z)∕z or f (z) =

√
z, A is a 1000 × 1000 symmetric matrix

with logspaced eigenvalues in [10−2
, 102] and b is a random vector. We compare the a priori bound from Algorithm 1

with different cardinalities of the set  , both with 𝜑m(w) given by the linear system error bound from Theorem 2 (a
priori bound, |W | = 25, 50,100, bounded error) and with the exact linear system errors (a priori bound,
|W | = 25, 50,100, exact error). In all cases, the set  is chosen as a discretization of [−105

,−10−5] with logspaced
points. We also make a comparison with the first a posteriori bound form Corollary 3 using w(z) = z and the exact linear
system error norms (a posteriori bound, w(z) = z, exact error), which by Proposition 1 is the best bound that
can be obtained using the approach that we consider in this work, but it requires to compute or bound the error norm of
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F I G U R E 4 Comparison of optimized a priori bounds with different sets for f (A)b, where A is a 1000 × 1000 symmetric matrix with
logspaced eigenvalues in [10−2

, 102]. Left: f (z) = log(1 + z)∕z. Right: f (z) =
√

z.

a linear system for each point used in the discretization of the integral. The results are shown in Figure 4. For both func-
tions, we see that the a priori bound with || = 100 and exact error norms is very close to the a posteriori bound with
w(z) = z. Both bounds are also quite close to the exact error. The bounds with || = 50 are also only slightly worse than
the ones with || = 100.

6.2 Bounds for matrix-vector products

We compare the following bounds for the error in the computation of f (A)b:

• the residual-based a posteriori bound from Algorithm 2 with w = 0 (a posteriori bound, fixed w, exact
residual),

• the error-based a priori bound from Algorithm 1 with optimized w and linear system error bounded with (19) and
Theorem 2 (a priori bound, optimized w, bounded error),
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20 of 24 SIMUNEC

• the error-based a posteriori bound from Corollary 3 with optimized w and exact linear system error (a posteriori
bound, optimized w, exact error),

• the error-based a priori bound from Algorithm 1 with optimized w and exact linear system error (a priori bound,
optimized w, exact error),

• the a priori bound from Corol. 4 of Reference 16 for Cauchy-Stieltjes functions (a priori bound slope, Corol. 4
of Reference 16),

• a simple error estimate based on the difference of consecutive approximations (consecutive differences), i.e.,
approximate ||f (A)b − fm||2 ≈ ||fm − fm+1||2.

We mention that the poles used in Corol. 4 of Reference 16 are not nested, so they are not convenient for the construc-
tion of a rational Krylov subspace. Instead, we use a nested sequence of poles based on an equidistributed sequence, as
shown in Sec. 3.5 of Reference 16; this pole sequence is guaranteed to have the same asymptotic rate of convergence as
predicted by Corol. 4 of Reference 16, but the actual bound on the error may not be satisfied. The error estimate based
on consecutive differences requires running the method for an additional iteration to be computed, and although it is
usually quite reliable it may underestimate the true error when convergence is slow or stagnating; this behavior might
be undesirable in situations in which a guarantee on the error bound is required. Note that the third and especially the
fourth bound cannot be used in a practical setting, but they can provide interesting theoretical insight. Recall that the
residual-based a posteriori bound is independent of the choice of w, so we can simply take w = 0 (see Section 3.3), but
the error-based a posteriori bound does not have this property and hence benefits from the optimization of w, similarly
to the a priori bounds. For all optimized bounds, we use as a discretization of [−103

𝜆max(A),−10−3
𝜆min(A)] with 100

logspaced points.
The results for the two functions f (z) = log(1 + z)∕z and f (z) =

√
z are shown in Figure 5, using as A the symmetric

positive definite matrixNasa/nasa2146 of size 2146 × 2146 from the SuiteSparse Matrix Collection29 and as b a random
vector. We notice that the a priori and a posteriori bounds that use the exact error are slightly better than the residual-based
a posteriori bound, and they almost overlap with each other. By comparing the a priori bounds that use the exact linear
system error with the ones that use the bound in Theorem 2, we can conclude that most of the overestimation in the
a priori error bounds for f (A)b comes from the overestimation of the linear system error when combining (19) with
Theorem 2. Indeed, if we had access to the exact linear system errors in advance, we would be able to obtain a priori
the fourth bound in Figure 5, which captures the convergence behavior very well. Although this scenario is clearly not
realistic, an interesting consequence of this observation is that any improvement to a priori bounds for the linear system
error would automatically lead to an equal improvement in the a priori bounds for f (A)b of Corollary 2, with the limit case
of an exact linear system error yielding a bound for f (A)b that is quite close to the true error. The a priori bound (Corol. 4
of Reference 16) correctly predicts the convergence rate of the rational Krylov approximation for f (z) = log(1 + z)∕z and
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F I G U R E 5 A priori and a posteriori bounds for f (A)b, where A is the 2146 × 2146 symmetric matrix Nasa/nasa2146. Left:
f (z) = log(1 + z)∕z. Right: f (z) =

√
z.
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it is more accurate than the a priori bound with bounded linear system error from Algorithm 1, although as we discussed
above it might not be reliable as an upper bound because we are using the nested pole sequence from Sec. 3.5 of Reference
16. Note that this bound does not hold for the function f (z) =

√
z since it is not Cauchy–Stieltjes, but it is still able to

predict the convergence rate quite well, due to the fact that f (z) = z ⋅ z−1∕2 and g(z) = z−1∕2 is Cauchy–Stieltjes. The error
estimates based on consecutive differences are usually quite accurate, but they sometimes underestimate the error; this
is especially noticeable for the function f (z) = log(1 + z)∕z.

6.3 Bounds for quadratic forms

We compare the following bounds for the error in the computation of the quadratic form bTf (A)b:

• the a posteriori bound from Corollary 6 with w = 0, using the exact linear system residual (a posteriori bound,
fixed w, exact residual),

• the first a priori bound from Corollary 5 with optimized w and linear system residual bounded using Theorem 2 (a
priori bound, optimized w, bounded residual),

• the first a priori bound from Corollary 5 with optimized w and exact linear system residual (a priori bound,
optimized w, exact residual),

• the second a priori bound from Corollary 5 with optimized w and exact linear system error and residual (a priori
bound, optimized w, exact residual + error),

• a simple error estimate based on the difference of consecutive approximations (consecutive differences), that
is, approximate ||bTf (A)b − qm||2 ≈ ||qm − qm+1||2.

As in the previous experiment, for all optimized bounds we use as the set  a discretization of
[−103

𝜆max(A),−10−3
𝜆min(A)] with 100 logspaced points. Recall that the second bound in Corollary 5 with ||resm(w)||2

bounded with Theorem 2 and ||errm(w)||2 bounded using (19) is always less accurate than the first one (see Remark 4),
so we omit it from our experiments.

The results for the two functions f (z) = log(1 + z)∕z and f (z) =
√

z are shown in Figure 6, where we also include the
error for f (A)b for comparison. We can notice that the convergence for the quadratic form bTf (A)b is roughly twice as fast
as the convergence for the matrix-vector product with f (A). Similarly to the case of the bounds for f (A)b, the a priori bound
with exact linear system residual is significantly better than the bound that uses Theorem 2. Moreover, the a priori bound
that uses both the exact residual and the exact error is even more accurate; this is in agreement with the observations
in Remark 4, where we show that for the best possible choice of w, that is, w(z) = z, the bound in Corollary 5 that uses
both the error and the residual is more accurate than the bound that only uses ||resm(z)||2. The error estimate based on
consecutive differences is very accurate for f (z) =

√
z, but it occasionally underestimates the error for f (z) = log(1 + z)∕z.

6.4 Comparison with Lanczos setting

In this section we replicate the experiment in Fig. 4b of Reference 13 to show that the optimization of w can also lead to
improvements for the error bounds in the polynomial Krylov (Lanczos) setting.

We consider the computation of A1∕2b, where A is a 1000 × 1000 symmetric matrix with uniformly spaced eigenval-
ues in [10−2

, 102], using a polynomial Krylov method. The a priori and a posteriori bounds used in Reference 13 can be
obtained as a special case of the error-based bounds in Corollaries 2 and 3, by taking qm−1(z) ≡ 1 and fixing w = 0. They
are respectively denoted by a priori bound, fixed w, exact error and a posteriori bound, fixed w,
exact error in Figure 7. We compare these bounds with the ones obtained by optimizing w as described in Section 3.2,
which we label as a priori bound, optimized w, exact error and a posteriori bound, optimized
w, exact error. In particular, the optimized a priori bound coincides with the one given in Algorithm 1 when all the
poles 𝜉j = ∞. Note that since we are using ||errm(w)||2 instead of ||resm(w)||2 in the a posteriori bound, the discussion
in Section 3.3 does not apply and the bound can be improved by optimizing the choice of w. Similar to Reference 13, we
assume that the error norms ||errm(w)||2 are known exactly. This assumption allows us to theoretically investigate the
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F I G U R E 6 A priori and a posteriori bounds for bTf (A)b, where A is the 2146 × 2146 symmetric matrix Nasa/nasa2146. Left:
f (z) = log(1 + z)∕z. Right: f (z) =

√
z.
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F I G U R E 7 Comparison of bounds for A1∕2b, where A is a 1000 × 1000 symmetric matrix with linearly spaced eigenvalues in
[10−2

, 102], with and without optimization of w.

error bounds by eliminating any dependence on possibly inaccurate bounds on the linear system error norms, although
it is not realistic in a practical scenario.

The results of the comparison are shown in Figure 7, where the optimized bounds are computed using as set  a
discretization of [−105

,−10−5] with 25 logspaced points. We can see that optimizing w gives significant improvements,
especially for the a priori bound; the optimized a posteriori bound is practically overlapping with the error curve. If
the number of points in is increased to 100, the accuracy of the optimized a priori bound increases, and it becomes
essentially indistinguishable from the optimized a posteriori bound. It should be mentioned that the plots in Fig. 4 of
Reference 13 consider the A-norm of the error, while here we consider the 2-norm, so the error curves shown in Figure 7
are slightly different from the ones in Reference 13.

7 CONCLUSIONS

We have derived error bounds for the approximation of f (A)b and bTf (A)b with rational Krylov methods, by exploiting
properties of rational Arnoldi decomposition and an integral representation of the function f . The bounds that we have
obtained generalize some bounds for Lanczos-based matrix function approximation given in.13 In the rational Krylov
setting, the more complicated expression for the matrix function error poses an additional challenge compared to the
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polynomial Krylov case; we were able to overcome this obstacle by numerically optimizing the parameter w that appears
in the bounds. The same strategy can be also applied to the Lanczos setting, and it can lead to improvements in those
bounds as well.
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