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#### Abstract

We are concerned with super-Liouville equations on $S^{2}$, which have variational structure with a strongly-indefinite functional. We prove the existence of nontrivial solutions by combining the use of Nehari manifolds, balancing conditions and bifurcation theory.
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## 1 Introduction

In this paper we study the super-Liouville equations, arising from Liouville field theory in supergravity. Recall that the classical Liouville field theory describes the matterinduced gravity in dimension two: the super-Liouville field theory is a supersymmetric generalization of the classical one, by taking the spinorial super-partner into account, so that the bosonic and fermionic fields couple under the supersymmetry principle. Such models also play a role in superstring theory. For the physics of the Liouville field theory and super-Liouville field theory as well as their relations, one can refer to [9,39-42], and for the applications of Liouville field theory in other models of mathematical physics [44, $46-48$ ] and the references therein. It is almost impossible to have a complete references

[^0]for the related theory. However, the existence theory of regular solutions of the superLiouville equations on closed Riemann surfaces, especially on the sphere, is still far from satisfactory.

Liouville equations also have a relevant role in two-dimensional geometry. For example, on a Riemannian surface ( $M^{2}, g$ ), the Gaussian curvature $K$ of a conformal metric $\widetilde{g}:=e^{2 u} g$, with $u \in C^{\infty}(M)$, is given by

$$
\begin{equation*}
K_{\widetilde{g}}=e^{-2 u}\left(K_{g}-\Delta_{g} u\right) . \tag{1.1}
\end{equation*}
$$

Conversely, we have the prescribed curvature problem: which functions $\widetilde{K}$ can be the Gaussian curvatures of a Riemannian metric conformal to $g$ ? If $M$ is a closed surface, the problem reduces to solving equation (1.1) in $u$ for $K_{\tilde{g}}=\widetilde{K}$ assigned. This question has been widely studied in the last century, and the solvability of (1.1) depends on the geometry and the topology of the surface. For a surface with nonzero genus, this can be solved variationally, as long as $\widetilde{K}$ satisfies some mild constraints, see $[6,32,43]$. However when the genus is zero, namely $M$ is a topological two-sphere, the problem has additional difficulties arising from the non-compactness of the automorphism group. Actually, since there is only one conformal structure on $\mathrm{S}^{2}$, we can take without loss of generality the standard round metric $g=g_{0}$, which is the one induced by the embedding $\mathbb{S}^{2} \subset \mathbb{R}^{3}$ with Gaussian curvature $K_{g_{0}}=1$. Let $x=\left(x^{1}, x^{2}, x^{3}\right)$ be the standard coordinates of $\mathbb{R}^{3}$. It was shown in [32] that a necessary condition for $\widetilde{K}$ to admit a solution $u$ of (1.1) is that

$$
\int_{\mathrm{S}^{2}}\left\langle\nabla \widetilde{K}, \nabla x^{j}\right\rangle e^{2 u} \mathrm{~d} v o l=0, \quad \forall 1 \leq j \leq 3,
$$

where the volume form dvol and the gradient are taken with respect to $g_{0}$. The above formula shows that, for example, affine functions cannot be prescribed conformally as Gaussian curvatures.

One of the first existence results for the problem on the sphere is due to Moser, see [38]: he proved that there exist solutions provided that $\widetilde{K}$ is an antipodally-symmetric function. Other important results were proven in $[12,13]$, removing the symmetry condition and replacing it with an index-counting condition or some assumption of min-max type, see also [14]. One fundamental tool in proving such results was an improved MoserTrudinger inequality derived in [5] for functions satisfying a balancing condition, namely for which the conformal volume has zero center of mass in $\mathbb{R}^{3}$ (where $S^{2}$ is embedded). This fact allowed to show that whenever solutions (or approximate solutions) of (1.1) blowup, they develop a single-bubbling behavior. With this information at hand, existence results were derived via asymptotic estimates and Morse-theoretical results. We should also mention that there are natural generalizations to higher dimensions, see e.g. [36] and references therein.

Recently Jost et al. in [26] considered a mathematical version of the super-Liouville equations on surfaces. Given a Riemann surface $M$ with metric $g$, and $S \rightarrow M$ the spinor
bundle with Dirac operator $D D$, they considered the Euler-Lagrange equations of the functional $\widetilde{I}: H^{1}(M) \times H^{\frac{1}{2}}(S) \rightarrow \mathbb{R}$ given by

$$
\widetilde{I}(u, \psi):=\int_{M}\left(|\nabla u|^{2}+2 K_{g} u-e^{2 u}+2\left\langle\left(D D+e^{u}\right) \psi, \psi\right\rangle\right) \mathrm{d} v o l_{g} .
$$

In subsequent works, they performed blow-up analysis and studied the compactness of sequences of solutions under weak assumptions and in various settings; see e.g. [27-29] and the references therein.

In [24], we studied the existence issue from a variational viewpoint when $M$ is a closed surface of genus $\gamma>1$, with the signs of some terms adapted to the background geometry. More precisely we consider a uniformized surface ( $M, g$ ) with $K_{g}=-1$ and the following functional

$$
\widetilde{J}_{\rho}(u, \psi):=\int_{M}\left(|\nabla u|^{2}-2 u+e^{2 u}+2\left\langle\left(D D-\rho e^{u}\right) \psi, \psi\right\rangle\right) \mathrm{d} v o l_{g},
$$

where $\rho>0$ is a parameter. The pair $(0,0)$ is clearly a trivial critical point of $\widetilde{J}_{\rho}$. Moreover, when $\rho$ is not in the spectrum of the Dirac operator $\lfloor D$, we could find non-trivial solutions using min-max schemes. However, the method there does not directly apply to the sphere case, for two reasons. First, in the sphere case the trivial solution $(0,0)$ is not isolated, but within a continuum of solutions connecting to it which are geometrically also trivial and induced by Möbius maps. Second, there is neither local mountain-pass geometry nor local linking geometry in zero genus, preventing us from finding min-max critical points starting from $(0,0)$. Thus, the problem in the sphere case is more challenging.

In this article, we use a Morse-theoretical approach combined with bifurcation theory to attack the problem. Taking the Gauss-Bonnet formula into account we consider the following functional

$$
J_{\rho}(u, \psi)=\int_{\mathrm{S}^{2}}\left(|\nabla u|^{2}+2 K_{g} u-e^{2 u}+2\left\langle\left(\mid D-\rho e^{u}\right) \psi, \psi\right\rangle\right) \mathrm{d} v o l_{g}+4 \pi,
$$

where $g$ is a Riemannian metric on $\mathrm{S}^{2}$, d vol $l_{g}$ is the induced volume form, and the last tail-term $4 \pi=2 \pi \chi\left(\mathrm{~S}^{2}\right)$ is simply needed to normalize the functional so that $J_{\rho}(0,0)=0$. The Euler-Lagrange equations for $J_{\rho}$ are the following

$$
\left\{\begin{array}{l}
-\Delta_{g} u=e^{2 u}-K_{g}+\rho e^{u}|\psi|^{2}  \tag{EL}\\
\not{ }_{g} \psi=\rho e^{u} \psi .
\end{array}\right.
$$

Let $u_{*}$ be a solution of

$$
-\Delta_{g} u_{*}=e^{2 u_{*}}-K_{g},
$$

whose existence follows from the uniformization theorem: then we have clearly a trivial solution ( $u_{*}, 0$ ) of (EL). However, in contrast to the higher genus case, here we have
another explicit family of solutions with nonzero spinor component and constant function component, see below. Hence we are interested in finding non-trivial solutions with nonconstant components.

We remark that for the system (EL) to admit a solution with nonzero spinor component, it is necessary that $\rho>1$. Indeed, for every solution $(u, \psi)$ (which is smooth by regularity theory, see $[24,26]$ ) we can consider the metric $g_{u}:=e^{2 u} g$ on $S^{2}$. The corresponding Dirac operator $\bigsqcup_{g_{u}}$ has $\rho$ as an eigenvalue since the second equation transforms into

$$
\not D_{g_{u}} \psi_{u}=\rho \psi_{u},
$$

where $\psi_{u}=e^{-\frac{1}{2} u} \beta(\psi)$ for an isometric isomorphism $\beta: S_{g} \rightarrow S_{g_{u}}$ on the corresponding spinor bundles. Meanwhile, the first equation implies that the volume of the new metric $g_{u}$ satisfies

$$
\operatorname{Vol}\left(\mathrm{S}^{2}, g_{u}\right)=\int_{\mathrm{S}^{2}} \mathrm{~d} \operatorname{vol}_{g_{u}}=\int_{\mathrm{S}^{2}} e^{2 u} \mathrm{~d} \operatorname{vol}_{g}=\int_{\mathrm{S}^{2}} K_{g} \mathrm{~d} \operatorname{vol}_{g}-\rho \int_{\mathrm{S}^{2}} e^{u}|\psi|^{2} \mathrm{~d} \operatorname{vol}_{g} \leq 4 \pi .
$$

It is known from [7] that

$$
\lambda_{1}\left(\not D_{g^{\prime}}\right)^{2} \operatorname{Vol}\left(\mathrm{~S}^{2}, g^{\prime}\right) \geq 4 \pi
$$

for any metric $g^{\prime}$ on $\mathrm{S}^{2}$. In particular, we conclude that $\rho>1$ if $\psi$ is not identically zero.
Without loss of generality, we may consider the standard round sphere $\left(S^{2}, g_{0}\right)$ with $K_{g_{0}} \equiv 1$. This is due to the conformal covariance of the system (EL), see Section 3. Then the trivial solutions are simply $\theta=(0,0) \in H^{1}(M) \times H^{\frac{1}{2}}(S)$ and its Möbius transformations, see again Section 3. On the round sphere we know that the eigenspinors corresponding to the eigenvalue $\lambda_{1}=1 \in \operatorname{Spec}\left(D_{g_{0}}\right)=\mathbb{Z} \backslash\{0\}$ has constant length, i.e. if $D \varphi_{1}=\varphi_{1}$, then the function $|\varphi|: \mathbb{S}^{2} \rightarrow \mathbb{R}$ is constant. Such spinors constitute a vector space of real dimension 4. This allows us to construct another family of solutions, namely choosing $u$ to be the constant function such that $\rho e^{u}=\lambda_{1}$ and then choosing $\psi \in \operatorname{Eigen}\left(\bigsqcup_{g_{0}}, \lambda_{1}\right)$ of a length such that the first equation of (EL) holds. Therefore, for any $\rho \geq 1$, let $\varphi_{1} \in \operatorname{Eigen}\left(\bigsqcup_{g_{0}}, 1\right)$ be an eigenspinor of unit length: then the pair

$$
u=-\ln \rho, \quad \psi=\frac{\sqrt{\rho^{2}-1}}{\rho} \varphi_{1}
$$

is a solution of (EL). Note that these solutions converge to the trivial solution $\theta=(0,0)$ as $\rho \rightarrow 1$, which highlights a bifurcation phenomenon at the first eigenvalue $\rho=\lambda_{1}$. We will see that this is actually a more general phenomenon. For later convenience we call a solution $(u, \psi)$ non-trivial if the function component $u$ is not constant and the pair $(u, \psi)$ is not in the conformal orbit of constant functions. Note that $u=$ const. implies that $|\psi|=$ const., which is only the case if $\psi$ is a Killing spinor and $\rho e^{u}=1$. Also, the eigenspinors for $\lambda_{k}>1$ do not have constant length, see [10, Section 2.2] and [22, Section 4.2].

Theorem 1.1. Let $\rho=\lambda_{k} \in \operatorname{Spec}(\mathbb{D})$ with $\lambda_{k}>1$. Then, $\rho$ is a bifurcation point for (EL) on $\mathrm{S}^{2}$, i.e. there exists a sequence $\rho_{l} \rightarrow \rho=\lambda_{k}$ such that (EL) admits a non-trivial solution on $\mathrm{S}^{2}$ for $\rho=\rho_{l}$.

The metric $g$ in the above statement is suppressed: once we proved it for the round metric $g_{0}$, then it also holds for any other (smooth) metric $g$ by conformal and diffeomorphism transformations since, as we recalled, the sphere admits only one conformal class of metrics.

Note that there exists a 3-dimensional family of quaternionic structures on the spinor bundle $S$, which are fibrewise automorphisms preserving the connection, metric and Clifford multiplication. Thus, once we get a solution with nonzero spinor component, we automatically get a three-dimensional family of solutions for free.

There also exists the real volume element $\omega=e_{1} \cdot e_{2}$, where ( $e_{1}, e_{2}$ ) denotes a local oriented orthonormal frame of $\mathrm{S}^{2}$ and the dot is the Clifford multiplication in the Clifford bundle $\mathrm{Cl}\left(\mathrm{S}^{2}\right)$. It is readily checked that $\omega$ is globally well-defined. The endomorphism $\gamma(\omega) \equiv \gamma\left(e_{1}\right) \gamma\left(e_{2}\right) \in \operatorname{End}(S)$ is an almost-complex structure, parallel with respect to the spin connection, but anti-commutative with the Dirac operator: $D D(\gamma(\omega) \psi)=-\gamma(\omega) \not D \psi$. Therefore, if $(u, \psi)$ is a solution to (EL), then the pair $(u, \gamma(\omega) \psi)$ solves the system

$$
\left\{\begin{array}{l}
-\Delta_{g} u=e^{2 u}-K_{g}+\rho e^{u}|\gamma(\omega) \psi|^{2}, \\
\not D_{g}(\gamma(\omega) \psi)=-\rho e^{u}(\gamma(\omega) \psi) .
\end{array}\right.
$$

That is, we can allow a change of sign in front of the Dirac part in the functional $J_{\rho}(u, \psi)$, without affecting the result.

The main observation is that the second equation in (EL) has the form of a weighted eigenvalue equation. This suggests to employ a bifurcation argument to search for nontrivial solutions. Recall that a theorem by Krasnosel'skii states that for a pure (nonlinear) eigenvalue problem, any eigenvalue is a bifurcation point for the eigenvalue equation, see e.g. [3, Chapter 5, Appendix] and [33] with the references therein. Here we are adopting a Morse-theoretical approach in the spirit of [37], see also [2, Section 12], which differently from e.g. [15] exploits the variational structure of the problem instead of information on the multiplicity of eigenvalues, lacking here. However, note that here the presence of the Dirac operator makes the functional strongly indefinite and the Morse-theoretical groups are generally not well-defined, meanwhile the critical points are not isolated because of the symmetries of the functional. To overcome these difficulties we introduce some natural constraints, based on spectral decomposition and balancing conditions, to remove most of the negative directions which decreases the functional and also kill the redundancy of the conformal orbits. We also refer to [8, 16, 45] for related approaches to strongly indefinite problems in other contexts. Restricted to this Nehari type manifold, the origin is now an isolated critical point, and though the functional is still indefinite, we are able to count the index of the origin within the Nehari manifold and hence get the well-defined local critical groups. In doing so we reduce ourselves to a more classical setting and the problem is tractable: see also [17] for related issues treated via spectral flows.

The paper is organized as follows. First we recall some preliminary facts about the Dirac operator and set up the variational framework. Then we introduce a class of Nehari manifolds and show that they are natural constraints. After showing the validity of the

Palais-Smale condition, we analyze the local behavior of the functional around the origin and define the critical groups there. In the end we use a parametrized flow to show the bifurcation result, hence obtaining the existence of non-trivial solutions.

## 2 Preliminaries

Recall that $S^{2}$ admits a unique conformal structure up to diffeomorphism and consider the Riemannian metric $g_{0}$ induced from the embedding $\mathrm{S}^{2} \subset \mathbb{R}^{3}$. The spectrum of the Laplace operator $-\Delta_{\mathrm{S}^{2}}=-\Delta_{g_{0}}$ is explicitly known: the eigenvalues are given by $\mu_{k}=k(k+1)$, for $k=0,1,2, \ldots$, the multiplicity of $\mu_{0}=0$ is 1 (eigenfunctions given by constants), that of $\mu_{1}=2$ is 3 (with eigenfunctions given by affine functions on $\mathbb{R}^{3}$ restricting to $S^{2}$; a basis is given by the coordinate functions $\left.\left\{x^{1}, x^{2}, x^{3}\right\}\right)$, with multiplicities of $\mu_{k}(k \geq 2)$ given by the binomial coefficients

$$
\binom{2+k}{2}-\binom{k}{2}
$$

and with eigenfunctions given by homogeneous harmonic polynomials on $\mathbb{R}^{3}$ restricted to $S^{2}$, see e.g. [1, Chapter 4].

The two-sphere admits a non-compact group of conformal automorphisms, which constitutes the Möbius group $\operatorname{Aut}(\mathbb{C} \cup\{\infty\})=\operatorname{PSL}(2 ; \mathrm{C})$. In terms of the Riemann sphere $\mathrm{C} \cup$ $\{\infty\}$, these are the fractional linear transformations, which are nothing but compositions of translations, rotations, dilations and inversions. Note that with zero spinor components, the functional

$$
J_{\rho}(u, 0)=\int_{S^{2}}|\nabla u|^{2}+2 u-e^{2 u} \mathrm{dvol}_{g_{0}}+4 \pi,
$$

is invariant under the Möbius group action. Indeed, each element $\varphi \in \operatorname{PSL}(2 ; \mathbb{C})$ is a conformal diffeomorphism with $\varphi^{*} g_{0}=\operatorname{det}(\mathrm{d} \varphi) g_{0}$. For any $u \in H^{1}\left(\mathbf{S}^{2}\right)$, set

$$
u_{\varphi}:=u \circ \varphi+\frac{1}{2} \ln \operatorname{det}(\mathrm{~d} \varphi),
$$

then it is a classical fact that $J_{\rho}\left(u_{\varphi}, 0\right)=J_{\rho}(u, 0)$.
Consider the spinor bundle $S \rightarrow \mathrm{~S}^{2}$ associated to the unique spin structure of $\mathrm{S}^{2}$ and let $D D=\square_{g_{0}}$ be the Dirac operator. For basic material on spin geometry and Dirac operators, one may refer to $[18,19,25,34]$. Recall that the spectrum of the Dirac operator is

$$
\pm(k+1) ; \quad k \in \mathbb{N},
$$

and the eigenvalue $\pm(k+1)$ has (real) multiplicity $4(k+1)$. In particular, there are no harmonic spinors on $\mathrm{S}^{2}$, and the first positive eigenvalue is 1 with eigenspinors having constant length (they are actually given by the Killing spinors). For more details we refer to [19, Chapter 2 and Appendix].

We give a brief description of the Sobolev spaces $H^{1}\left(\mathrm{~S}^{2}\right)$ and $H^{\frac{1}{2}}(S)$ which we will employ. For basic material on Sobolev spaces and fractional Sobolev spaces, see [4,20].

Most recent papers on analysis of Dirac operators contain such an introductory part, and here we only collect some necessary material.

The Sobolev space $H^{1}\left(\mathbb{S}^{2}\right)$ is equipped with the inner product

$$
\langle u, v\rangle_{H^{1}}=\int_{\mathbb{S}^{2}}\langle\nabla u, \nabla v\rangle+u \cdot v \mathrm{~d} v o l .
$$

For smooth functions (which are dense in $H^{1}\left(S^{2}\right)$ ), an integration by parts gives

$$
\langle u, v\rangle_{H^{1}}=\int_{\mathrm{S}^{2}}[(1-\Delta) u] \cdot v \mathrm{~d} v o l=\langle(1-\Delta) u, v\rangle_{L^{2}}=\langle(1-\Delta) u, v\rangle_{H^{-1} \times H^{1}},
$$

where the last bracket denotes the dual pairing. Note that, in contrast to the case in [24], here the functional $u \mapsto J_{\rho}(u, 0)$ is not coercive. At any $u \in H^{1}\left(S^{2}\right)$ there are finitely-many negative directions of the Hessian $\operatorname{Hess}_{u} J_{\rho}(u, 0)$. Moreover, the functional $J_{\rho}(u, 0)$ does not admit local linking geometry around the trivial critical point $u=0$.

The fractional Sobolev space of the sections of the spinor bundle $S$ can be defined via the $L^{2}$-spectral decomposition. Recall that $D D$ is a first-order elliptic operator which is essentially self-adjoint and has no kernel: counting eigenvalues with multiplicities, the eigenvalues $\left\{\lambda_{k}\right\}_{k \in \mathbb{Z}_{*}}$ (where $\mathbb{Z}_{*} \equiv \mathbb{Z} \backslash\{0\}$ ) are listed in a non-decreasing order:

$$
-\infty \leftarrow \cdots \leq \lambda_{-l-1} \leq \lambda_{-l} \leq \cdots \leq \lambda_{-1}<0<\lambda_{1} \leq \cdots \leq \lambda_{k} \leq \lambda_{k+1} \leq \cdots \rightarrow+\infty .
$$

Moreover, the spectrum is symmetric with respect the the origin. Let $\left(\varphi_{k}\right)_{k}$ be the eigenspinors corresponding to $\lambda_{k}, k \in \mathbb{Z}_{*}$ with $\left\|\varphi_{k}\right\|_{L^{2}(M)}=1$ : they form a complete orthonormal basis of $L^{2}(S)$. For any spinor $\psi \in \Gamma(S)$, we have

$$
\psi=\sum_{k \in \mathbb{Z}_{*}} a_{k} \varphi_{k}, \quad \not D \psi=\sum_{k \in \mathbb{Z}_{*}} \lambda_{k} a_{k} \varphi_{k} .
$$

For any $s>0$, the operator $|\emptyset|^{s}: \Gamma(S) \rightarrow \Gamma(S)$ is defined as

$$
|D|^{s} \psi=\sum_{k \in \mathbb{Z}_{*}}\left|\lambda_{k}\right|^{5} a_{k} \varphi_{k} .
$$

The domain of $|D|^{s}$ is given by the spinors such that the right-hand side belongs to $L^{2}(S)$, i.e.

$$
\left.H^{s}(S):=\left\{\psi \in L^{2}(S) \mid\left.\int_{S^{2}}\langle | D\right|^{s} \psi,|D|^{s} \psi\right\rangle \operatorname{dvol}_{g_{0}}<\infty\right\},
$$

which is a Hilbert space with inner product

$$
\left.\langle\psi, \phi\rangle_{H^{s}}=\langle\psi, \phi\rangle_{L^{2}}+\left.\langle | D\right|^{s} \psi,|D|^{s} \phi\right\rangle_{L^{2}} .
$$

For $s=k \in \mathbb{N}, H^{k}(S)=W^{k, 2}(S)$ and the above norm is equivalent to the Sobolev $W^{k, 2}$-norm. For $s<0, H^{s}(S)$ is by definition the dual space of $H^{-s}(S)$.

Since $S$ has finite rank, the general theory for Sobolev's embedding on closed manifold continues to hold here. In particular, for $0<s<1$ and $q \leq \frac{2}{1-s}$, we have the continuous embedding

$$
H^{s}(S) \hookrightarrow L^{q}(S) .
$$

Furthermore, for $q<\frac{2}{1-s}$ the embedding is compact, see e.g. [4] for more details.
Let us now consider the case $s=\frac{1}{2}$. Note that for $\psi \in H^{\frac{1}{2}}(S)$ we have $\square \square \psi \in H^{-\frac{1}{2}}(S)$, which is defined in the distributional sense. Since $D D$ has no kernel, we can split the spectrum into the positive and negative parts, and accordingly we have the decomposition

$$
H^{\frac{1}{2}}(S)=H^{\frac{1}{2},+}(S) \oplus H^{\frac{1}{2},-}(S) .
$$

Let $\psi=\psi^{+}+\psi^{-}$with $\psi^{ \pm} \in H^{\frac{1}{2}, \pm}(S)$. Then
the square root of which defines a norm equivalent to the $H^{\frac{1}{2}}$-norm.

## 3 Conformal symmetry

We next discuss the conformal symmetries of the functional and of the equations: these were treated for example in [24], but we recall them here for completeness. Suppose that $(u, \psi)$ is a solution of (EL), let $v \in C^{\infty}(M)$ and consider the metric $g_{v}:=e^{2 v} g$. There exists an isometric isomorphism $\beta: S_{g} \rightarrow \widetilde{S}_{g_{v}}$ of the spinor bundles corresponding to different metrics such that

$$
\not D_{g_{v}}\left(e^{-\frac{v}{2}} \beta(\psi)\right)=e^{-\frac{3}{2} v} \beta\left(\not D_{g} \psi\right),
$$

see e.g. [19,23], where we are using the notation from [30]. Thus the pair

$$
\left\{\begin{array}{l}
\widetilde{u}=u-v, \\
\widetilde{\psi}=e^{-\frac{u}{2}} \beta(\psi),
\end{array}\right.
$$

solves the system

$$
\begin{aligned}
-\Delta_{g_{v}} \widetilde{u} & =-e^{-2 v} \Delta_{g}(u-v)=e^{-2 v}\left(e^{2 u}-K_{g}+\rho e^{u}|\psi|^{2}+\Delta_{g} v\right) \\
& =e^{2(u-v)}-e^{-2 v}\left(K_{g}-\Delta_{g} v\right)+\rho e^{u-v}\left|e^{-\frac{v}{2}} \beta(\psi)\right|^{2} \\
& =e^{2 \widetilde{u}}-K_{g_{v}}+\rho e^{\widetilde{u}} \mid \widetilde{\psi^{2}}, \\
\widetilde{D}_{g_{v}} \widetilde{\psi} & =\rho e^{-\frac{3}{2} v} \beta\left(e^{u} \psi\right)=\rho e^{u-v}\left(e^{-\frac{1}{2} v} \beta(\psi)\right)=\rho e^{\widetilde{u}} \widetilde{\psi},
\end{aligned}
$$

which has the same form as (EL).
The automorphisms group of the Riemann sphere $\mathrm{S}^{2}=\mathbb{C} \cup\{\infty\}$ is a family of conformal maps that induce a natural action on Sobolev spaces of functions and spinors. Let $\varphi \in$ $\operatorname{PSL}(2, \mathrm{C})=\operatorname{Aut}\left(\mathrm{S}^{2}\right)$ be a conformal diffeomorphism with $\varphi^{*} g_{0}=\operatorname{det}(\mathrm{d} \varphi) g_{0}$. For any $(u, \psi)$, we set

$$
\left\{\begin{array}{l}
u_{\varphi}:=u \circ \varphi+\frac{1}{2} \ln \operatorname{det}(\mathrm{~d} \varphi), \\
\psi_{\varphi}:=(\operatorname{det}(\mathrm{d} \varphi))^{1 / 4} \beta(\psi \circ \varphi),
\end{array}\right.
$$

where $\beta: S \rightarrow \varphi^{*} S$ denotes the isometry of the spinor bundles. Then, not only $\left(u_{\varphi}, \psi_{\varphi}\right)$ satisfies (EL), but also the functional on ( $\mathrm{S}^{2}, g_{0}$ ) stays invariant

$$
J_{\rho}\left(u_{\varphi}, \psi_{\varphi}\right)=J_{\rho}(u, \psi) .
$$

This generalizes [12, Prop. 2.1] in the classical Liouville case.
As consequences of such symmetries, on one hand, for any given metric on the sphere $\mathrm{S}^{2}$, we can use a conformal diffeomorphism to reduce the problem to the case where the metric on $\mathrm{S}^{2}$ is the standard round metric $g_{0}$ with $K_{g_{0}} \equiv 1$; on the other hand, a critical point $(u, \psi)$ of $J_{\rho}$ is never isolated in $H^{1}\left(\mathrm{~S}^{2}\right) \times H^{\frac{1}{2}}(S)$. Since the elements in the orbits of the conformal transformations are geometrically the same, we will overcome this problem by picking those elements with centers of mass at the origin.

## 4 A natural constraint

Due to the above conformal symmetry, without loss of generality we may consider the problem with respect to the standard round metric $g=g_{0}$. Then the functional becomes

$$
J_{\rho}(u, \psi)=\int_{\mathrm{S}^{2}}\left(|\nabla u|^{2}+2 u-e^{2 u}+2\left(\langle D \psi, \psi\rangle-\rho e^{u}|\psi|^{2}\right)\right) \mathrm{d} v o l+4 \pi,
$$

whose Euler-Lagrange equations take the following simple form

$$
\left\{\begin{array}{l}
-\Delta_{g} u=e^{2 u}-1+\rho e^{u}|\psi|^{2},  \tag{0}\\
\not D_{g} \psi=\rho e^{u} \psi .
\end{array}\right.
$$

In the functional $J_{\rho}$, the part involving spinors is strongly indefinite while the remaining terms are invariant with respect to the Möbius group: both these properties make the variational approach quite challenging. We therefore need to confine such defects.

For $u \in H^{1}\left(\mathbb{S}^{2}\right)$, the function $e^{2 u}$ can be considered as a mass distribution on $\mathrm{S}^{2}$, see [12]. Let $\vec{x}=\left(x^{1}, x^{2}, x^{3}\right) \in \mathbb{R}^{3}$ be the position vector. The center of mass of $e^{2 u}$ is defined as

$$
\text { C.M. }\left(e^{2 u}\right):=\frac{\int_{\mathcal{S}^{2}} \vec{x}^{2 u} \mathrm{~d} v o l}{\int_{\mathrm{S}^{2}} 2^{2 u} \mathrm{~d} v o l} \in \mathbb{R}^{3} .
$$

For any $u \in H^{1}(M)$, there exists a $\varphi \in \operatorname{PSL}(2, \mathbb{C})$ such that $C . M .\left(e^{2 u_{\varphi}}\right)=0 \in \mathbb{R}^{3}$; moreover, the Möbius transformation can be chosen to depend on $u$ in a continuous way [12, Lemma 4.2]. Note that such a $\varphi$ is never unique: there is always the freedom of a $\mathrm{SO}(3)$-action which leaves $\left|C . M .\left(e^{2 u}\right)\right|$ invariant. See [12] for the argument and more information on the center of mass. We remark that C.M. $\left(e^{2 u}\right)=0$ means that the function $e^{2 u}$ is orthogonal to the first eigenfunctions on $S^{2}$ with respect to the $L^{2}$-inner product. Let

$$
\widetilde{H}^{1}\left(\mathbb{S}^{2}\right):=\left\{u \in H^{1}(M): C . M .\left(e^{2 u}\right)=0\right\} .
$$

Lemma 4.1. $\widetilde{H}^{1}\left(\mathrm{~S}^{2}\right)$ is a submanifold of $H^{1}\left(\mathrm{~S}^{2}\right)$.
Proof. Consider the map $G_{1}: H^{1}\left(S^{2}\right) \rightarrow \mathbb{R}^{3}$ defined by

$$
\mathrm{G}_{1}(u)=\int_{\mathrm{S}^{2}} \overrightarrow{{ }_{e}}{ }^{2 u} \mathrm{~d} v o l=\left(\int_{\mathrm{S}^{2}} x^{1} e^{2 u} \mathrm{~d} v o l, \int_{\mathrm{S}^{2}} x^{2} e^{2 u} \mathrm{~d} v o l, \int_{\mathrm{S}^{2}} x^{3} e^{2 u} \mathrm{~d} v o l\right) \in \mathbb{R}^{3} .
$$

It suffices to show that $\mathrm{d} G_{1}(u)$ is surjective for each $u \in H^{1}\left(S^{2}\right)$ and then the preimage $\widetilde{H}^{1}\left(S^{2}\right)=G_{1}^{-1}(0)$ is a submanifold.

The differential is explicitly given by

$$
\mathrm{d} G_{1}(u)[v]=\int_{\mathrm{S}^{2}} \vec{x} e^{2 u}(2 v) \mathrm{d} v o l \in \mathbb{R}^{3} .
$$

Consider an affine function $v$ of the form

$$
v(x)=\sum_{j=1}^{3} v_{j} x^{j}, \quad v_{j} \in \mathbb{R}, \quad j=1,2,3 .
$$

For any $\vec{y} \in \mathbb{R}^{3}$, we need to solve

$$
\sum_{j=1}^{3}\left(\int_{\mathrm{S}^{2}} x^{k} e^{2 u} x^{j} \mathrm{~d} \operatorname{vol}(x)\right)\left(2 v_{j}\right)=y_{k}, \quad k=1,2,3 .
$$

In $\left[12\right.$, Section 4] it has been shown that the matrix $\Lambda(u)=\left(\Lambda_{k j}(u)\right)$, with

$$
\Lambda_{k j}(u)=\int_{\mathrm{S}^{2}} e^{2 u} x^{k} x^{j} \mathrm{~d} v o l(x)
$$

is invertible. Thus there exists a unique affine function $v=\sum_{j=1}^{3} v_{j} x^{j}$, which is clearly in $H^{1}\left(S^{2}\right)$, such that

$$
\mathrm{dG}_{1}(u)[v]=\vec{y} \in \mathbb{R}^{3} .
$$

That is, $\mathrm{d}_{1}(u)$ is surjective to $\mathbb{R}^{3}$.

Next, we consider weighted eigenvalues for the Dirac operator. Given $u \in H^{1}\left(S^{2}\right)$, consider the operator $e^{-u} \emptyset_{g}$ and write $\left\{\lambda_{j}(u)\right\}$ and $\left\{\varphi_{j}(u)\right\}$ for the associated eigenvalues and eigenspinors respectively:

$$
e^{-u} \not D_{g} \varphi_{j}(u)=\lambda_{j}(u) \varphi_{j}(u), \quad \forall j \in \mathbb{Z}_{*}
$$

Since $\bigsqcup_{g}$ has no kernel, $e^{-u} \rrbracket_{g}$ also does not: the above equalities could equivalently be viewed as weighted eigenvalue equations

$$
\not D_{g} \varphi_{j}(u)=\lambda_{j}(u) e^{u} \varphi_{j}(u), \quad \forall j \in \mathbb{Z}_{*}
$$

Furthermore these eigenspinors can be chosen to be orthonormal with respect to the weight $e^{u}$, namely, for any $j, k \in \mathbb{Z}_{*}$,

$$
\int_{\mathrm{S}^{2}}\left\langle\varphi_{j}(u), \varphi_{k}(u)\right\rangle e^{u} \mathrm{~d} v o l=\delta_{j k} .
$$

Remark 4.1. If $u$ is a smooth function, we have a conformal metric $g_{u}=e^{2 u} g$ with dvol $g_{g_{u}}=$ $e^{2 u} \mathrm{~d}$ vol $l_{g}$. Moreover, writing $\beta: S_{g} \rightarrow S_{g_{u}}$ for the isometric isomorphism of corresponding spinor bundles and setting

$$
\left(\varphi_{j}\right)_{u}:=e^{-\frac{u}{2}} \beta\left(\varphi_{j}(u)\right), \quad \forall j \in \mathbb{Z}, j \neq 0,
$$

the above formulas are to say that

$$
\not D_{g_{u}}\left(\varphi_{j}\right)_{u}=\lambda_{j}(u)\left(\varphi_{j}\right)_{u}, \quad \int_{\mathrm{S}^{2}}\left\langle\left(\varphi_{j}\right)_{u},\left(\varphi_{k}\right)_{u}\right\rangle \operatorname{dvol}_{g_{u}}=\delta_{j k} .
$$

Note that the operator $e^{-u} \not D$ has analytic dependence in $u$, thus the weighted eigenvalues $\left(\lambda_{j}(u)\right)$ and eigenspinors $\left(\varphi_{j}(u)\right)$ have at least $C^{1}$-dependence on $u$, see e.g. [31, Chap. 8, Sect. 2]. Fixing now $u \in H^{1}\left(S^{2}\right)$, we consider the vector space

$$
N(u):=\left\{\psi \in H^{\frac{1}{2}}\left(S_{g}\right): G_{2, j}(\psi) \equiv \int_{S^{2}}\left\langle\not D \psi-\rho e^{u} \psi, \varphi_{j}(u)\right\rangle \mathrm{d} v o l_{g}=0, \forall j<0\right\} .
$$

Since

$$
\begin{aligned}
0=\int_{\mathrm{S}^{2}}\left\langle\not D_{g} \psi-\rho e^{u} \psi, \varphi_{j}(u)\right\rangle \mathrm{d} \mathrm{dvol}_{g} & =\int_{\mathrm{S}^{2}}\left\langle\psi, \not D_{g} \varphi_{j}(u)\right\rangle \mathrm{dvol}_{g}-\rho \int_{\mathrm{S}^{2}} e^{u}\left\langle\psi, \varphi_{j}(u)\right\rangle \mathrm{d} \mathrm{vol}_{g} \\
& =\left(\lambda_{j}(u)-\rho\right) \int_{\mathrm{S}^{2}}\left\langle\psi, \varphi_{j}(u)\right\rangle e^{u} \mathrm{~d} v o l_{g}
\end{aligned}
$$

and $\lambda_{j}(u)<0$ for $j<0$ while $\rho \geq 1$, we have

$$
\int_{\mathrm{S}^{2}}\left\langle\psi, \varphi_{j}(u)\right\rangle e^{u} \mathrm{~d} v o l_{g}=0 .
$$

Thus $N(u)$ is the set of spinors associated to the positive spectrum of $e^{-u} \not D:$

$$
N(u)=\left\{\psi \in H^{\frac{1}{2}}(S): P_{u}^{-}(\psi)=0\right\},
$$

where $P_{u}^{-}: H^{\frac{1}{2}}(S) \rightarrow H^{\frac{1}{2}}(S)$ denotes the projection to the subspace spanned by the weighted eigenspinors $\left\{\varphi_{j}(u): j<0\right\}$. Note that for $j<0$ (hence $\lambda_{j}(u)<0$ )

$$
\int_{\mathrm{S}^{2}}\left\langle\not D_{g} \psi, \varphi_{j}(u)\right\rangle \mathrm{dvol}_{g}=\int_{\mathrm{S}^{2}}\left\langle\psi, D_{g} \varphi_{j}(u)\right\rangle \operatorname{dvol}_{g}=\lambda_{j}(u) \int_{\mathrm{S}^{2}}\left\langle\psi, \varphi_{j}(u)\right\rangle e^{u} \mathrm{dvol} l_{g}=0 .
$$

For another $v \in H^{1}\left(\mathrm{~S}^{2}\right)$ small in norm, the spaces $N(u+v)$ and $N(u)$ are isomorphic, by the continuous dependence of the eigenspinors on the weight function. Define

$$
N:=\left\{(u, \psi) \in H^{1}\left(\mathrm{~S}^{2}\right) \times H^{\frac{1}{2}}(S): G_{1}(u)=\overrightarrow{0} \in \mathbb{R}^{3}, \psi \in N(u)\right\} \subset \widetilde{H}^{1}\left(\mathrm{~S}^{2}\right) \times H^{\frac{1}{2}}(S) .
$$

Then $N$ is the total space of the trivial vector bundle $\pi: N \rightarrow \widetilde{H}^{1}\left(S^{2}\right)$ with the fiber space $\pi^{-1}(u)=N(u)$. In particular, $N$ is a Hilbert submanifold with Hilbertian structure induced from the space $H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S)$.

Now let

$$
\bar{N}_{\rho}:=\left\{(u, \psi) \in N: f_{\mathrm{S}^{2}}\left(e^{2 u}+\rho e^{u}|\psi|^{2}\right) \mathrm{d} v o l_{g}=1\right\} .
$$

To see that it is a submanifold, we consider the following map

$$
G_{3}: N \rightarrow \mathbb{R}, \quad G_{3}(u, \psi):=f_{\mathrm{S}^{2}}\left(e^{2 u}+\rho e^{u}|\psi|^{2}-1\right) \operatorname{dvol}_{g} .
$$

Its differential is given by

$$
\mathrm{d} G_{3}(u, \psi)[v, h]=f_{\mathrm{S}^{2}}\left(2 v e^{2 u}+\rho v e^{u}|\psi|^{2}+2 \rho e^{u}\langle\psi, h\rangle\right) \mathrm{d} v o l_{g}
$$

for $(v, h) \in T_{(u, \psi)} N$. For any $t \in \mathbb{R}$, if $\psi=0$ then one can find $v \in T_{u} \widetilde{H}^{1}\left(S^{2}\right)$ such that $G_{3}(u, 0)[v, 0]$ $=t$; otherwise $\psi \neq 0$, we can take $v=0$ and $h=s \psi$ for some $s \in \mathbb{R}$ such that $\mathrm{dG}_{3}(u, \psi)[0, s \psi]$ $=t$. Thus $\mathrm{d}_{3}(u, \psi): T_{(u, \psi)} N \rightarrow \mathbb{R}$ is always surjective and the preimage $\bar{N}_{\rho}=G_{3}^{-1}(0) \subset N$ is a submanifold.

To summarize, the subset

$$
\bar{N}_{\rho}=\left\{(u, \psi) \in H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S): G_{1}(u)=0, G_{2, j}(u, \psi)=0,(\forall j<0), G_{3}(u, \psi)=0\right\}
$$

is a connected infinite-dimensional manifold with an induced Hilbertian structure. Restricting the functional $J_{\rho}$ to this submanifold $\left.J_{\rho}\right|_{\bar{N}_{\rho}}: \bar{N}_{\rho} \rightarrow \mathbb{R}$, we consider the constrained
critical points $(u, \psi) \in \bar{N}_{\rho}$ which satisfy the constrained Euler-Lagrange equations

$$
\begin{align*}
& -\Delta u+1-e^{2 u}-\rho e^{u}|\psi|^{2}  \tag{4.1}\\
& =\sum_{j=1}^{3} \alpha_{j} x^{j} e^{2 u}+2 \sum_{k<0} \mu_{k}\left(\left\langle D D \psi-\rho e^{u} \psi, \delta_{u} \varphi_{k}(u)\right\rangle-\rho e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle\right)+2 \tau\left(2 e^{2 u}+\rho e^{u}|\psi|^{2}\right), \\
& \not D \psi-\rho e^{u} \psi=\sum_{k<0} \mu_{k}\left(\not D \varphi_{k}(u)-\rho e^{u} \varphi_{k}(u)\right)+\tau \rho e^{u} \psi \tag{4.2}
\end{align*}
$$

where $\alpha_{j}, \mu_{k}, \tau \in \mathbb{R}$ are the Lagrange multipliers ${ }^{\dagger}$. In the equation for $u$ the term $\delta_{u} \varphi_{k}(u)$ denotes the variation of $\varphi_{k}(u)$ with respect to $u$, which exists because of the analytic dependence of $e^{-u} \square D$ on $u$, and

$$
\begin{aligned}
\not D \delta_{u} \varphi_{k} & =\delta_{u}\left(\not D \varphi_{k}\right)=\delta_{u}\left(\lambda_{k}(u) e^{u} \varphi_{k}(u)\right) \\
& =\left(\delta_{u} \lambda_{k}(u)\right) e^{u} \varphi_{k}(u)+\lambda_{k}(u) e^{u} \varphi_{k}(u)+\lambda_{k}(u) e^{u} \delta_{u} \varphi_{k}(u) \in L^{2},
\end{aligned}
$$

hence

$$
\left\|\delta_{u} \varphi_{k}(u)\right\|_{H^{1 / 2}} \leq C\left(1+\left|\lambda_{k}(u)\right|\right)\left(1+\left\|\varphi_{k}(u)\right\|_{L^{2}}\right) .
$$

Lemma 4.2. If $(u, \psi)$ is a constrained critical point of $\left.J_{\rho}\right|_{\bar{N}_{\rho}}$, then it is also an unconstrained critical point of $J_{\rho}$.
Proof. Suppose $(u, \psi) \in N_{\rho}$ satisfies the constrained equations (4.1)-(4.2): we need to show that all the Lagrange multipliers vanish.

First test (4.2) against $\varphi_{k}(u)$. By our choices this leads to $\mu_{k}=0$, for any $k<0$. Then testing (4.1) against the constant function 1, noting that $G_{1}(u)=0$ and $G_{3}(u, \psi)=0$, we get

$$
2 \tau \int_{\mathrm{S}^{2}} 2 e^{2 u}+\rho e^{u}|\psi|^{2} \mathrm{~d} v o l=0
$$

and hence $\tau=0$. It remains to show that if the system

$$
\begin{aligned}
& -\Delta u+1-e^{2 u}-\rho e^{u}|\psi|^{2}=\sum_{j=1}^{3} \alpha_{j} x^{j} e^{2 u}, \\
& D \triangleright \psi-\rho e^{u} \psi=0,
\end{aligned}
$$

admits a solution, then $\alpha_{j}=0$ for $j=1,2,3$.
Recall the basic identity from [32]: given a Riemannian manifold $(M, g)$ and two functions $u, F \in C^{\infty}(M)$, it holds that

$$
2 \Delta u(\nabla F \cdot \nabla u)=\operatorname{div}\left(2(\nabla F \cdot \nabla u) \nabla u-|\nabla u|^{2} \nabla F\right)-2(\operatorname{Hess}(F)-(\Delta F) g)(\nabla u, \nabla u) .
$$

[^1]We will use this formula for $F=x^{j}(j=1,2,3)$, which are the eigenfunctions of $-\Delta_{\mathrm{S}^{2}}$ associated to the first eigenvalue $\mu_{1}\left(-\Delta_{\mathrm{S}^{2}}\right)=2$ :

$$
-\Delta_{\mathrm{S}^{2}} F=2 F, \quad 2 \operatorname{Hess}(F)-\left(\Delta_{\mathrm{S}^{2}} F\right) g=0 .
$$

Substituting into (4) and then integrating over $M=\mathrm{S}^{2}$, we get

$$
\int_{\mathrm{S}^{2}} \Delta u(\nabla F \cdot \nabla u) \mathrm{d} v o l=0 .
$$

In our situation, following the notational convention in [32],

$$
\Delta u=1-\rho e^{u}|\psi|^{2}-\left(1-\sum_{j=1}^{3} \alpha_{j} x^{j}\right) e^{2 u} \equiv c-h e^{u}-f e^{2 u},
$$

where we set $c=1, h \equiv \rho|\psi|^{2}$ and $f \equiv 1-\sum_{j=1}^{3} \alpha_{j} x^{j}$. Thus

$$
c \int_{\mathrm{S}^{2}} \nabla F \cdot \nabla u \mathrm{~d} v o l=\int_{\mathrm{S}^{2}} h e^{u} \nabla u \cdot \nabla F \mathrm{~d} v o l+\int_{\mathrm{S}^{2}} f e^{2 u} \nabla F \cdot \nabla u \mathrm{~d} v o l .
$$

Next we apply the argument in [32] to get

$$
\begin{aligned}
\text { LHS } & =-c \int_{\mathrm{S}^{2}} F(\Delta u) \mathrm{d} v o l=-c \int_{\mathrm{S}^{2}} F\left(c-h e^{u}-f e^{2 u}\right) \mathrm{d} v o l \\
& =c \int_{\mathrm{S}^{2}} h e^{u} F \mathrm{~d} v o l+c \int_{\mathrm{S}^{2}} f e^{2 u} F \mathrm{~d} v o l_{g},
\end{aligned}
$$

where we used the fact that $\int_{\mathrm{S}^{2}} F \mathrm{~d} v o l=-\frac{1}{2} \int_{\mathrm{S}^{2}} \Delta F \mathrm{~d} v o l=0$; meanwhile

$$
\begin{aligned}
R H S & =\int_{\mathrm{S}^{2}} h \nabla\left(e^{u}\right) \cdot \nabla F \mathrm{~d} v o l+\frac{1}{2} \int_{\mathrm{S}^{2}} f \nabla\left(e^{2 u}\right) \cdot \nabla F \mathrm{~d} v o l \\
& =-\int_{\mathrm{S}^{2}} e^{u} \operatorname{div}(h \nabla F) \mathrm{d} v o l-\frac{1}{2} \int_{\mathrm{S}^{2}} e^{2 u} \operatorname{div}(f \nabla F) \mathrm{d} v o l \\
& =-\int_{\mathrm{S}^{2}} e^{u}(\nabla h \cdot \nabla F+h \Delta F) \mathrm{d} v o l-\frac{1}{2} \int_{\mathrm{S}^{2}} e^{2 u}(\nabla f \cdot \nabla F+f \Delta F) \mathrm{d} v o l \\
& =-\int_{\mathrm{S}^{2}} e^{u} \nabla h \cdot \nabla F \mathrm{~d} v o l+2 \int_{\mathrm{S}^{2}} e^{u} h F \mathrm{~d} v o l-\frac{1}{2} \int_{\mathrm{S}^{2}} e^{2 u} \nabla f \cdot \nabla F \mathrm{~d} v o l+\int_{\mathrm{S}^{2}} e^{2 u} f F \mathrm{~d} v o l .
\end{aligned}
$$

We thus get

$$
\begin{aligned}
& (2-c) \int_{\mathrm{S}^{2}} e^{u} h F \mathrm{~d} v o l+(1-c) \int_{\mathrm{S}^{2}} e^{2 u} f F \mathrm{~d} v o l \\
= & \int_{\mathrm{S}^{2}} e^{u} \nabla h \cdot \nabla F \mathrm{~d} v o l+\frac{1}{2} \int_{\mathrm{S}^{2}} e^{2 u} \nabla f \cdot \nabla F \mathrm{~d} v o l .
\end{aligned}
$$

That is, for each $j=1,2,3$

$$
\begin{aligned}
& \rho \int_{\mathrm{S}^{2}} e^{u}|\psi|^{2} x^{j} \mathrm{~d} v o l \\
= & \rho \int_{\mathrm{S}^{2}} e^{u} \nabla\left(|\psi|^{2}\right) \cdot \nabla x^{j} \mathrm{~d} v o l+\frac{1}{2} \int_{\mathrm{S}^{2}} e^{2 u} \nabla\left(1-\sum_{i=1}^{3} \alpha_{i} x^{i}\right) \cdot \nabla x^{j} \mathrm{~d} v o l .
\end{aligned}
$$

Combining with the following Lemma 4.3, we obtain that for each $j$

$$
\int_{\mathrm{S}^{2}} e^{2 u} \nabla\left(\sum_{i=1}^{3} \alpha_{i} x^{i}\right) \cdot \nabla x^{j} \mathrm{~d} v o l=0
$$

Multiplying by $\alpha_{j}$ and then summing over $j$, we obtain

$$
\int_{\mathrm{S}^{2}} e^{2 u}\left|\sum_{j=1}^{3} \alpha_{j} \nabla x^{j}\right|^{2} \mathrm{~d} v o l=0 .
$$

It follows that $\sum_{j=1}^{3} \alpha_{j} \nabla x^{j}=0$ everywhere on $\mathrm{S}^{2}$ and hence $\alpha_{j}=0$ for each $j=1,2,3$. Therefore $(u, \psi)$ satisfies the unconstrained Euler-Lagrange equation $\left(\mathrm{EL}_{0}\right)$.

The following lemma describes a conservation law originating from the conformal invariance of the spinorial part of the functional $J_{\rho}$. This can be viewed as a generalization of some results in $[12,32]$.
Lemma 4.3. Let $u \in H^{1}\left(S^{2}\right)$ be fixed and $\psi \in H^{\frac{1}{2}}(S)$ a spinor satisfying $\left\lfloor D \psi-\rho e^{u} \psi=0\right.$. Then for each $j=1,2,3$, there holds

$$
\int_{\mathrm{S}^{2}} e^{u} \nabla\left(|\psi|^{2}\right) \cdot \nabla x^{j} \mathrm{~d} v o l=\int_{\mathrm{S}^{2}} e^{u}|\psi|^{2} x^{j} \mathrm{~d} v o l .
$$

Proof. We prove the result for $j=3$, the others cases being similar.
Let $\varphi_{t} \in \operatorname{PSL}(2 ; \mathrm{C})$ be a smooth family of Möbius transformations such that $\varphi_{0}=\mathrm{Id}$ and

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \varphi_{t}=\nabla x^{3} .
$$

Such a family can be obtained e.g. by pulling the dilation $z \mapsto t z$ on $\mathbb{C}$ back to the Riemann sphere $S^{2}$ via the standard stereographic projection, see [12, Section 2]. These are conformal diffeomorphisms: $\left(\varphi_{t}^{*} g_{0}\right)_{x}=\operatorname{det}\left(\mathrm{d} \varphi_{t}(x)\right) g_{0_{x}}$. Let $\beta: S \rightarrow S$ be the induced isometric isomorphism of the spinor bundle over $\mathrm{S}^{2}$. Define the family of spinors $\psi_{t}$ := $\operatorname{det}\left(\mathrm{d} \varphi_{t}\right)^{\frac{1}{4}} \beta\left(\psi \circ \varphi_{t}\right) \in \Gamma(S), \psi_{0}=\psi$. Note that the Dirac action is preserved

$$
\int_{\mathrm{S}^{2}}\langle D D \psi, \psi\rangle \mathrm{d} v o l=\int_{\mathrm{S}^{2}}\left\langle D \psi_{t}, \psi_{t}\right\rangle \mathrm{d} v o l .
$$

Note that here the metric and hence also the volume form are fixed. Consider now the part in the functional containing spinors, i.e.

$$
\left.\int_{\mathrm{S}^{2}}(\langle D\rangle \psi, \psi\rangle-\rho e^{u}|\psi|^{2}\right) \mathrm{d} v o l .
$$

Along the above smooth variation we have on one hand, by hypothesis,

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \int_{\mathrm{S}^{2}}\left(\left\langle\not D \psi_{t}, \psi_{t}\right\rangle-\rho e^{u}\left|\psi_{t}\right|^{2}\right) \mathrm{d} v o l=2 \int_{\mathrm{S}^{2}}\left\langle\not D \psi-\rho e^{u} \psi,\left.\frac{\mathrm{~d}}{\mathrm{~d} t}\right|_{t=0} \psi_{t}\right\rangle \mathrm{d} v o l=0 ;
$$

on the other hand, since the Dirac action part is already invariant, it follows that

$$
\begin{aligned}
& \left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \int_{\mathrm{S}^{2}}\left(\left\langle D \psi_{t}, \psi_{t}\right\rangle-\rho e^{u}\left|\psi_{t}\right|^{2}\right) \mathrm{d} v o l=-\left.\rho \int_{\mathrm{S}^{2}} e^{u} \frac{\mathrm{~d}}{\mathrm{~d} t}\right|_{t=0}\left|\psi_{t}\right|^{2} \mathrm{~d} v o l \\
= & -\left.\rho \int_{\mathrm{S}^{2}} e^{u} \frac{\mathrm{~d}}{\mathrm{~d} t}\right|_{t=0}\left(\operatorname{det}\left(\mathrm{~d} \varphi_{t}\right)^{\frac{1}{2}}\left(|\psi|^{2} \circ \varphi_{t}\right)\right) \mathrm{d} v o l \\
= & -\rho \int_{\mathrm{S}^{2}} e^{u}\left(\left.\frac{\mathrm{~d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{det}\left(\mathrm{~d} \varphi_{t}\right)^{\frac{1}{2}}\right)|\psi|^{2} \mathrm{~d} v o l-\rho \int_{\mathrm{S}^{2}} e^{u} \nabla\left(|\psi|^{2}\right) \cdot\left(\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \varphi_{t}\right) \mathrm{d} v o l \\
= & -\rho \int_{\mathrm{S}^{2}} e^{u}\left(\frac{1}{2} \Delta x^{3}\right)|\psi|^{2} \mathrm{~d} v o l-\rho \int_{\mathrm{S}^{2}} e^{u} \nabla\left(|\psi|^{2}\right) \cdot \nabla x^{3} \mathrm{~d} v o l \\
= & \rho \int_{\mathrm{S}^{2}} e^{u}|\psi|^{2} x^{3} \mathrm{~d} v o l-\rho \int_{\mathrm{S}^{2}} e^{u} \nabla\left(|\psi|^{2}\right) \cdot \nabla x^{3} \mathrm{~d} v o l .
\end{aligned}
$$

In the last two steps we used the fact that

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \operatorname{det}\left(\mathrm{~d} \varphi_{t}\right)^{\frac{1}{2}}=\frac{1}{2} \Delta x^{3}=-x^{3},
$$

which can be checked by an elementary calculation, see Appendix 8. The desired conclusion follows.

We proved therefore that $\bar{N}_{\rho}$ is a Nehari-type manifold. In the rest of the paper, we will look for critical points of $\left.J_{\rho}\right|_{\bar{N}_{p}}$.

## 5 Convergence of bounded Palais-Smale sequences

In the last sections we will need to deal with bounded Palais-Smale sequences on the Nehari manifolds. Here we first show that any bounded $(P S)_{c}$ sequence (i.e. PalaisSmale sequence at level c) admits a strongly convergent sub-sequence. We remark that, though we will not strictly use the result in this form, later on we will crucially rely on its proof.

Let $\left(\rho_{n}\right)$ be a converging sequence with limit $\rho_{\infty} \geq 1$, and let $c \in \mathbb{R}$. Let $\left(u_{n}, \psi_{n}\right) \in \bar{N}_{\rho_{n}}$ be a sequence such that

$$
J_{\rho_{n}}\left(u_{n}, \psi_{n}\right) \rightarrow c, \quad \nabla^{\bar{N}_{\rho_{n}}} \rho_{\rho_{n}}\left(u_{n}, \psi_{n}\right) \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

More precisely, for each $n \geq 1$ there exist an affine function $\alpha_{n}=\sum_{j} \alpha_{n, j} x^{j} \in\left(\mathbb{R}^{3}\right)^{*} \subset H^{1}\left(\mathrm{~S}^{2}\right)$, an auxiliary spinor $\phi_{n}=\sum_{k<0} \mu_{n, k} \varphi_{k}\left(u_{n}\right) \in H^{\frac{1}{2}}(S)$, and a number $\tau_{n} \in \mathbb{R}$ such that

$$
\begin{align*}
& -\Delta u_{n}+1-e^{2 u_{n}}-\rho_{n} e^{u_{n}}\left|\psi_{n}\right|^{2}-\alpha_{n} e^{2 u_{n}}-2\left\langle\not D \psi_{n}-\rho_{n} e^{u_{n}} \psi_{n}, \delta_{u} \phi_{n}\right\rangle \\
& \quad+2 \rho_{n} e^{u_{n}}\left\langle\psi_{n}, \phi_{n}\right\rangle-2 \tau_{n}\left(2 e^{2 u_{n}}+\rho_{n} e^{u_{n}}\left|\psi_{n}\right|^{2}\right)=a_{n},  \tag{5.1}\\
& \not D \psi_{n}-\rho_{n} e^{u_{n}} \psi_{n}-\left(\not D \phi_{n}-\rho_{n} e^{u_{n}} \phi_{n}\right)-\tau_{n} \rho_{n} e^{u_{n}} \psi_{n}=b_{n}, \tag{5.2}
\end{align*}
$$

with $a_{n} \rightarrow 0$ in $H^{-1}\left(\mathrm{~S}^{2}\right)$ and $b_{n} \rightarrow 0$ in $H^{-\frac{1}{2}}(S)$. Here $\delta_{u} \phi_{n} \equiv \sum_{k<0} \mu_{n, k} \delta_{u} \varphi_{k}\left(u_{n}\right) \in H^{\frac{1}{2}}(S)$. Moreover, we assume that $\left(u_{n}, \psi_{n}\right)_{n}$ are bounded in $H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S)$. By passing to a subsequence, we may assume that $\left(u_{n}, \psi_{n}\right)$ converges weakly to a limit $\left(u_{\infty}, \psi_{\infty}\right) \in H^{1}\left(\mathrm{~S}^{2}\right) \times$ $H^{\frac{1}{2}}(S)$.

Lemma 5.1. Let $\left(u_{n}, \psi_{n}\right), \alpha_{n}, \tau_{n}$ and $\phi_{n}$ be as above. Then, by passing to a further subsequence, we have

1. $\phi_{n} \rightarrow 0$ in $H^{\frac{1}{2}}(S)$;
2. $\tau_{n} \rightarrow 0$ in $\mathbb{R}$;
3. $\alpha_{n} \rightarrow 0$ in $\mathbb{R}^{3}$.

Thus the Lagrange multipliers are all tending to zero in the limit $n \rightarrow+\infty$.
Proof of Lemma 5.1. We test (5.2) against $\phi_{n}$ to get that

$$
-\int_{\mathrm{S}^{2}}\left\langle\not D \phi_{n}, \phi_{n}\right\rangle \mathrm{d} v o l_{g}+\rho_{n} \int_{\mathrm{S}^{2}} e^{u_{n}}\left|\phi_{n}\right|^{2} \mathrm{~d} v o l=\left\langle b_{n}, \phi_{n}\right\rangle_{H^{-\frac{1}{2}} \times H^{\frac{1}{2}}} \leq o(1)\left\|\phi_{n}\right\|_{H^{\frac{1}{2}}},
$$

which implies

$$
\left\|\phi_{n}\right\|_{H^{\frac{1}{2}}} \rightarrow 0, \quad \int_{S^{2}} e^{u_{n}}\left|\phi_{n}\right|^{2} \mathrm{~d} v o l \rightarrow 0 .
$$

This is equivalent to say that $\left(\left|\lambda_{n, k}\right|^{\frac{1}{2}} \mu_{n, k}\right)_{k<0} \rightarrow 0$ as $n \rightarrow \infty$ in $\ell^{2}$, and hence also $\delta_{u} \phi_{n} \rightarrow 0$ in $H^{\frac{1}{2}}(S)$.

Thus, testing (5.1) against the constant function 1 we obtain

$$
-2 \tau_{n} \int_{\mathrm{S}^{2}}\left(2 e^{u_{n}}+\rho_{n} e^{u_{n}}\left|\psi_{n}\right|^{2}\right) \mathrm{d} v o l=\left\langle a_{n}, 1\right\rangle_{\mathrm{H}^{-1} \times \mathrm{H}^{1}}+2 \int_{\mathrm{S}^{2}}\left\langle\not D \psi_{n}-\rho_{n} e^{u_{n}} \psi_{n}, \delta_{u} \phi_{n}\right\rangle \mathrm{d} v o l .
$$

Since the $\left(u_{n}, \psi_{n}\right)$ 's are assumed to be uniformly bounded and the above right-hand side converges to zero, we conclude that $\tau_{n} \rightarrow 0$ as $n \rightarrow \infty$.

Finally, testing (5.1) against $\alpha_{n}$ and using that the matrix $\Lambda(u)$ has eigenvalues bounded both from above and below, we see that the $\alpha_{n}$ 's are uniformly bounded in $\left(\mathbb{R}^{3}\right)^{*}$. Therefore, we may assume that $\left(\alpha_{n}\right)$ converges weakly to $\alpha_{\infty} \in\left(\mathbb{R}^{3}\right)^{*}$. By Sobolev's embedding theorems, we see that the weak limit $\left(u_{\infty}, \psi_{\infty}\right)$ of the sequence $\left(u_{n}, \psi_{n}\right)$ now satisfies the equations

$$
\begin{aligned}
& -\Delta u_{\infty}+1-e^{2 u_{\infty}}-\rho_{\infty} e^{u_{\infty}}\left|\psi_{\infty}\right|^{2}=\alpha_{\infty} e^{2 u_{\infty}}, \\
& \not D \psi_{\infty}-\rho_{\infty} e^{u_{\infty}} \psi_{\infty}=0,
\end{aligned}
$$

in $H^{-1}\left(\mathrm{~S}^{2}\right) \times H^{-\frac{1}{2}}(S)$. Elliptic regularity theory implies that $\left(u_{\infty}, \psi_{\infty}\right)$ is smooth and the argument to prove that $\bar{N}_{\rho}$ is a natural constraint can be employed to show that $\alpha_{\infty}=0$. It suffices to note that, since $\left(\mathbb{R}^{3}\right)^{*}$ is finite-dimensional, the weak convergence coincides with the strong convergence, hence $\alpha_{n} \rightarrow 0$ in $\mathbb{R}^{3^{*}}$.
Lemma 5.2. With notation as above, $\left(u_{n}, \psi_{n}\right)$ converges to $\left(u_{\infty}, \psi_{\infty}\right)$ strongly in $H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S)$.
Proof. Since $\left(u_{n}, \psi_{n}\right)$ converges to $\left(u_{\infty}, \psi_{\infty}\right)$ weakly in $H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S)$, we have

$$
\begin{aligned}
e^{t u_{n}} \rightarrow e^{t u_{\infty}} & \text { in } L^{p}\left(S^{2}\right), \quad \forall t \in \mathbb{R}, \forall p \in[1, \infty), \\
\psi_{n} \rightarrow \psi_{\infty} & \text { in } L^{q}(S), \quad \forall q \in[1,4) .
\end{aligned}
$$

Now set $\widetilde{u}_{n}:=u_{n}-u_{\infty}$ and $\widetilde{\psi}_{n}:=\psi_{n}-\psi_{\infty}$. The difference of the spinors satisfies the equation

$$
\begin{aligned}
\not D \widetilde{\psi}_{n}= & \not D \psi_{n}-\not D \psi_{\infty} \\
= & \left(\rho_{n} e^{u_{n}} \psi_{n}-\rho_{\infty} e^{u_{\infty}} \psi_{\infty}\right)+\left(\not D \phi_{n}-\rho e^{u_{n}} \phi_{n}\right)+\tau_{n} \rho_{n} e^{u_{n}}+b_{n} \\
= & \rho_{n} e^{u_{n}}\left(\psi_{n}-\psi_{\infty}\right)+\rho_{n}\left(e^{u_{n}}-e^{u_{\infty}}\right) \psi_{\infty}+\left(\rho_{n}-\rho_{\infty}\right) e^{u_{\infty}} \psi_{\infty} \\
& +\left(\not D \phi_{n}-\rho e^{u_{n}} \phi_{n}\right)+\tau_{n} \rho_{n} e^{u_{n}}+b_{n} \rightarrow 0 \quad \text { in } H^{-\frac{1}{2}}(S) .
\end{aligned}
$$

Since $\left\lfloor D\right.$ has no kernel, we see that $\left\|\widetilde{\psi}_{n}\right\|_{H^{\frac{1}{2}}} \rightarrow 0$, that is $\psi_{n} \rightarrow \psi_{\infty}$ in $H^{\frac{1}{2}}(S)$.
The same strategy works for the function components. Indeed,

$$
\begin{aligned}
-\Delta \widetilde{u}_{n}= & -\Delta u_{n}+\Delta u_{\infty} \\
= & \left(e^{2 u_{n}}-e^{2 u_{\infty}}\right)+\left(\rho_{n} e^{u_{n}}\left|\psi_{n}\right|^{2}-\rho_{\infty} e^{u_{\infty}}\left|\psi_{\infty}\right|^{2}\right)+\alpha_{n} e^{2 u_{n}} \\
& +2\left\langle\not D \psi_{n}-\rho_{n} e^{u_{n}} \psi_{n}, \delta_{u} \phi_{n}\right\rangle-2 \rho_{n} e^{u_{n}}\left\langle\psi_{n}, \phi_{n}\right\rangle+2 \tau_{n}\left(e^{2 u_{n}}+\rho_{n} e^{u_{n}}\left|\psi_{n}\right|^{2}\right)+a_{n} .
\end{aligned}
$$

Noting that

$$
\begin{aligned}
& \rho_{n} e^{u_{n}}\left|\psi_{n}\right|^{2}-\rho_{\infty} e^{u_{\infty}}\left|\psi_{\infty}\right|^{2} \\
= & \rho_{n} e^{u_{n}}\left(\left|\psi_{n}\right|^{2}-\left|\psi_{\infty}\right|^{2}\right)+\rho_{n}\left(e^{u_{n}}-e^{u_{\infty}}\right)\left|\psi_{\infty}\right|^{2}+\left(\rho_{n}-\rho_{\infty}\right) e^{u_{\infty}}\left|\psi_{\infty}\right|^{2},
\end{aligned}
$$

which converges to zero in $L^{\frac{4}{3}}\left(\mathrm{~S}^{2}\right)$, we see that $-\Delta \widetilde{u}_{n} \rightarrow 0$ in $H^{-1}\left(\mathrm{~S}^{2}\right)$. Since $\left\|\widetilde{u}_{n}\right\|_{L^{2}} \rightarrow 0$, we conclude that $\left\|\widetilde{u}_{n}\right\|_{H^{1}\left(S^{2}\right)} \rightarrow 0$, as desired.

Remark 5.1. Indeed one can show that any $(P S)_{c}$ sequence is bounded. Combining this with the above result, we see that the functional $\left.J_{\rho}\right|_{\bar{N}_{\rho}}$ satisfies the Palais-Smale conditions.

## 6 Local geometry around the origin

We have seen that $\bar{N}_{\rho}$ is a Nehari manifold for the functional $J_{\rho}$ and to prove existence of solutions to (EL) it suffices to find critical points of the restricted functional $\left.J_{\rho}\right|_{\bar{N}_{\rho}}$. We first take a closer look at the local behavior of the functional around the trivial critical point $\theta=(0,0) \in \bar{N}_{\rho}$, and then compute the critical groups at the origin. Note that $J_{\rho}(0,0)=0$.

The tangent space of $\bar{N}_{\rho}$ at $\theta$ is

$$
\begin{aligned}
T_{\theta} \bar{N}_{\rho} & =\left\{\left.(v, h) \in H^{1}\left(\mathrm{~S}^{2}\right) \times H^{\frac{1}{2}}(S) \right\rvert\, \int_{\mathrm{S}^{2}} x^{j} v \mathrm{~d} v o l=0(j=1,2,3) ; h^{-}=0 ; \bar{v}=f_{\mathrm{S}^{2}} v \mathrm{~d} v o l=0\right\} \\
& =\operatorname{Eigen}\left(-\Delta_{\mathrm{S}^{2}} ;\{0,2\}\right)^{\perp} \oplus H^{\frac{1}{2},+}(S) .
\end{aligned}
$$

Since $\theta \in \bar{N}_{\rho}$ is a critical point, the local behavior of the functional $J_{\rho}$ is determined by its Hessian, which is given by

$$
\operatorname{Hess}\left(\left.J_{\rho}\right|_{\bar{N}_{\rho}}\right)[(v, h),(v, h)]=\int_{\mathrm{S}^{2}}\left[2\left(|\nabla v|^{2}-2 v^{2}\right)+4\langle\not D h-\rho h, h\rangle\right] \mathrm{d} v o l .
$$

Consider the case $\rho \notin \operatorname{Spec}(\not D)$ : on the finite-dimensional subspace

$$
\left(T_{\theta} \bar{N}_{\rho}\right)^{-} \equiv \bigoplus_{0<\lambda<\rho} \operatorname{Eigen}(\not D ; \lambda) \quad\left(\text { with } l(\rho):=\operatorname{dim}_{\mathbb{R}}\left(T_{\theta} \bar{N}_{\rho}\right)^{-}<\infty\right)
$$

the Hessian is negative-definite, while on the complement subspace $\left(T_{\theta} N_{\rho}\right)^{+}$the Hessian is positive-definite. In particular the Hessian $\operatorname{Hess}\left(J_{\rho}\right)$ at $\theta$ is non-degenerate and thus $\theta$ is an isolated critical point.

We can then define the critical groups as in $[11,37]$ for the functional $J_{\rho}$ on $\bar{N}_{\rho}$ at the isolated critical point $\theta=(0,0)$ as follows. Let $G$ be a non-trivial abelian group. Let $J_{\rho}^{c}$ denote the sub-level $\left\{J_{\rho} \leq c\right\} \cap \bar{N}_{\rho}$. The critical groups of $J_{\rho}{\overline{\bar{N}_{\rho}}}$ at $\theta \in \bar{N}_{\rho}$ are defined by:

$$
C_{k}\left(\left.J_{\rho}\right|_{\bar{N}^{\prime}}, \theta\right):=H_{k}\left(J_{\rho}^{0} \cap U,\left(J_{\rho}^{0} \backslash\{\theta\}\right) \cap U ; G\right),
$$

where $U$ is a small neighborhood such that there are no critical points in $\left(J_{\rho}^{0} \backslash\{\theta\}\right) \cap U$, and the right-hand side stands for the singular homology groups with coefficients in $G$. These groups are well-defined and independent of the choice of $U$, thanks to the excision property.

By the above computation of the Hessian of $\left.J_{\rho}\right|_{\bar{N}_{\rho}}$ at $\theta$, we see that

$$
C_{k}\left(\left.J_{\rho}\right|_{\bar{N}_{\rho}}, \theta\right)= \begin{cases}G, & k=l(\rho) ; \\ 0, & k \neq l(\rho) .\end{cases}
$$

## 7 Local deformation of sub-levels around non-bifurcation points

We say that $\rho_{*}$ is a bifurcation point of $\left(\mathrm{EL}_{0}\right)$ if there exist a sequence of numbers $\left(\rho_{n}\right)$ and a sequence of non-trivial critical points $\left(u_{n}, \psi_{n}\right)$ of $J_{\rho_{n}}$ such that

$$
\left(u_{n}, \psi_{n} ; \rho_{n}\right) \rightarrow\left(0,0 ; \rho_{*}\right) \quad \text { in } H^{1}\left(\mathrm{~S}^{2}\right) \times H^{1}(S) \times \mathbb{R} .
$$

In other words, $\left(0,0 ; \rho_{*}\right)$ is an accumulation point of the set of non-trivial solutions

$$
\left\{(u, \psi ; \rho):(u, \psi) \in \bar{N}_{\rho} \backslash\{(0,0)\}, \mathrm{d} J_{\rho}(u, \psi)=0\right\} .
$$

Theorem 7.1. Assume that

$$
\begin{equation*}
\rho_{*}>1 \text { is not a bifurcation point of }\left(\mathrm{EL}_{0}\right) \text {. } \tag{*}
\end{equation*}
$$

Then there exist a number $\varepsilon_{1}>0$ and two relative open neighborhoods $U_{\rho_{*} \pm \varepsilon_{1}}$ of $\theta=(0,0)$ in the corresponding sub-levels:

$$
U_{\rho_{*} \pm \varepsilon_{1}} \subset\left\{(u, \psi) \in \bar{N}_{\rho_{*} \pm \varepsilon_{1}}: J_{\rho_{*} \pm \varepsilon_{1}}(u, \psi) \leq 0\right\}
$$

such that $U_{\rho_{*}-\varepsilon_{1}}$ is homeomorphic to $U_{\rho_{*}+\varepsilon_{1}}$.
We will assume hypothesis $\left(^{*}\right)$ until the proof of the above theorem, and we will take $\delta>0$ and $\varepsilon>0$ sufficiently small such that there are no non-trivial critical points of $J_{\rho}$ in the neighborhood $B_{\delta}(\theta) \cap \bar{N}_{\rho}$ for any $\rho \in\left[\rho_{*}-\varepsilon, \rho_{*}+\varepsilon\right]$. Such neighborhoods can of course be shrunk later if necessary.

Before the proof we need to state several lemmas. We remark again that this result may be viewed as a nonlinear version of Krasnosel'skii Theorem and the proof goes in the spirit of [37].

Introduce the following vector fields on $B_{\delta}(\theta) \cap \bar{N}_{\rho}$ :

$$
\begin{aligned}
& Y_{j}(u)=\left((1-\Delta)^{-1}\left(x^{j} e^{2 u}\right), 0\right), \quad j=1,2,3 ; \\
& Z_{k}(u, \psi ; \rho)=\left((1-\Delta)^{-1}\left(\left\langle\not D \psi-\rho e^{u} \psi, \delta_{u} \varphi_{k}(u)\right\rangle-\rho e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle\right),\right. \\
& \left||D|^{-1}\left(\not D \varphi_{k}(u)-\rho e^{u} \varphi_{k}(u)\right)\right), \quad k<0 ; \\
& W(u, \psi ; \rho)=\left((1-\Delta)^{-1}\left(2 e^{2 u}+\rho e^{u}|\psi|^{2}\right),|D|^{-1}\left(2 \rho e^{u} \psi\right)\right) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& (1-\Delta)^{-1} x^{j}=\frac{1}{3} x^{j}, \quad j=1,2,3 ; \\
& \left||D|^{-1}\left(e^{u} \varphi_{k}(u)\right)=\frac{1}{\lambda_{k}(u)} \varphi_{k}(u), \quad \forall k<0,\right.
\end{aligned}
$$

with $\lambda_{k}(u)=\lambda_{k}(0)+o(1)$ for $u$ small, according to the analytic dependence of the eigenvalues on the parameter $u$.

Lemma 7.1. There exist $\varepsilon>0$ and $\delta>0$ such that in the ball $B_{\delta}(\theta) \subset H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S)$ the above vector fields are linearly independent, for each $\rho \in\left[\rho_{*}-\varepsilon, \rho_{*}+\varepsilon\right]$.

Proof. We can estimate the following inner products as:

$$
\begin{aligned}
&\left\langle Y_{j}, Y_{i}\right\rangle= \int_{\mathrm{S}^{2}}(1-\Delta)^{-1}\left(x^{j} e^{2 u}\right) \cdot x^{i} e^{2 u} \mathrm{~d} v o l \\
&= \int_{\mathrm{S}^{2}}(1-\Delta)^{-1}\left(x^{j}+2 u x^{j}+o(u)\right) \cdot\left(x^{i}+2 u x^{i}+o(u)\right) \mathrm{d} v o l \\
&= \int_{\mathrm{S}^{2}} \frac{1}{3} x^{j} \cdot x^{i} \mathrm{~d} v o l+O(\|u\|) \\
&= \frac{4 \pi}{9} \delta_{i j}+O(\|u\|) ; \\
& \begin{aligned}
&\left\langle Z_{k}, Z_{l}\right\rangle= \int_{\mathrm{S}^{2}}(1-\Delta)^{-1}\left(\left\langle\not D \psi-\rho e^{u} \psi, \delta_{u} \varphi_{k}(u)\right\rangle-\rho e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle\right) \\
& \quad \cdot\left(\left\langle\not D \psi-\rho e^{u} \psi, \delta_{u} \varphi_{l}(u)\right\rangle-\rho e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle\right) \mathrm{d} v o l \\
&= O\left(\|\psi\|^{2}\right)+\int_{S^{2}}\left\langle\frac{\lambda_{k}(u)-\rho}{\lambda_{k}(u)} \varphi_{k}(u),\left(\lambda_{l}(u)-\rho\right) e^{u} \varphi_{l}(u)\right\rangle \mathrm{d} v o l \\
&= \frac{\left(\lambda_{k}(u)-\rho\right)\left(\lambda_{l}-\rho\right)}{\lambda_{k}(u)} \delta_{k l}+O\left(\|\psi\|^{2}\right) ; \\
&\left.\left.\quad \int_{S^{2}}\langle | D\right|^{-1}\left(D D \varphi_{k}(u)-\rho e^{u} \varphi_{k}(u)\right),\left(D \varphi_{l}-\rho e^{u} \varphi_{l}(u)\right)\right\rangle \mathrm{d} v o l \\
&\langle W, W\rangle= \int_{\mathrm{S}^{2}}(1-\Delta)^{-1}\left(2 e^{2 u}+e^{u}|\psi|^{2}\right) \cdot\left(2 e^{2 u}+\rho e^{u}|\psi|^{2}\right) \mathrm{d} v o l \\
&\left.\quad+\left.\int_{S^{2}}\langle | D D\right|^{-1}\left(2 \rho e^{u} \psi\right), 2 \rho e^{u} \psi\right\rangle \mathrm{d} v o l
\end{aligned} \\
&=4+O\left(\|u\|+\|\psi\|^{2}\right) ;
\end{aligned}
$$

$$
\begin{aligned}
\left\langle Y_{j}, Z_{k}\right\rangle & =\int_{\mathrm{S}^{2}}(1-\Delta)^{-1}\left(x^{j} e^{2 u}\right) \cdot\left(\left\langle\not D \psi-\rho e^{u} \psi, \delta_{u} \varphi_{k}(u)\right\rangle-\rho e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle\right) \mathrm{d} v o l=O(\|\psi\|) ; \\
\left\langle Y_{j}, W\right\rangle & =\int_{\mathrm{S}^{2}}(1-\Delta)^{-1}\left(x^{j} e^{2 u}\right)\left(-\rho e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle\right) \mathrm{d} v o l=O(\|\psi\|) ; \\
\left\langle Z_{k}, W\right\rangle & =O(\|\psi\|) .
\end{aligned}
$$

As a consequence of the last formulas, for $(u, \psi) \in B_{\delta}(\theta)$ with $\delta$ small, the above vector fields are linearly independent.

Introduce the $\rho$-independent functionals

$$
\begin{aligned}
& J^{1}(u, \psi):=\int_{\mathrm{S}^{2}}|\nabla u|^{2}+2 u+1-e^{2 u}+2\langle\not D \psi, \psi\rangle \mathrm{d} v o l, \\
& J^{2}(u, \psi):=\int_{\mathrm{S}^{2}} 2 e^{u}|\psi|^{2} \mathrm{~d} v o l .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
& J_{\rho}(u, \psi)=J^{1}(u, \psi)-\rho J^{2}(u, \psi), \\
& \mathrm{d} J_{\rho}(u, \psi)[v, h]=\mathrm{d} J^{1}(u, \psi)[v, h]-\rho \mathrm{d} J^{2}(u, \psi)[v, h] .
\end{aligned}
$$

The unconstrained gradients of the $J^{i \prime}$ s are

$$
\begin{aligned}
& \operatorname{grad} J^{1}(u, \psi)=\left(2(1-\Delta)^{-1}\left(-\Delta u+1-e^{2 u}\right), 4|\nmid|^{-1}(\not D \psi)\right), \\
& \operatorname{grad} J^{2}(u, \psi)=\left(2(1-\Delta)^{-1}\left(e^{u}|\psi|^{2}\right), 4 \mid \square \nmid^{-1}\left(e^{u} \psi\right)\right) .
\end{aligned}
$$

To find a deformation of the sub-levels, we will focus on the level sets $\left\{J_{\rho}=0\right\}$ with $\rho$ close to $\rho_{*}$, as it is done in the classical Morse theory. More precisely, for $\delta>0$ and $\varepsilon>0$ small, let

$$
\begin{aligned}
& \Omega:=\left\{(u, \psi ; \rho):(u, \psi) \in \bar{N}_{\rho}, \psi \neq 0, J_{\rho}(u, \psi)=0\right\}, \\
& \Omega_{\varepsilon}:=\left\{(u, \psi ; \rho) \in \Omega: \rho \in\left[\rho_{*}-\varepsilon, \rho_{*}+\varepsilon\right]\right\}, \\
& M_{\varepsilon}:=P\left(\Omega_{\varepsilon}\right),
\end{aligned}
$$

where $P: H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S) \times \mathbb{R} \rightarrow H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S)$ is the projection onto the first two factors. Note that $(u, \psi) \in M_{\varepsilon}$ implies that for some unique $\rho \in\left[\rho_{*}-\varepsilon, \rho_{*}+\varepsilon\right]$ such that $J_{\rho}(u, \psi)=0$ and $\psi \neq 0$. In this case we will use $\rho(u, \psi)$ to denote the dependence whenever $(u, \psi) \in$ $M_{\varepsilon} \cap B_{\delta}(\theta)$. For $u \in H^{1}\left(S^{2}\right)$ we will write $u=\widehat{u}+\bar{u}$, where $\bar{u}$ is its average.
Lemma 7.2. Let $(u, \psi) \in B_{\delta}(\theta) \cap M_{\varepsilon}$. Suppose $J^{2}(u, \psi)=8 \pi r>0$ with $r \ll \varepsilon<\delta$. Then, there exists a constant $C>0$ such that

$$
\|\nabla \bar{u}\|_{L^{2}}^{2}+|\bar{u}|+\|\psi\|_{H^{\frac{1}{2}}}^{2} \leq C r .
$$

Proof. By definition, there exists $\rho \in\left[\rho_{*}-\varepsilon, \rho_{*}+\varepsilon\right]$ such that $(u, \psi) \in \bar{N}_{\rho}$ and $J_{\rho}(u, \psi)=0$. In particular by assumption

$$
f_{\mathrm{S}^{2}} e^{2 u} \mathrm{~d} v o l=1-\rho f_{\mathrm{S}^{2}} e^{u}|\psi|^{2} \mathrm{~d} v o l=1-\rho r
$$

By Jensen's inequality,

$$
e^{2 \bar{u}} \leq f_{\mathrm{S}^{2}} e^{2 u} \mathrm{~d} v o l=1-\rho r,
$$

thus $\bar{u} \leq 0$. On the other hand, since $C . M .\left(e^{2 u}\right)=0$, an improved Moser-Trudinger inequality in [21] implies

$$
1-\rho r=f_{\mathrm{S}^{2}} e^{2 u} \mathrm{~d} v o l \leq \exp \left(\frac{1}{2} f_{\mathrm{S}^{2}}|\nabla u|^{2} \mathrm{~d} v o l+2 \bar{u}\right) .
$$

The condition $J_{\rho}(u, \psi)=0$ implies

$$
\begin{equation*}
f_{\mathrm{S}^{2}}|\nabla u|^{2}+2\langle\not D \psi, \psi\rangle \mathrm{d} v o l=\rho r-2 \bar{u} . \tag{7.1}
\end{equation*}
$$

Moreover, since $G_{2, k}(u, \psi)=0$ for all $k<0$, the Dirac part is non-negative, and hence

$$
f_{S^{2}}|\nabla u|^{2} \mathrm{~d} v o l \leq \rho r-2 \bar{u} .
$$

It follows that

$$
1-\rho r \leq \exp \left(\frac{1}{2} \rho r+\bar{u}\right),
$$

which gives a lower bound on $\bar{u}$ :

$$
\bar{u} \geq \ln (1-\rho r)-\frac{1}{2} \rho r \geq-2 \rho r
$$

Therefore $|\bar{u}| \leq 2 \rho r$ so by (7.1) we see that $f_{S^{2}}|\nabla u|^{2}$ dvol $\leq 5 \rho r$, and

$$
\begin{equation*}
f_{\mathrm{S}^{2}}\left\langle D \overline{ }{ }^{2}, \psi\right\rangle \mathrm{d} v o l \leq 5 \rho r . \tag{7.2}
\end{equation*}
$$

In terms of the weighted basis $\left\{\varphi_{j}(u)\right\}$ introduced in Section 4, we can write

$$
\psi=\sum_{j>0} a_{j}(u, \psi) \varphi_{j}(u)
$$

with $a_{j}(u, \psi) \in \mathbb{R}$ being the coefficients of the expansion, and $\left(a_{j}(u, \psi)\left|\lambda_{j}(u)\right|^{1 / 2}\right)_{j} \in \ell^{2}$. Then (7.2) implies

$$
0 \leq \sum_{j>0} a_{j}(u, \psi)^{2} \lambda_{j}(u) \leq 20 \pi \rho r .
$$

Since $\|u\|_{H^{1}}^{2} \leq C \rho r$ we have $\lambda_{j}(u)$ close to $\lambda_{j}(0)$. It follows that $\|\psi\|_{H^{\frac{1}{2}(S)}}^{2} \leq C \rho r$.

Lemma 7.3. For $\delta$ and $\varepsilon$ small, grad $J^{2}$ is linearly independent of $Y_{j}$ 's, $Z_{k}$ 's and $W$ on $M_{\varepsilon} \cap B_{\delta}(\theta)$.
Proof. Suppose that

$$
\operatorname{grad} J^{2}=\sum_{j=1}^{3} \alpha_{j} Y_{j}+\sum_{k<0} \mu_{k} Z_{k}+\tau W,
$$

namely

$$
\begin{aligned}
& 2 e^{u}|\psi|^{2}=\sum_{j=1,2,3} \alpha_{j} x^{j} e^{2 u}+\sum_{k<0} \mu_{k}\left(\left\langle\not D \psi-\rho e^{u} \psi, \Delta_{u} \varphi_{k}(u)\right\rangle-\rho e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle\right)+\tau\left(2 e^{2 u}+\rho e^{u}|\psi|^{2}\right), \\
& 4 e^{u} \psi=\sum_{k<0} \mu_{k}\left(\not D \varphi_{k}(u)-\rho e^{u} \varphi_{k}(u)\right)+2 \tau \rho e^{u} \psi .
\end{aligned}
$$

Testing the equation for the spinor against $\varphi_{l}(u)$, we see that $\mu_{l}=0$ for each $l<0$. Since $\psi \neq 0$, we conclude from the spinor equation that $\rho \tau=2$. Then testing the scalar component of the equation against the constant function 1 we see that $\tau=0$, a contradiction.

Lemma 7.4. Assume $\left(^{*}\right)$ holds. For $\delta$ and $\varepsilon$ small, grad $J^{1}$ is linearly independent of grad $J^{2}$ and of $Y_{j} ' s, Z_{k}^{\prime}$ 's and $W$ on $M_{\varepsilon} \cap B_{\delta}(\theta)$.
Proof. Suppose that

$$
\operatorname{grad} J^{1}=\lambda \operatorname{grad} J^{2}+\sum_{j=1}^{3} \alpha_{j} Y_{j}+\sum_{k<0} \mu_{k} Z_{k}+\tau W,
$$

for some $\lambda, \alpha_{j}, \mu_{k}, \tau \in \mathbb{R}$. Expressed in components, we have

$$
\begin{aligned}
& \begin{array}{l}
2\left(-\Delta u+1-e^{2 u}\right)=2 \lambda e^{u}|\psi|^{2}+\sum_{j=1,2,3} \alpha_{j} x^{j} e^{2 u} \\
\quad+\sum_{k<0} \mu_{k}\left(\left\langle\not D \psi-\rho e^{u} \psi, \Delta_{u} \varphi_{k}(u)\right\rangle-\rho e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle\right)+\tau\left(2 e^{2 u}+\rho e^{u}|\psi|^{2}\right), \\
4 D D \psi
\end{array}=4 \lambda e^{u} \psi+\sum_{k<0} \mu_{k}\left(\not D \varphi_{k}(u)-\rho e^{u} \varphi_{k}(u)\right)+2 \tau \rho e^{u} \psi .
\end{aligned}
$$

Testing the spinor equation against $\varphi_{k}(u)$ we find that $\mu_{k}=0$ for all $k<0$. Then testing the scalar equation against the constant function 1 , noting that $G_{1}(u)=0$ and $G_{3}(u, \psi)=0$, we have

$$
\begin{equation*}
2 \rho \int_{\mathrm{S}^{2}} e^{u}|\psi|^{2} \mathrm{~d} v o l=2 \lambda \int_{\mathrm{S}^{2}} e^{u}|\psi|^{2} \mathrm{~d} v o l+\tau \int_{\mathrm{S}^{2}} 1+e^{2 u} \mathrm{~d} v o l . \tag{7.3}
\end{equation*}
$$

Since $(u, \psi) \in B_{\delta}(\theta)$ and $\delta$ is small, we conclude that $\tau=0$. Then we are in a situation similar to that of Lemma 4.2. The same argument via Möbius invariance implies that $\alpha_{j}=0$ for $j=1,2,3$. Now since $\psi \neq 0$, (7.3) implies $\lambda=\rho$. Thus $(u, \psi) \in \bar{N}_{\rho}$ is a non-trivial critical point of $\bar{N}_{\rho}$, contradicting hypothesis (*).

The vector fields $Y_{j}{ }_{j}$ s, $Z_{k}$ 's and $W$ form a local frame for the normal bundle $T^{\perp} \bar{N}_{\rho}$ on $B_{\delta}(\theta) \cap \bar{N}_{\rho}$, which are almost orthogonal. We denote the tangent parts of the gradients of $J^{i},(i=1,2)$, by $\nabla^{\bar{N}_{\rho}} J^{i}$. Next we show that the latter constrained gradients are not collinear in a uniform sense wherever $J^{2}(u, \psi)$ is strictly away from zero. The collinearity of the two constrained gradients is measured by the determinant of the following matrix

$$
\left(\begin{array}{ll}
\left\langle\nabla^{\bar{N}_{\rho}} J^{1}(u, \psi), \nabla^{\bar{N}_{\rho}} J^{1}(u, \psi)\right\rangle & \left\langle\nabla^{\bar{N}_{\rho}} J^{1}(u, \psi), \nabla^{\bar{N}_{\rho}} J^{2}(u, \psi)\right\rangle \\
\left\langle\nabla^{\bar{N}_{\rho}} J^{2}(u, \psi), \nabla^{\bar{N}_{\rho}} J^{1}(u, \psi)\right\rangle & \left\langle\nabla^{\bar{N}_{\rho}} J^{2}(u, \psi), \nabla^{\bar{N}_{\rho}} J^{2}(u, \psi)\right\rangle
\end{array}\right),
$$

which is

$$
\operatorname{det}\left(J^{1}, J^{2}\right)(u, \psi ; \rho) \equiv\left\|\nabla^{\bar{N}_{\rho}} J^{1}(u, \psi)\right\|^{2}\left\|\nabla^{\bar{N}_{\rho}} J^{2}(u, \psi)\right\|^{2}-\left\langle\nabla^{\bar{N}_{\rho}} J^{1}(u, \psi), \nabla^{\bar{N}_{\rho}} J^{2}(u, \psi)\right\rangle^{2}
$$

and it is non-negative by the Cauchy-Schwarz inequality. Recall that in $M_{\varepsilon} \cap B_{\delta}(\theta), \psi \neq 0$ and hence $J^{2}(u, \psi) \neq 0$ and $\operatorname{grad} J^{2}(u, \psi) \neq 0$. Thus we can write

$$
\operatorname{det}\left(J^{1}, J^{2}\right)(u, \psi, \rho)=\left\|\nabla^{\bar{N}_{\rho}} J^{2}(u, \psi)\right\|^{2}\left\|\nabla^{\bar{N}_{\rho}} J^{1}(u, \psi)-\left\langle\nabla^{\bar{N}_{\rho}} J^{1}, \frac{\nabla^{\bar{N}_{\rho}} J^{2}}{\left\|\nabla^{\bar{N}_{\rho}} J^{2}\right\|}\right\rangle \frac{\nabla^{\bar{N}_{\rho}} J^{2}}{\left\|\nabla^{\bar{N}_{\rho}} J^{2}\right\|}(u, \psi)\right\|^{2} .
$$

We deal with the right-hand sides separately.
Lemma 7.5. There exists a modulus of continuity $\kappa:[0, \delta] \rightarrow[0,1]$ such that

$$
\left\|\nabla^{\bar{N}_{\rho}} J^{2}(u, \psi)\right\|^{2} \geq \kappa\left(J^{2}(u, \psi)\right)
$$

Proof. We first claim that for each $0<r<\delta$,

$$
\widetilde{\mathcal{K}}(r):=\inf _{\substack{(u, \psi) \in M_{\varepsilon} \cap B_{\delta}(\theta) \\ J^{2}(u, \psi)=r}}\left\|\nabla^{\bar{N}_{\rho}} J^{2}(u, \psi)\right\|^{2}>0
$$

Otherwise, there would exist $\rho_{n} \in\left[\rho_{*}-\varepsilon, \rho_{*}+\varepsilon\right]$ and $\left(u_{n}, \psi_{n}\right) \in \bar{N}_{\rho_{n}}$ with $J_{\rho_{n}}\left(u_{n}, \psi_{n}\right)=0$ and

$$
J^{2}\left(u_{n}, \psi_{n}\right)=\int_{\mathrm{S}^{2}} e^{u_{n}}\left|\psi_{n}\right|^{2} \mathrm{~d} v o l=r, \quad\left\|\nabla^{\bar{N}_{\rho_{n}}} J^{2}\left(u_{n}, \psi_{n}\right)\right\| \rightarrow 0
$$

This means that there exist $\alpha_{n, j} \in \mathbb{R}$ and $\mu_{n, k} \in \mathbb{R}$ and $\tau_{n} \in \mathbb{R}$ such that

$$
\begin{aligned}
& 2 e^{u_{n}}\left|\psi_{n}\right|^{2}-\sum_{j=1}^{3} \alpha_{n, j} x^{j} e^{2 u}-\sum_{k<0} \mu_{n, k}\left(\left\langle\not D \psi_{n}-\rho e^{u_{n}} \psi_{n}, \delta_{u} \varphi_{k}\left(u_{n}\right)\right\rangle-\rho_{n} e^{u_{n}}\left\langle\psi_{n}, \varphi_{k}\left(u_{n}\right)\right\rangle\right) \\
& \quad-\tau_{n}\left(2 e^{2 u_{n}}+\rho_{n} e^{u_{n}}\left|\psi_{n}\right|^{2}\right)=a_{n} \rightarrow 0 \quad \text { in } H^{-1}\left(S^{2}\right), \\
& 4 e^{u_{n}} \psi_{n}-\sum_{k<0} \mu_{n, k}\left(D \varphi_{k}\left(u_{n}\right)-\rho_{n} e^{u_{n}} \varphi_{k}\left(u_{n}\right)\right)-2 \tau_{n} \rho_{n} e^{u_{n}} \psi_{n}=b_{n} \rightarrow 0 \quad \text { in } H^{-\frac{1}{2}}(S) .
\end{aligned}
$$

Reasoning as in Section 5 we can show that the Lagrange multipliers are uniformly bounded. By passing to a subsequence we can extract weakly convergent subsequences such that at the weak limit $\left(u_{\infty}, \psi_{\infty}\right)$ the constrained gradient vanishes, i.e. $\nabla^{\bar{N}_{\rho}} J^{2}\left(u_{\infty}, \psi_{\infty}\right)=$ 0 . However,

$$
\int_{\mathrm{S}^{2}} e^{u_{\infty}}\left|\psi_{\infty}\right|^{2} \mathrm{~d} v o l=\lim _{n \rightarrow \infty} \int_{\mathrm{S}^{2}} e^{u_{n}}\left|\psi_{n}\right|^{2} \mathrm{~d} v o l=r
$$

due to the compactness of the Rellich embedding and Moser-Trudinger embedding. This contradicts Lemma 7.3. Thus the claim is confirmed.

The function $\widetilde{\mathcal{K}}(r)$ defined above might not be continuous and monotonically nondecreasing, but at each $0<r<\delta$ we may always replace the value $\widetilde{\kappa}(r)$ by a smaller one to obtain a continuous, monotonically non-decreasing function $\kappa$, as desired.

It remains to deal with

$$
P_{2}^{\perp}\left(\nabla^{\bar{N}_{\rho}} J^{1}\right)(u, \psi) \equiv \nabla^{\bar{N}_{\rho}} J^{1}(u, \psi)-\left\langle\nabla^{\bar{N}_{\rho}} J^{1}, \frac{\nabla^{\bar{N}_{\rho}} J^{2}}{\left\|\nabla^{\bar{N}_{\rho}} J^{2}\right\|}\right) \frac{\nabla^{\bar{N}_{\rho}} J^{2}}{\left\|\nabla^{\bar{N}_{\rho}} J^{2}\right\|}(u, \psi) .
$$

Lemma 7.6. There exists a modulus of continuity $\sigma:[0, \delta] \rightarrow[0,1]$ such that

$$
\left\|P_{2}^{\perp}\left(\nabla^{\bar{N}_{\rho}} J^{1}\right)(u, \psi)\right\|^{2} \geq \sigma\left(J^{2}(u, \psi)\right), \quad \forall(u, \psi) \in B_{\delta}(\theta) \cap M_{\varepsilon}
$$

Proof. The proof is similar to the previous one, so we omit the details. One can first show that the Lagrange multipliers are uniformly bounded as in Section 5, and then pass to weakly convergent subsequences: this time the weak limits contradict Lemma 7.4.

Summing-up, we obtained that on $M_{\varepsilon} \cap B_{\delta}(\theta)$,

$$
\begin{equation*}
\operatorname{det}\left(J^{1}, J^{2}\right)(u, \psi ; \rho) \geq(\kappa \cdot \sigma)\left(\int_{\mathrm{S}^{2}} 2 e^{u}|\psi|^{2} \mathrm{~d} v o l\right)>0 \tag{7.4}
\end{equation*}
$$

Lemma 7.7. Assume ( ${ }^{*}$ ) holds. Then, for $\delta$ and $\varepsilon$ small, there exists a $C^{1}$-vector field $X=$ $\left(X_{u}, X_{\psi}\right) \in H^{1}\left(S^{2}\right) \times H^{\frac{1}{2}}(S)$ on $M_{\varepsilon} \cap B_{\delta}(\theta)$ such that

$$
\begin{aligned}
& \left\langle X, \operatorname{grad} J^{1}\right\rangle=J^{2}(u, \psi)=\int_{\mathrm{S}^{2}} 2 e^{u}|\psi|^{2} \mathrm{~d} v o l, \quad\left\langle X, \operatorname{grad} J^{2}\right\rangle=0, \\
& \left\langle X, Y_{j}\right\rangle=0, \quad \forall j=1,2,3 \\
& \left\langle X, Z_{k}\right\rangle=\int_{\mathrm{S}^{2}} e^{u}\left\langle\psi, \varphi_{k}(u)\right\rangle \mathrm{d} v o l=0, \quad \forall k<0, \\
& \langle X, W\rangle=\int_{\mathrm{S}^{2}} e^{u}|\psi|^{2} \text { dvol. }
\end{aligned}
$$

Proof. At each $(u, \psi) \in M_{\varepsilon}$, we need to solve a linear system with the coefficient-matrix being non-degenerate, due to the above lemmas. Such a system can thus be uniquely solved in the space

$$
\operatorname{Span}_{\mathbb{R}}\left\{\operatorname{grad} J^{1}, \operatorname{grad} J^{2}, Y_{j}^{\prime} \mathrm{s}, Z_{k}^{\prime} \mathrm{s}, W\right\}
$$

Since the coefficients of these linear systems depend on $(u, \psi)$ in the $C^{1}$ sense, so does the solution $X(u, \psi)$.

In the sequel we denote by $X(u, \psi ; \rho)$ the unique vector field from the above lemma, which has a decomposition

$$
X(u, \psi ; \rho)=X^{\top}(u, \psi ; \rho)+X^{\perp}(u, \psi ; \rho) \in T_{(u, \psi)} \bar{N}_{\rho} \oplus T_{(u, \psi)}^{\perp} \bar{N}_{\rho} .
$$

Then, explicitly, at $(u, \psi) \in \bar{N}_{\rho}$,

$$
\begin{equation*}
X^{\top}(u, \psi ; \rho)=J^{2}(u, \psi) \frac{\left\|\nabla^{\bar{N}_{\rho}} J^{2}(u, \psi ; \rho)\right\|^{2}}{\operatorname{det}\left(J^{1}, J^{2}\right)(u, \psi ; \rho)} P_{2}^{\perp}\left(\nabla^{\bar{N}_{\rho}} J^{1}(u, \psi)\right) \tag{7.5}
\end{equation*}
$$

and up to higher order terms,

$$
X^{\perp}(u, \psi ; \rho)=\frac{\int_{\mathrm{S}^{2}} e^{u}|\psi|^{2} \mathrm{~d} v o l}{\|W\|^{2}} W+O(\|u\|+\|\psi\|) .
$$

Now let $0<2 \varepsilon_{1}<\varepsilon<\delta$, and take a cut-off function $\eta \in C_{c}^{\infty}([-\varepsilon, \varepsilon])$ such that $\eta \equiv 1$ on $\left[-2 \varepsilon_{1}, 2 \varepsilon_{1}\right]$. Then set

$$
\omega(u, \psi):=\eta\left(\rho_{*}-\frac{J^{1}(u, \psi)}{J^{2}(u, \psi)}\right) \cdot \eta\left(\|u\|^{2}+\|\psi\|^{2}\right) \quad \text { in }\left\{(u, \psi) \in B_{\delta}(\theta) \mid \psi \neq 0\right\} .
$$

Observe that, if $(u, \psi)$ with $\psi \neq 0$ satisfies $\omega(u, \psi) \neq 0$, then there exists a unique $\rho \in$ $\left[\rho_{*}-\varepsilon, \rho_{*}+\varepsilon\right]$ such that

$$
J_{\rho}(u, \psi)=J^{1}(u, \psi)-\rho J^{2}(u, \psi)=0,
$$

hence $(u, \psi) \in B_{\delta}(\theta) \cap M_{\varepsilon}$. We define a vector field $\widetilde{X}(u, \psi)$ on $B_{\delta}(\theta)$ by

$$
\widetilde{X}(u, \psi)= \begin{cases}\omega(u, \psi) X(u, \psi ; \rho) & \text { if } \psi \neq 0 \\ 0 & \text { if } \psi=0\end{cases}
$$

Consider the flow generated by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \rho}(u, \psi)=\widetilde{X}(u, \psi) . \tag{7.6}
\end{equation*}
$$

More precisely, for each $\left(u_{0}, \psi_{0}\right) \in B_{\delta}(\theta)$ there exist families of trajectories $(u(\rho), \psi(\rho))_{\rho \in \mathbb{R}}$ satisfying the following properties:

- If $\psi_{0}=0$, then $(u(\rho), \psi(\rho)) \equiv\left(u_{0}, \psi_{0}\right)$ for any $\rho \in \mathbb{R}$.
- If $\psi_{0} \neq 0$ and $\omega\left(u_{0}, \psi_{0}\right)=0$, then again $(u(\rho), \psi(\rho)) \equiv\left(u_{0}, \psi_{0}\right)$ for any $\rho \in \mathbb{R}$.
- If $\psi_{0} \neq 0$ and $\omega\left(u_{0}, \psi_{0}\right) \neq 0$, then as observed above, there exists a unique $\rho_{0} \in\left[\rho_{*}-\right.$ $\left.\varepsilon, \rho_{*}+\varepsilon\right]$ such that $J_{\rho_{0}}\left(u_{0}, \psi_{0}\right)=0$, then $(u(\rho), \psi(\rho))$ solves the ODE

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} \rho}(u(\rho), \psi(\rho))=\widetilde{X}(u(\rho), \psi(\rho)), \\
(u, \psi)_{\left.\right|_{\rho=\rho_{0}}}=\left(u_{0}, \psi_{0}\right) .
\end{array}\right.
$$

To see that the solution exists for all $\rho \in \mathbb{R}$, it suffices to show that the vector field $\widetilde{X}$ is of class $C^{1}$, bounded along the trajectory and that any trajectory segment has closure contained in the domain $B_{\delta}(\theta)$. Since

$$
\frac{\mathrm{d}}{\mathrm{~d} \rho} J^{2}(u(\rho), \psi(\rho))=\left\langle\operatorname{grad} J^{2}, \widetilde{X}\right\rangle(u, \psi)=\omega(u, \psi)\left\langle\operatorname{grad} J^{2}, X\right\rangle \equiv 0
$$

it follows that $J^{2}(u(\rho), \psi(\rho))=$ const. for any $\rho \in \mathbb{R}$ wherever the flow is defined. By (7.4) we see that $\widetilde{X}$ is of class $C^{1}$ and bounded along the trajectory. Consider the trajectory segment $\left\{(u(\rho), \psi(\rho)): \rho \in\left[\rho_{0}, b\right)\right\}$. Taking the limit $\rho \nearrow b$, the limit point evidently lies inside $B_{\delta}(\theta)$ since $\widetilde{X}$ vanishes on $B_{\delta}(\theta) \backslash B_{\varepsilon}(\theta)$. Hence, by [37, Lemma 1.1] the flow exists globally. Note that in this case the flow never stops at finite time, hence $(u(\rho), \psi(\rho)) \in \operatorname{supp}(\omega)$ and so $(u(\rho), \psi(\rho)) \in B_{\delta}(\theta) \cap M_{\varepsilon}$.

We will focus on those flow lines passing through the Nehari manifolds.
Lemma 7.8. Assume (*) holds and use the above notation.

1. In case $\psi_{0} \neq 0$ and $\omega\left(u_{0}, \psi_{0}\right) \neq 0$, if $\left(u_{0}, \psi_{0}\right) \in \bar{N}_{\rho_{0}}$ with $\rho_{0}$ satisfying $J_{\rho_{0}}\left(u_{0}, \psi_{0}\right)=0$, then the trajectory $(u(\rho), \psi(\rho))$ stays inside the manifold $N$, namely

- $G_{1}(u(\rho))=G_{1}\left(u_{0}\right)=0, \forall \rho \in \mathbb{R} ;$
- $G_{2, k}(u(\rho), \psi(\rho))=0, \forall \rho \in \mathbb{R}$ and $\forall k<0$.

2. In addition, if $\left(u_{0}, \psi_{0}\right) \in B_{\varepsilon_{1}}(\theta) \cap M_{\varepsilon_{1}}$, then for any $\rho \in\left[\rho_{*}-\varepsilon_{1}, \rho_{*}+\varepsilon_{1}\right]$ we have

- $G_{3}(u(\rho), \psi(\rho))=0$, and in particular $(u(\rho), \psi(\rho)) \in \bar{N}_{\rho}$;
- $J_{\rho}(u(\rho), \psi(\rho))=0$.

Proof. (1) In this case $\left(u_{0}, \psi_{0}\right) \in M_{\varepsilon} \cap B_{\delta}(\theta)$. For the conservation of $G_{1}^{i}(i=1,2,3)$ : we have $\mathrm{G}_{1}\left(u\left(\rho_{0}\right)\right)=0$, and

$$
\frac{\mathrm{d}}{\mathrm{~d} \rho} G_{1}^{i}(u(\rho))=\int_{\mathrm{S}^{2}} x^{i} e^{2 u(\rho)} \cdot 2 \frac{\mathrm{~d} u}{\mathrm{~d} \rho} \mathrm{~d} v o l=\omega(u(\rho), \psi(\rho))\left\langle Y_{i}, X\right\rangle \equiv 0 .
$$

Similarly, for each $k<0$ :

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} \rho} \int_{\mathrm{S}^{2}}\left\langle\not D \psi-\rho e^{u} \psi, \varphi_{k}(u(\rho))\right\rangle \mathrm{d} v o l \\
= & \omega(u(\rho), \psi(\rho))\left\langle X, Z_{k}\right\rangle-\int_{\mathrm{S}^{2}} e^{u(\rho)}\left\langle\psi(\rho), \varphi_{k}(u(\rho))\right\rangle \mathrm{d} v o l \\
= & -\frac{1}{\lambda_{k}(u(\rho))-\rho} \int_{\mathrm{S}^{2}}\left\langle\not D \psi-\rho e^{u(\rho)} \psi(\rho), \varphi_{k}(u(\rho))\right\rangle \mathrm{d} v o l,
\end{aligned}
$$

where we used the fact that $\left\langle X, Z_{k}\right\rangle=0$ for $(u, \psi) \in M_{\varepsilon} \cap B_{\delta}(\theta)$. Thus

$$
\frac{\mathrm{d}}{\mathrm{~d} \rho} G_{2, k}(u(\rho), \psi(\rho))=-\frac{1}{\lambda_{k}(u(\rho))-\rho} G_{2, k}(u(\rho), \psi(\rho))
$$

Since $\left\langle X, Z_{k}\right\rangle\left(u\left(\rho_{0}\right), \psi\left(\rho_{0}\right)\right)=0$ and $G_{2, k}\left(u\left(\rho_{0}\right), \psi\left(\rho_{0}\right)\right)=G_{2, k}\left(u_{0}, \psi_{0}\right)=0$, it follows that

$$
G_{2, k}(u(\rho), \psi(\rho)) \equiv 0, \quad \forall \rho \in \mathbb{R} .
$$

(2) If $J_{\rho_{0}}\left(u_{0}, \psi_{0}\right)=0$ for some $\rho_{0} \in\left[\rho_{*}-\varepsilon_{1}, \rho_{*}+\varepsilon_{1}\right]$ and $(u, \psi) \in B_{\varepsilon_{1}}(\theta)$, then

$$
\rho_{0}-\frac{J^{1}\left(u_{0}, \psi_{0}\right)}{J^{2}\left(u_{0}, \psi_{0}\right)}=0
$$

and $\omega\left(u_{0}, \psi_{0}\right)=1$. Hence there is a relatively open neighborhood $V$ of $\rho_{0}$ such that for $\rho \in V$, we have

$$
\omega(u(\rho), \psi(\rho))=1
$$

and as a consequence

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} \rho} G_{3}(u(\rho), \psi(\rho)) & =\langle\widetilde{X}, W\rangle-\int_{\mathrm{S}^{2}} e^{u(\rho)}|\psi(\rho)|^{2} \mathrm{~d} v o l=\langle X, W\rangle-\int_{\mathrm{S}^{2}} e^{u(\rho)}|\psi(\rho)|^{2} \mathrm{~d} v o l=0, \\
\frac{\mathrm{~d}}{\mathrm{~d} \rho} J_{\rho}(u(\rho), \psi(\rho)) & =\left\langle\operatorname{grad} J^{1}, \widetilde{X}\right\rangle-J^{2}(u(\rho), \psi(\rho))-\rho\left\langle\operatorname{grad} J^{2}, \widetilde{X}\right\rangle \\
& =\left\langle\operatorname{grad} J^{1}, X\right\rangle-J^{2}(u(\rho), \psi(\rho))=0 .
\end{aligned}
$$

Thus $\left\{\rho \in\left[\rho_{*}-\varepsilon_{1}, \rho_{*}+\varepsilon_{1}\right]: J_{\rho}(u(t), \psi(t))=0, G_{3}(u(\rho), \psi(\rho))=0\right\}$ is both an open and closed subset of $\left[\rho_{*}-\varepsilon_{1}, \rho_{*}+\varepsilon_{1}\right]$, hence it coincides with the whole interval.

Now we can use this flow to find a deformation of the local sub-level sets.

Proof of Theorem 7.1. Under the hypothesis ( ${ }^{*}$ ), choose $\varepsilon_{1}$ as above. Define the map

$$
\Phi:\left(B_{\varepsilon_{1}} \cap M_{\varepsilon_{1}}\right) \times \mathbb{R} \times \mathbb{R} \rightarrow B_{\delta}(\theta)
$$

by $\Phi\left(\left(u_{0}, \psi_{0}\right) ; \rho_{1}, \rho_{2}\right):=\left(u\left(\rho_{2}\right), \psi\left(\rho_{2}\right)\right)$, where $(u(\rho), \psi(\rho))$ is the flow generated by (7.6) with initial condition $\left(u\left(\rho_{1}\right), \psi\left(\rho_{1}\right)\right)=\left(u_{0}, \psi_{0}\right)$.

We claim that the map $\Phi$ is continuous. It is clearly continuous when $\psi \neq 0$ by the continuous dependence on the initial data, thus it remains to show that when $J^{2}(u, \psi)=8 \pi r$ is small, the flow stays close (in the spinor component) to the subspace $\{\psi=0\}$. Since the flow line stays inside the set $B_{\varepsilon_{1}}(\theta) \cap M_{\varepsilon_{1}}$, Lemma 7.2 guarantees that the set $B_{\varepsilon_{1}}(\theta) \cap M_{\varepsilon_{1}} \cap$ $\left\{J^{2}=8 \pi r\right\}$ is close to the origin, hence the flow is globally continuous and so is the map $\Phi$.

Consider the set

$$
U_{\rho_{*}-\varepsilon_{1}}:=B_{\varepsilon_{1}}(\theta) \cap J_{\rho_{*}-\varepsilon_{1}}^{0}
$$

then $\Phi\left((\because, \cdot) ; \rho_{*}-\varepsilon_{1}, \rho_{*}+\varepsilon_{1}\right)$ carries $U_{\rho_{*}-\varepsilon_{1}}$ to a relative neighborhood $U_{\rho_{*}+\varepsilon_{1}}$ of $\theta$ in $J_{\rho_{*}+\varepsilon_{1}}^{0}$, and the inverse map is given by $\Phi\left((\cdot,) ; \rho_{*}+\varepsilon_{1}, \rho_{*}-\varepsilon_{1}\right)$.

Proof of Theorem 1.1. Let $\rho_{*}=\lambda_{k} \in \operatorname{Spec}(\mathbb{D})$ for some $\lambda_{k}>1$. If $\rho_{*}$ is not a bifurcation point, then by Theorem 7.1, there are relatively open local neighborhoods $U_{\rho_{* \pm} \pm 1}$ in the sub-level sets of $J_{\rho_{ \pm \pm} \pm 1}$ respectively, which are homeomorphic to each other. Hence the local critical groups for $J_{\rho_{*} \pm \varepsilon_{1}}$ at $\theta$ should be isomorphic.

However, in Section 6 we have seen that the local critical groups at $\theta$ for $J_{\rho_{*}-\varepsilon}$ and $J_{\rho_{*}+\varepsilon_{1}}$ are different, which gives a contradiction.

## 8 Appendix: a conformal transformation

In this appendix we perform for the readers' convenience the explicit computation used in Section 4.

Consider the conformal transformation $\varphi_{t}: S^{2} \rightarrow S^{2}$ defined by the following formulas

where $\pi: S^{2} \rightarrow \mathbb{C}$ denotes the stereographic projection. Let us compute the curve $\vec{y}=\vec{y}(t)$. Note that

$$
|w|^{2}=\frac{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}{\left(1-x^{3}\right)^{2}} t^{2}
$$

thus

$$
\begin{aligned}
& y^{1}(t)=\frac{2}{1+|w|^{2}} \operatorname{Re}(w)=\frac{2 t x^{1}\left(1-x^{3}\right)}{t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)+\left(1-x^{3}\right)^{2}}, \\
& y^{2}(t)=\frac{2}{1+|w|^{2}} \operatorname{Im}(w)=\frac{2 t x^{2}\left(1-x^{3}\right)}{t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)+\left(1-x^{3}\right)^{2}}, \\
& y^{3}(t)=\frac{|w|^{2}-1}{|w|^{2}+1}=\frac{t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)-\left(1-x^{3}\right)^{2}}{t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)+\left(1-x^{3}\right)^{2}} .
\end{aligned}
$$

The $t$-derivatives are

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} y^{1}(t)=\frac{2 x^{1}\left(1-x^{3}\right)}{\left[t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)+\left(1-x^{3}\right)^{2}\right]^{2}}\left[\left(1-x^{3}\right)^{2}-t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)\right]=-\frac{1}{t} y^{1} y^{3}, \\
& \frac{\mathrm{~d}}{\mathrm{~d} t} y^{2}(t)=\frac{2 x^{2}\left(1-x^{3}\right)}{\left[t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)+\left(1-x^{3}\right)^{2}\right]^{2}}\left[\left(1-x^{3}\right)^{2}-t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)\right]=-\frac{1}{t} y^{2} y^{3}, \\
& \frac{\mathrm{~d}}{\mathrm{~d} t} y^{3}(t)=\frac{2 x^{1}\left(1-x^{3}\right)}{\left[t^{2}\left(\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}\right)+\left(1-x^{3}\right)^{2}\right]^{2}} \cdot 2\left(1-x^{3}\right)^{2} x=\frac{1}{t}\left(1-\left(y^{3}\right)^{2}\right) .
\end{aligned}
$$

Note that the gradient of the coordinate function $x^{3}$ (at the point $\vec{x} \in \mathrm{~S}^{2}$ ) is given by

$$
\begin{aligned}
\operatorname{grad} x^{3}(\vec{x}) & =\frac{\partial}{\partial x^{3}}-\left\langle\frac{\partial}{\partial x^{3}} \vec{x}\right\rangle_{\mathbb{R}^{3}} \quad \vec{x}=(0,0,1)-x^{3}\left(x^{1}, x^{2}, x^{3}\right) \\
& =\left(-x^{1} x^{3},-x^{2} x^{3}, 1-\left(x^{3}\right)^{2}\right) .
\end{aligned}
$$

Since $\left.\vec{y}\right|_{t=1}=\vec{x}$, we have

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=1} \varphi_{t}(\vec{x})=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=1} \vec{y}(t)=\operatorname{grad}\left(x^{3}\right) .
$$

Moreover,

$$
\begin{aligned}
& \left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=1} \operatorname{det}\left(\mathrm{~d} \varphi_{t}\right)=\operatorname{tr}\left(\left(\mathrm{d} \varphi_{t}\right)^{-1} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\mathrm{~d} \varphi_{t}\right)\right)_{t=1} \\
= & \left.\operatorname{trd}\left(\frac{\mathrm{d}}{\mathrm{~d} t} \varphi_{t}\right)\right|_{t=1}=\operatorname{div}\left(\operatorname{grad}\left(x^{3}\right)\right)=\Delta_{\mathrm{S}^{2}} x^{3} .
\end{aligned}
$$
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[^1]:    ${ }^{\dagger}$ The right-hand side is the projection of the unconstrained gradient of $J_{\rho}$ on the normal space at $(u, \psi) \in \bar{N}_{\rho}$, hence it is well-defined in the Hilbert space $H^{1} \times H^{\frac{1}{2}}$. In particular, the series on the right-hand side converges. The same remark applies also in the sequel.

