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Abstract

In the last two decades, several sky surveys in the optical/near-infrared allowed to the discovery
of over∼ 300 quasars when the Universe was less than 1 billion year old. These extremely bright
sources are thought to be powered by black holes gaining mass by accretion and merging, which
shine as bright Active Galacitc Nuclei (AGN). Spectroscopic follow-ups have estimated black
hole masses in the range of 108 − 1010 M�. The existence of these supermassive black holes
(SMBHs) challenge current theoretical models of black hole formation and evolution. They also
likely represent just the tip of the iceberg of the whole black hole populations at that epoch,
making the discovery of the underlying population and of their progenitors essential to better
understand their origin and evolution. Moreover, the birth and growth of these objects is also
thought to be strictly connected with the evolution of their host galaxies, making their study
deeply connected with the theories of structures formation and evolution.

Incredible progress in both the theoretical and observational sides in the latest years has sig-
nificantly improved our understanding of the these objects. On the observational side, several
facilities, such as the radio-interferometers ALMA and NOEMA, the Hubble Space Telescope
(HST), the X-ray telescope Chandra, have provided a large amount of high-quality data. On the
theoretical side, a lot of effort has been dedicated to perform sophisticated and computationally
expensive hydrodynamical simulations in a cosmological framework. However, these progresses
also increased the need for a tailored comparison between observations and theoretical predic-
tions.

Light from distant sources is affected by several processes before being collected by our in-
struments. For example, dust grains absorb UV/optical photons and emit in the infrared, signif-
icantly affecting the observational appearance of the first galaxies. Understanding and properly
taking into account the processes involved in the propagation of photons through a dusty medium
has become more and more important throughout the years as a bridge connecting observations
and theory. Radiative transfer calculations have been proved to be a fundamental tool to address
this problem, thanks to the possibility to compute the detailed propagation of photons in a wide
wavelength range, from the sub-millimeter band up to the X-rays, thus allowing the possibility
to make observational predictions of physical observable quantities from cosmological simu-
lations. Their importance is increasing as current facilities continue to provide exquisite data
and new science missions, such as the recently-launched James Webb Space Telescope (JWST),
and several observatories planned to operate in the next decade (e.g. ATHENA, AXIS, Origins,
Roman and Euclid). This development will be fundamental in order to shed light on the first
SMBHs in the Universe, as many questions are still unanswered. In particular:

• What are the physical properties of early SMBHs and their hosts?

• What are the spectral signatures of their progenitors?
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• How did the AGN activity affect the host galaxy?

In this Thesis, we tackle these questions by combining cosmological hydrodynamic simula-
tions which follow the evolution of early SMBHs with radiative transfer calculations, simulating
their emission in dusty galaxies. The Thesis is structured as follows:

• Chapter 1 contains a general overview of the cosmological context of the Thesis, with
a description of the standard cosmological model, a brief summary of the history of the
Universe and an introduction to the formation of the first structures.

• Chapter 2 introduces the Active Galactic Nuclei (AGN), their structure according to the
unified model and their multi-component emission. We also introduce the theoretical and
observational background regarding the formation and observation of the first black holes
(BHs).

• Chapter 3 is dedicated to dust. We overview the formation and evolution of interstellar
dust grains, their main role in shaping the emission of galaxies and main observational
properties in AGN.

• In Chapter 4 we provide a broad overview about modern cosmological hydrodynamic sim-
ulations, focusing on the different numerical techniques implemented. We then introduce
the hydrodynamic simulations we make use in the work presented in the following chap-
ters.

• In Chapter 5 we present the radiative transfer problem and the main numerical strategies
adopted to tackle it, focusing in particular on theMonte Carlo approach. We then introduce
the numerical setup we adopt with the code skirt in order to simulate AGN emission
within dust galaxies.

• In Chapter 6 we show our main results regarding the impact of AGN radiation on the dust
temperature in the host galaxy. We also investigate the signatures of AGN emission in the
infrared band in high-redshift galaxies and make predictions for upcoming mid-infrared
(MIR) facilities.

• In Chapter 7 we expand the discussion of the previous chapter, by investigating how the
AGN boosts the IR emission of its host galaxy, and affects the estimate of its star formation
rate (SFR).

• In Chapter 8 we study the dust properties, i.e. composition, abundance and grain size
distribution, in high-redshift quasars by comparing synthetic attenuation curves with ob-
served ones.

• In Chapter 9 we investigate the impact of AGN feedback on the host galaxy gas column
density and we make predictions for the X-ray emission.

• Finally, in Chapter 10 we summarise all our results and describe the future prospects.
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1General introduction

"The study of cosmology is a delicate dance betweenwhat we observe but do not fully understand
and what we fully understand but cannot observe" (Abraham Loeb). During the last century,
these two sides (what we know and what we observe) have come closer, thanks to enormous
progresses both in the theoretical modeling of our Universe and in the observation capabilities,
and yet the Universe continues to puzzle us as our journey is far from being over.

1.1 The cosmological model
At the beginning of the XX century, two major events completely changed our perception of the
Universe, and of our place within it. With one of its articles of 1905, Einstein revolutionized the
classic notion of space and time, which were thought to be universal concepts, by introducing
the theory of special relativity (Einstein, 1905). Later on, in 1916, he introduced the theory of
general relativity (Einstein, 1916), which describes the gravitational interaction connecting the
space-time geometry with the mass-energy distribution. Einstein’s theory of gravity is one of
the fundamental ingredients of modern cosmology.

In 1924 Hubble discovered that some of the so-called "nebulae", which were thought to re-
side inside the Milky Way since the original discovery by Messier towards the end of the 18th
century, were actually extra-galactic systems (Hubble, 1926a,b, 1929b). These observations re-
vealed that the Universe was much bigger than what previously thought. Not long after, in 1929,
he measured the radial velocity of the extra-galactic nebulae, finding a linear correlation with
their distance (Hubble, 1929a). This relation, known as the Hubble’s law (also called Hubble-
Lemaître law, recognizing the work by Georges Lemaître, who independently found the same
result) was the first observational evidence that leads to the theorizing of the cosmic expansion.

Another key discovery of the last century that leaded to the current cosmological model was
the discovery of the Cosmic Microwave Background (CMB) in 1965 (Penzias &Wilson, 1965),
which favoured the hypothesis of a hot, initial dense state of the Universe ("Hot Big Bang"
model), as opposed to a steady-state Universe, which was previously the leading model.

Since then, enormous progresses have been carried in the understanding of our Universe,
and in its mathematical description. The current cosmological model is built upon the following
three fundamental pillars:

• The homogeneous (Maartens, 2011, e.g.) and isotropic (Saadeh et al., 2016, e.g.) expan-
sion of the Universe;

• The existence of the Cosmic Microwave Background;



6 1.1. The cosmological model

• The abundance of elements, with a ∼ 75% mass-abundance in hydrogen and ∼ 25%
in Helium and traces of other light elements (D, 7Be, 7Li), which is remarkably uniform
throughout the Universe, suggesting a common origin on cosmological scale, the so-called
primordial nucleosynthesis (e.g. Alpher et al., 1948).

From a theoretical point of view, the standard cosmological model relies on two simple assump-
tions:

• The dynamics is regulated by the laws of the General Relativity.

• On sufficiently large scales, the Universe is homogeneous and isotropic, the so-called cos-
mological principle 1.

Originally, the assumption of a homogeneous and isotropic Universe was a simplification made
by Einstein to find a solution to its equations. Homogeneity means that the physical conditions
are the same in any point in space; isotropy means that the Universe appears the same for an
observer toward each direction, i.e., there is no privileged direction. These assumptions turn out
to be a good approximation of the Universe on the largest observable scales, with fluctuations
of the order of 10−5 around the average, as revealed since the first measurements of the CMB
radiation (Smoot et al., 1992).

In the formalism of the General Relativity, the space-time geometry can be expressed as:

ds2 = gµνdx
µdxν . (1.1)

Here ds represents the space-time interval between two events 2, dxµ = (cdt, dx, dy, dz) is a
four-dimensions vector, containing the time coordinate (re-scaled by the speed of light c) and
the three spatial coordinates, and gµν is themetric, which defines the actual space-time geometry.
For a photon, the space-time interval is ds = 0. For an homogeneous and isotropic Universe, the
space-time interval ds can be easily expressed in spherical coordinates by using the Friedmann-
Lemaître-Robertson-Walker (FLRW) metric:

ds2 = c2dt2 − a2(t)

[
dr2

1− kr2
+ r2dΩ2

]
, (1.2)

where a(t) is the cosmic scale factor, which describes the expansion of the Universe, and k is the
curvature, which is found to be essentially flat, i.e. k ≈ 0, by CMBmeasurements (de Bernardis
et al., 2000; Planck Collaboration et al., 2020).

The metric in eq. 1.2 enters in the Einstein’s field equations, which describe the dynamic of
the Universe:

Rµν −
1

2
gµνR =

8πG

c4
Tµν + Λgµν , (1.3)

where Rµν is the Ricci tensor, R is the curvature scalar, Tµν is the energy-momentum tensor,
Λ is the dark energy term or vacuum energy (originally introduced by Einstein as the cosmo-
logical constant), and G is the gravitational constant. Under the assumptions of homogeneity
and isotropy, the 16 equations in 1.3 reduce to 10 independent equations. They relate the local
space-time curvature expressed by the metric (left-hand side), with the matter-energy distribu-
tion expressed by the energy-momentum tensor and the dark energy term (right-hand side). The

1Amore rigorous formulation of the cosmological principle is the following: at any epoch, theUniverse appears
the same to all fundamental observers, regardless of their individual locations. A fundamental observer is in an
inertial system with respect to the CMB.

2A point in the space-time is called an event, and it is defined by one time coordinate and three spatial coordi-
nates.



1.1. The cosmological model 7

beauty of Einstein’s equations is that the dynamics of the matter is governed by the geometry,
which is in turn determined by the matter itself.

The cosmological constant was introduced by Einstein only at a second time, in order to allow
for a static solution to its equations for an homogeneous and isotropic Universe. This constant
corresponds to a source with a uniform energy density in space, which provides additional pres-
sure support against gravity contraction. However, when Hubble discovered that distant galaxies
were receding from us at a velocity proportional to their distance, thereby suggesting a Universe
in expansion, Einstein regretted the cosmological constant as his "biggest blunder". When at
the end of the XX century it was discovered that the expansion of the Universe is actually ac-
celerating (Perlmutter et al., 1998, 1999; Riess et al., 1998; Schmidt et al., 1998), cosmologists
re-evaluated the cosmological constant. Indeed, a constant, uniform energy density term in an
expanding Universe progressively increases its pressure support as long as the expansion pro-
ceeds, thereby accelerating the expansion. Today, the constant Λ also gives name to the current
standard cosmological model, the Λ-Cold Dark Matter (ΛCDM) model.

It is interesting to express the expansion of the Universe in the formalism of the FLRW
metric in eq. 1.2. The distance between two points in the space is given by r(t) = a(t)Rc,
where Rc is the comoving coordinate, i.e. the distance in a reference frame which follows the
Hubble expansion. The scale factor simply translated between the physical coordinates and the
comoving coordinates. The physical distance between the two points changes over time, and the
velocity by which they recede from each other is given by v = dr/dt = ȧ(t)Rc. We can then
relate the distance with the velocity, obtaining the Hubble’s law:

v =
ȧ(t)

a(t)
r = H(t)r, (1.4)

where H(t) ≡ ˙a(t)/a(t) is the Hubble constant. It is clear that the Hubble constant is a con-
stant in space, but not in time. Its present value, denoted with H0 according to the most recent
estimates from the CMB isH0 = 67.4± 0.5 km s−1 Mpc−1 (Planck Collaboration et al., 2020),
although there is a tension with local measurements (e.g. Riess et al., 2016). The Hubble con-
stant has the dimension of the inverse of a time: it corresponds to the expansion rate of the
Universe. Its inverse, 1/H(t) sets a fundamental time-scale of the Universe.

The expansion of the Universe alters the energy of photons as they travel in space. It can
be shown that cdt/a(t) is the same for a photon as it travels from a source since the time of its
emission t1 until its detection by us at t0:

dt1
a(t1)

=
dt0
a(t0)

dt0 =
a(t1)

a(t0)
dt0, (1.5)

that is: time intervals in the past appear shorter than the present day in an expanding Universe,
according to the ratio of the scale factor at the two epochs. Given that the frequency of a photon
scales as ν ∝ dt−1, the previous equation can also be expressed as:

ν1

ν0

=
λ0

λ1

=
a(t0)

a(t1)
, (1.6)

where λ is the wavelength of the photon. We can now introduce the redshift z as the relative
difference between the observed and emitted wavelengths of a photon:

z(t1) =
λ0 − λ1

λ0

, (1.7)
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which can be expressed as:

1 + z(t1) =
a(t0)

a(t1)
=

1

a(t1)
, (1.8)

using the convention a(t0) = 1. The redshift provides a convenient method to express both the
distance of objects and the time in the past at which we are observing them. The term redshift
brings its name by the effect just described regarding the photon energy: a photon reaching us
from a distance source is detected with a wavelength longer than the one it had at the time of its
emission, thereby its energy is shifted toward the red portion of the spectra.

The evolution of the Universe is profoundly regulated by the evolution of the scale factor
a(t). For an homogeneous and isotropic Universe, filled by a perfect fluid with density ρ and
pressure p, the scale factor evolves according to the Friedmann’s equations:(

ȧ

a

)2

=
8πG

3
ρ− kc2

a2
(1.9)

ä

a
= −4πG

3

(
ρ+

3p

c2

)
, (1.10)

which were first derived by Friedmann from the Einstein’s field equations (Friedmann, 1922).
Friedmann’s equations require to know the energy-density relation of the matter filling the Uni-
verse, which is expressed by an equation of state that relates the pressure p with the density ρ. A
simple form of the equation of state is p = wρc2, wherew can assume different values depending
on the type of the component:

• matter: Pm < 1
3
ρm, that is w < 1/3;

• radiation: Pr = 1
3
ρr, that is w = 1/3;

• vacuum energy: PΛ <
1
3
ρΛ, that is w = −1.

The vacuum energy term corresponds to a fluid with a negative pressure. From the second
Friedmann’s equation, we see that the pressure term is related with the second derivative of the
scale factor. A Universe in accelerating expansion, as found at the end of the XX century, has to
satisfy the condition ρ+ 3p/c2 < 0, that is w < −1/3, thereby implying the presence of a dark
energy term.

From the first Friedmann’s equation, we can also derive the critical density of the Universe,
that is the density (considering all the fluid components) necessary to have a flat Universe, that
is the curvature parameter k = 0:

ρc =
3H2

8πG
≈ 8.5× 10−30

(
H

H0

)2

. (1.11)

We can then rewrite the first Friedmann’s equation by considering the three energy-components
contributing to ρ, and rescaling them with the present-day critical density ρc,0:

H(t)

H0

=
√

Ωm + Ωr + ΩΛ, (1.12)

where we have defined Ωi = ρi/ρc,0 for each component, and ρΛ = Λ/(8πG). Finally, we can
express each component in terms of its present-day value, considering their scaling with the
scale factor. For the matter, the energy density scales with the volume as ρm ∝ a−3; for the
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Ωm,0 ΩΛ,0 Ωb,0h
2 h ns σ8

0.321 0.679 0.02212 0.6688 0.8118 0.9626

Table 1.1: The basic set of cosmological parameters in the standard ΛCDM cosmology model. Here Ωm,0 is the
matter density, ΩΛ,0 is the dark energy density, Ωb,0 is the baryonic density, h is the Hubble constant in units of
100 km s−1 Mpc−1, ns is the scalar spectral index of the primordial fluctuations and σ8 represents the present-day
fluctuation on scales ofR = 8 h−1 Mpc (see Section 1.3 for these two parameters). Data from Planck Collaboration
et al. (2020).

radiation it scales ρm ∝ a−4 (the additional power comes from the frequency redshift); for the
dark energy ρΛ ∝ a0. With this substitutions, the previous equation becomes:

H(t)

H0

=

√
Ωm,0

a3
+

Ωr,0

a4
+ ΩΛ,0. (1.13)

This equation describes the evolution of the Universe in terms of the matter-energy components
that fill it. Today wemeasureΩm,0 = 0.315±0.007 andΩΛ,0 = 0.685±0.007. These parameters
are essential in order to understand the history of our Universe, and they are indeed part of the
basic sets of parameters of the standard cosmological model, some of which are summarised in
Table 1.1.

It is interesting to note that the matter content of the Universe is consistent with the critical
density, i.e. Ωm,0 + +Ωr,0 + ΩΛ,0 ≈ 1, within the errors on the measure. From the Friedmann’s
equations, this implies k = 0, that is: our Universe is essentially flat.

Eq. 1.13 also shows that in different epochs during the evolution of the Universe, a different
matter-energy component regulated its evolution, because matter, radiation and the dark energy
evolves differently with the scale factor. By equating Ωm and Ωr and considering that a ∝
(1 + z)−1, we find that at zeq ≈ 3300, the two component had a comparable energy density.
This means that for z > zeq, the Universe was in a radiation-dominated era. After that moment,
the Universe entered into the matter-dominated era, until eventually the dark energy caught up
at around z ≈ 0.3. We are now in the dark-energy dominated era. These three phases are
illustrated in Figure 1.1. In the next Section, we will provide a brief overview of the main steps
of the history of the Universe, finally reaching the Epoch of Reionization (see Section 1.5), where
the work of this Thesis is focus on.

1.2 A brief history of the Universe
In order to understand the evolution of the Universe, it is necessary to introduce two time scales.
The first time-scale is tH = H−1, which represents the expansion rate of the Universe. If we
assume that the Universe is filled with particles with density n, then the interaction rate between
them is Γ = nσv, where σ is the cross section for the considered interaction, and v the relative
velocity between two particles interacting. The second natural time-scale is then Γ−1, which
depends on the density of the Universe and on its temperature (which sets the velocity of the
particles). As long as interactions between particles are frequent enough, i.e. Γ−1 � H−1,
the Universe evolve as following stages of thermal equilibrium. For this reason it makes sense
to define a temperature T for the species in the thermal bath. As the expansion progresses,
the temperature decreases and therefore the interaction rate decreases, thereby more and more
species go out from the thermal equilibrium, de-couple from the thermal bath.

If we imagine to reverse the time back, an expanding Universe as per the Hubble law should
have started with all the matter condensed in a single point, a singularity named Big Bang. This
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Figure 1.1: A brief history of the Universe with a focus on the domination of its different components. The
radiation-dominated era, from the Big Bang until z ≈ 3300, the matter-dominated era for 0.3 < z < 3300 and the
dark energy era for z < 0.3. Copyright: Pearson Education, Inc. (2011).

event is estimated to have occurred ≈ 13.7 Gyr ago. The first time it makes sense to talk about
is the Planck scale (t ≈ 10−43 s, T ≈ 1019 GeV). Current theories have no predicting value to
describe the status of the matter in these first instants, where the density and the temperature are
supposed to be essentially infinite.

It is theorized that shortly after the Big Bang (t ≈ 10−36 − 10−32), a very rapid expansion
phase has occurred in an exponential fashion, with the Universe increasing its size by ≈ 60 e-
folds, i.e. more than a factor of 1025. This period is named cosmic inflation. This phase was
proposed in order to explain few problems presented by the original cosmological model (e.g.
Linde, 1982). First, as discussed in Section 1.1, the Universe appears to be homogeneous and
isotropic on the largest observable scales. This requires casual connection between regions so far
apart that light could not have the time to cross from one to another during the history. Secondly,
the most recent estimates suggest that the geometry of the Universe is remarkably flat, with a
curvature parameter consistent with 0, k ≈ 0 (see Section 1.1). From the Friedmann’s equations,
this implies that in the past the Universe had to be even flatter. The homogeneity and flatness
of the Universe can either be the consequences of very specific initial conditions that allowed
for our existence (the so-called anthropic principle), or the result of a physical process. A very
rapid expansion, such as the cosmic inflation, would help in solve both these issues. In fact,
a tremendous expansion at a rate faster than the speed of light would have displaced far away
regions that were previously in equilibrium. Moreover, the flatness can be the consequence of
a very fast expansion that stretched the geometry in the early stages of the Universe, removing
any dependence on the initial value of the total energy density. Inflation also had another major
impact in the history of the Universe, magnifying the primordial quantum fluctuations, leading
to the seeds responsible for the formation of the first structures.

After the inflation, an unknown phase known as baryo-genesis or lepto-genesis generated
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an excess of particles over anti-particles. During the following evolution, particles and anti-
particles annihilated, leaving a Universe made only by particles as we observe today.

When the temperature dropped to T ≈ 1 GeV (t ≈ 10−9 s), quarks could not stay free
anymore in the quarks-gluon plasma, thereby condensing and forming protons and neutrons:
this phase is known as the quantum chromo-dynamics (QCD) phase transition.

At T ≈ 1 MeV (t ≈ 1 s), neutrinos decoupled too. Due to the cosmic expansion, the
decoupled neutrinos continued to evolve as a black-body with a temperature decaying as T ∝
(1 + z). Therefore, it is predicted that primordial neutrinos are currently forming a cosmic
neutrino background (Cνb)with a temperatureTν ≈ 1.95. Given their weakly interacting nature,
detecting neutrinos with these low energies (10−6 − 10−4 eV) is currently unfeasible. However,
indirect evidence of the (Cνb) has been found (Betti et al., 2019), and experiments to directly
detect it are under development (Follin et al., 2015).

In the next few minutes, the temperature of the thermal bath decreases to the point where
protons and neutrons could become bound into atomic nuclei, forming the first elements in the
Universe. This process is called Big Bang nucleosynthesis (BBN). As mentioned in the Intro-
duction, this process is one of the three pillars of the current cosmological model, as it explains
the homogeneous abundance of the light elements (H, D, 4He, 7Li) in the Universe, suggesting a
common origin from a process happening on cosmic scales. Furthermore, the physics which reg-
ulates the nuclear reactions that occurred during these stages is known, and therefore abundance
predictions from BBN can be directly tested with observations, and they constitute one of the
major successes of the Standard Model. First of all, the abundances of the elements produced
depend on two parameters, which were set in the previous stages of the evolution. Approxi-
mately during the same period of neutrinos decoupling, when the temperature was T ≈ 1 MeV
(t ≈ 1 s), the beta-interactions which kept protons and neutrons in equilibrium ceased to be
effective and they shift in favor to the less massive protons. After the freeze out, neutrons started
to decay, and the neutrons-to-protons ratio had dropped down to nn/np ≈ 1/7 at the moment
when BBN began. The second parameter is the photons-to-baryons ratio. In this Epoch, the Uni-
verse was radiation-dominated, and the relative abundance of photons with respect to baryons
was very much in favor of the former, with a ratio η = nb/nγ ≈ 10−9. Thus, when the energy
of the thermal bath dropped below the binding energy of deuterium EB = 2.2 MeV, the first
atoms of deuterium started to form via the reaction p+ n→ d+ γ, but only to get immediately
destroyed by the high-energy tail of the photons in the thermal bath (distributed as e−E/kT ). It
was only when the temperature dropped to η−1e−EB/kT ≈ 1 (corresponding to T ≈ 0.1 MeV)
that deuterium atoms could survive, and give start to the build-up of the other light elements.
Nearly all neutrons end up in 4He atoms during BBN, being the most stable element, whereas
the others light elements were produced in much less abundance. It is then straightforward to
estimate the helium mass fraction (Bergström & Goobar, 2004):

Y =
4nHe

ntot

=
4(nn/2)

nn + np
=

2(nn/np)

1 + (nn/np)
≈ 0.25.

This number is in remarkable agreement with the measurements in metal-poor3 HII regions
(regions of ionized hydrogen around young stars), where the helium abundance is supposed to
be close to the primordial value, due to the lack of chemical enrichment (e.g. Fields et al., 2020).

After the BBN, which led to the formation of the first light elements, the Universe was still
too hot for the species to be in neutral form, and it continues to grow as a plasma of nuclei

3In astrophysics, every element heavier than hyrdogen and helium is referred to as a metal, and the metals
abundance in mass is called metallicity. This is commonly indicated as Z = 1 −X − Y , where X and Y are the
hydrogen and helium mass abundances respectively.
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and electrons, efficiently coupled to photons via the Thomson scattering. During this stage, the
Universe was essentially opaque, as the mean free path of the photon before encountering a free
electron was very short. At z ≈ 3300, the Universe entered in the matter-dominated era.

According to the standard Λ-CMD model, at some point during the previous stages, another
species, which constitutes the dark matter we see today, de-couple from the thermal bath. The
therm dark matter indicates a matter component (i.e. its energy-density scales with the scale
factor as a−3) which does not seem to interact with the electromagnetic field, and therefore it ap-
pears dark. There are several observational evidences suggesting that the amount of matter in the
Universe is larger than what can be associated to the luminous one, for example rotation curves
of galaxies (e.g. Corbelli & Salucci, 2000), and CMB observations (e.g. Peebles, 1982; Planck
Collaboration et al., 2020). In the standard cosmological model, the dark matter is thought to
be "cold", i.e. to decouple from the thermal bath when non-relativistic, as opposed to be "hot",
and decouple when relativistic. Despite the indirect evidences of the dark matter presence in the
Universe, it is still not known what its nature is, and many solutions have been proposed, such
as: weakly interacting massive particles (WIMPs; e.g. Bertone 2010), Massive Compact Halo
Objects (MACHOs; e.g. Alcock et al. 2000), primordial black holes (PBHs; e.g. Carr et al.
2010) and many more (e.g. Bertone et al., 2005). Currently, the nature of the dark matter and its
direct detection represents one of the most important question in modern cosmology, and there
is a huge effort in the theoretical and particles physics community to address this problem.

At z ∼ 1100 (T ∼ 3000 K), a major phase transition occurred, as it became energetically
favourable for protons and electrons to recombine into neutral hydrogen atoms. This event could
not occur yet at T ∼ 13.6 eV, because at that time the photons in the high-energy tail of the Planck
distribution were still abundant enough to dissociate most of the atoms, due to the low baryon-
to-photon ratio. The transition at z ∼ 1100 is named Recombination. Shortly after, the Universe
became transparent to the propagation of light, allowing photons to travel from the last scattering
surface, thereby providing a cosmic background containing the imprint of the Recombination.
This photon background constitutes the Cosmic Microwave Background (CMB), and it is one of
the three fundamental pillars of the concordance cosmological model. The CMB is an invaluable
tool to study the primordial Universe, as this signal contains an enormous amount of information
regarding, among the many, the matter composition of the Universe and the power spectrum of
the primordial fluctuations. After its accidental discovery in 1965 (Penzias & Wilson, 1965),
the CMB signal was studied by several experiments, including the soviet mission RELIKT-1 in
1983, the NASA COBE mission in 1989 (Smoot et al., 1992), the BOOMERanG experiments,
WMAP (Spergel et al., 2003) and, most recently, the Planck satellite (Planck Collaboration et al.,
2020). An image of the sky map of the CMB signal reconstructed from the Planck satellite data
is shown in Figure 1.2. After removing the dipole anisotropy due to the motion of the Earth
around the Sun, the CMB radiation appears as a uniform black-body radiation, because photons
escaping the thermal bath preserved this spectral shape as the Universe expanded. However,
due to the cosmic expansion, the temperature measured now is reduced by a factor of 1 + z,
and currently we measure a CMB temperature of T0 = 2.7255 ± 0.0006K K (Group et al.,
2020). However, fluctuations of 18 µK (order of 10−5) are also present, which reflect very small
anisotropies in the primordial Universe, that were the seeds of the formation of large structures,
and ultimately of galaxies. The CMB has a richness of information regarding the properties
of the early Universe. When decomposing the signal into spherical armonics, the temperature
power spectrum reveals several peaks (see Figure 1.3), whose positions and amplitudes depend
on the values of the cosmological parameters, such as the aforementioned Ωb, Ωm, ΩΛ, h, which
describes the abundance of matter in the Universe, and ns, σ8, which describe the primordial
matter spectrum, and thereby the matter fluctuations. Therefore the CMB represents one of the
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Figure 1.2: An all-sky mollweide view of the CMB signal detected by the Planck satellite, a cosmic relic of
the Universe as it was 380000 years after the Big Bang. The signal is remarkably consistent with a black-body
with a temperature of T0 = 2.7255 ± 0.0006K K, with fluctuations of 18 µK, corresponding to the anisotropies
in the primordial Universe, that were the seeds of the first structures formation. Credit to ESA and the Planck
Collaboration: https://www.esa.int/ESA_Multimedia/Images/2013/03/Planck_CMB.

most important laboratories to test the concordance cosmological model and proving constraints
on the fundamental parameters, with which we currently describe our Universe.

After the Recombination, photons could freely travel in the Universe, however there was no
source of light yet. This period, called Dark Ages, lasted until z ∼ 20 − 30, when the first
bound structures formed, and the first stars appeared. During the Dark Ages, the only emis-
sion produced during this epoch was the 21-cm line emission from the spin-flip transition to the
ground state of neutral hydrogen. This radiation can be in principle detected in contrast to the
CMB, and it entangles a tremendous amount of information regarding the thermal history of
the Universe and the formation of the first structures, and it could also provide complementary
constraints regarding the matter content of the Universe. For this reason, there is a great under-
going effort from the astrophysical community to detect this signal, with experiments such as
the Square Kilometre Array (SKA)4 and the Hydrogen Epoch of Reionization Array (HERA)
(DeBoer et al., 2017).

In a Universe essentially dark, the first matter fluctuations slowly began to grow, eventually
leading to the formation of the first dark matter halos, which were the place where the first
galaxies formed later on. It is amazing to imagine that the building blocks of the spectacular and
diverse Universe that we observe today were formed in the darkness. We will discuss in more
details about the birth of the first structures in Section 1.3.

The birth of the first stars marked the end of the Dark Ages and the beginning of a new
age, the so-called Cosmic Dawn, at approximately z ∼ 20 − 30. This beginning of this is still
beyond the reach of the current facilities, as today the farthest known galaxy resides at z ∼ 11
(Oesch et al., 2016). As more and more galaxies formed and evolved, their light began to ionize
hydrogen atoms in the Inter-Galactic Medium (IGM), causing the last major phase transition of
the Universe. This epoch, called Reionization, is thought to have lasted between 5 . z . 16,
and a lot of ongoing work is focused on constraining the timeline and the spatial evolution of
this transition. The work of this Thesis is set on this Epoch, which we discuss in more details in

4https://www.skatelescope.org/

https://www.esa.int/ESA_Multimedia/Images/2013/03/Planck_CMB
https://www.skatelescope.org/
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Figure 1.3: Temperature power spectrum of the Cosmic Microwave Background from the Planck 2018 data. The
red dots are the Planck data, and the cyan line is the best-fit obtained with the concordance Λ-CDM model. Credit
to the Planck Collaboration (Planck Collaboration et al., 2020).

Section 1.5.

The Epoch of Reionization ended when the Universe was approximately 1 Gyr old, less than
a tenth of the present age (∼ 13.7 Gyr). Since then, it continued to evolve, with more and more
generations of stars emerging and galaxies slowly assembling into clusters or super-clusters until
today. The last major, and relatively recent event, occurred during this period was the transition
into the dark energy era at z ∼ 0.3.

A schematic view of the main Epochs of the history of the Universe is shown in Figure 1.4.

1.3 Structure formation

During the Dark Ages, the small inhomogeneities in the matter distribution in the early Universe
began to grow, eventually leading to the formation of gravitationally bound halos. This process
is described by the standard model of structure formation (see, for example, the reviews Barkana
& Loeb (2001); Dayal & Ferrara (2018), and references therein). The dark matter fluid, which
decoupled early from the thermal bath, was the first interested by this process. For this reason
the first gravitationally bound structures to form were dark matter halos, which formed the po-
tential wells where the baryons would be accreted, accelerating their collapse, and allowing the
formation of the first galaxies.
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Figure 1.4: A schematic view of the main Epochs of the history of the Universe, from the Big Bang to the present
day. Credit to the National Astronomic Observatory of Japan (NAOJ).

1.3.1 Linear regime
In this paragraph, we will summarise the basic elements of the structure formation theory. The
dark matter interacts only through gravity, so it can be considered as a pressure-less fluid. In the
first stage, perturbations are small with respect to the ambient density, with a density contrast
1 + δ(x) ≡ ρ(x, t)/ρ(t) � 1, and the growth can be described by the so-called linear regime.
The equations of the linear perturbation theory apply to both dark matter and baryons, as long
as the densities are low and radiative processes involving baryons can be neglected. In the high
density regime, a full Newtonian approach is instead required.

Perturbations grow under the action of the gravity of the matter itself, whereas the expan-
sion of the Universe and the baryonic pressure oppose to the contraction. Such process can be
described by the hydrodynamic equations of mass and momentum conservation, which their
classical form read:

∂ρ

∂t
+∇ · (ρv) = 0 (1.14)

∂v

∂t
+ (v · ∇)v = −1

ρ
∇p−∇φ, (1.15)

plus the Poisson equation for the gravitational field:

∇2φ = 4πGρ. (1.16)

In the previous equations, ρ(x, t) is the total matter density at a given space and time, v(x, t) is
the fluid velocity, p(x, t) is the baryonic pressure, and φ(x, t) the gravitational potential. In an
expanding Universe, it is convenient to write the previous equations in the co-moving reference
frame. Moreover, the previous equations can be linearized when considering small perturba-
tions, by expressing them in terms of the density contrast δ(x, t). Under these assumptions, the
following equation is obtained:

∂2δ(x, t)

∂t2
+ 2

ȧ(t)

a(t)

∂δ(x, t)

∂t
=

c2
s

a2(t)
∇2δ(x, t) + 4πGρ(t)δ(x, t). (1.17)

Here a(t) is the scale factor and cs is the fluid sound speed, defined as c2
s = ∂p/∂ρ. This equation

has the form of the equation for an harmonic oscillator for the density contrast. The source terms
on the right hand side are the gravity, which drives the collapse, and the pressure, which opposes
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it. The linear term on the left hand side accounts for the expansion of theUniverse, which behaves
as a damping force opposing to the gravitationally-induced growth of perturbations.

It is convenient to rewrite the previous equation by expressing the density contrast in Fourier
modes as δ =

∑
δke

ik·x, where k is the wave vector of the k mode:

∂2δk
∂t2

+ 2H(t)
∂δk
∂t

= δk

(
4πGρ(t)− c2

sk
2

a2(t)

)
. (1.18)

Written in this form, we can find a scale at which perturbations are just stable against the collapse,
by equating the source term to zero:

λJ =
2πa(t)

kJ
= cs

(
π

Gρ

)1/2

. (1.19)

This scale is called the Jeans wavelength. The term tff = π/(Gρ)1/2 is the free-fall time5, and it
represents the typical time scale over which the collapse happens.

For scales smaller than the Jeans length, λ < λJ , the oscillator admits a solution in the form
of δk = δ0e

i(k·x±ωt), with ω2 = c2
s(k

2 − k2
J) > 0. This solution represents a density wave that

propagates at the speed lower than the sound speed cs, therefore the pressure is able to prevent
the collapse and the perturbations do not grow (the sound crossing time is lower than the free fall
time). If instead λ > λJ , then ω2 = c2

s(k
2 − k2

J) < 0: this solution represents a standing wave
whose amplitude increase exponentially with time. In this case, gravity overcomes the pressure
and the perturbations can grow.

The mass enclosed in a sphere with radius λJ/2 is referred to as the Jeans mass, and it can
be expressed as:

MJ =
4πρ

3

(
λJ
2

)3

. (1.20)

The Jeans mass represents the minimum mass associated to a density perturbation to collapse
under its self-gravity.

1.3.2 The non-linear regime
When the perturbations grow beyond the linear regime, δ(x, t) 1, the full dynamics must be
followed. We will only provide a brief description of the non-linear regime of the perturbations
with a simplified model, which nevertheless captures the main concepts. We refer to Barkana &
Loeb (2001) for a more detailed description.

We consider spherical perturbations in a uniform density background, in the framework of the
so-called spherical collapse or top-hat model. We consider the dark matter fluid only, thereby
ignoring the pressure. We consider a region of initial radius ri, that is originally expanding
following the Hubble flow, with a velocity ṙi = Hiri, and an initial density ρi = ρ0(1 + δi). The
corresponding mass associated to this region is then:

Mi =
4

3
ρr3

i . (1.21)

The evolution of a shell of radius r(t) under its self-gravity is regulated by the Newton’s law:

dr2(t)

dt2
= −GM

r2(t)
. (1.22)

5The free-fall time is defined as the time required for a sphere of massM and uniform density ρ to collapse into
a point under the only force of gravity. The exact derivation gives tff = π/(32Gρ)1/2, however, from a physical
standpoint, the different coefficients are not relevant to our discussion.
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If the the velocity of the shell is below the escape velocity, the previous equation can be solved
by introducing the following parametrization:

r(t) = A(1− cosθ) (1.23)
t = B(θ − sinθ), (1.24)

where θ increases with cosmic time, and A and B are two constants related by A3 = GMB2.
With this substitution, the complete solution for the evolution of the over-density δ, and r and t
is:

1 + δ(t) =
9

2

(θ − sinθ)2

(1− cosθ)3
(1.25)

r ≈ ri
2δi

(1− cosθ) (1.26)

t ≈ δ
−3/2
i

2Hi

(θ − sinθ). (1.27)

For θ = π we find the turn around radius, at which point the expansion reverses and the shell
begins to collapse. We notice that the time of the turn around is proportional to δ−3/2

i , that is:
the larger the density contrast, the sooner the collapse begins. The equation for time can also
be expressed in terms of the redshift, by using the relation ti = 2/3Hi, which holds during the
matter-dominated era, obtaining:

(1 + z) = (1 + zi)

(
4

3

)2/3

δi(θ − sinθ)−2/3. (1.28)

The moment of the collapse can be associated with θ = 2π, at which point:

(1 + zcoll) = 0.356 δi (1 + zi). (1.29)

This expression is particularly insightful. If we consider fluctuations of δi ∼ 10−5 at zi ∼ 1000,
as in the CMB, we find that... structures have not collapsed yet! This implies that without dark
matter de-coupling earlier than zi ∼ 1000, the galaxies that we see now could not be there!

At the point of the collapse, the shells should converge onto a single point. However, given
that the fluid is pressure-less, shells would simply go through the center and start to oscillate,
as in a damped harmonic oscillator. During this stage, the collapsed material undergoes a phase
of relaxation, in which the gravitational energy is converted into kinetic energy of the particles
involved, eventually reaching an equilibrium condition. This final stage is called virialization,
because the structure satisfies the virial theorem, and the collapsed structure is called a halo. An
accurate analytical derivation provides the following expressions for the virial radius Rvir, the
virial temperature Tvir, the circular velocity vvir for an halo of massMh, collapsing at redshift z
(e.g. Barkana & Loeb, 2001):

Rvir = 0.784

(
Mh

108h−1M�

)1/3 [
Ωm∆c

Ωm(z)18π2

](
1 + z

10

)−1

h−1kpc (1.30)

vvir = 23.4

(
Mh

108h−1M�

)1/3 [
Ωm∆c

Ωm(z)18π2

]1/6(
1 + z

10

)1/2

km s−1 (1.31)

Tvir = 1.98× 104
( µ

0.6

)( Mh

108h−1M�

)2/3 [
Ωm∆c

Ωm(z)18π2

]1/3(
1 + z

10

)
K, (1.32)
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where µ is the meanmolecular weight, and∆c andΩm(z) are given by (Bryan&Norman, 1998):

∆c = 18π2 + 82(Ωm(z)− 1)− 39(Ωm(z)− 1)2, (1.33)

Ωm(z) =
Ωm(1 + z)3

Ωm(1 + z)3 + ΩΛ

. (1.34)

The term ∆c represents the average over-density of the collapsed structure with respect to the
background density. It shows that approximately ρvir ≈ 200ρ.

1.3.3 Statistics of the matter perturbations
The previous discussion provides a good description of the evolution of a single perturbation.
However, the Universe is constituted of many evolving perturbations, i.e. structures, which grow
and eventually merge into larger ones. Therefore, a statistical description of the halos abundance
is required, with the ultimate goal to quantify the number density of halos of given mass per
unit volume at each time. First of all, we assume that the density perturbation δ(x) is gaussian
distributed, and we define the correlation between its value at two different coordinates as:

ζ(x) =< δ(x)δ(x + dx) >, (1.35)

where the brackets indicate the expectation value. The two-points correlation function is the
Fourier transform of the power spectra:

ζ(x) =
1

V

∑
k

P (k)eik·x, (1.36)

whereP (k) =< δ2
k > /V is the power spectra. This quantity describes theweight of the different

modes of the perturbation field. It is usually expressed in the following form (e.g. Eisenstein &
Hu, 1999):

P (k) = AknT 2(k)D2(z, k), (1.37)

where the parameters are the following: A is a normalization constant related with the present
day fluctuations; kn is the primordial power spectrum set by the inflation (which predicts n ' 1);
T 2(k) is the transfer function, which accounts for modification of the primordial power spectrum
due to processes at thematter-radiation equality andRecombination;D(z, k) is the growth factor,
which describes the linear growth of the perturbation.

Starting from the power spectra, it is possible to compute the mass variance of a pertur-
bation on a scale R by using a window function, defined as a function WR(r) that satisfies∫
dr3WR(r) = 1. The corresponding mass variance is given by:

σ2
M(R) ≡< δ2

M >=
1

V 2
W

∫ ∞
0

dk

2π2
k2P (k)|WR(k)|2, (1.38)

where WR(k) is the Fourier transform of the window function. The mass variance σ2
M is a

fundamental ingredient to compute the dark matter halos abundance. The most commonmethod
used for this computation is the analytical formalism developed by Press & Schechter (1974),
which express the number density of collapsed objects of mass larger thanM at redshift z as:
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c (z)
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M

]
, (1.39)

where δc(z) = 1.686/D(z) is the critical collapse over-density threshold.
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1.4 Star formation

The formation of the first gravitationally bound structures acted as a catalyst for the birth of the
first galaxies, as baryons started to collapse into the potential wells of the darkmatter halos. How-
ever, the physics of the baryonic collapse is fundamentally different than the one of the dark mat-
ter, because of the thermodinamical and radiative processes: the baryonic fluid has a pressure,
which opposes to the collapse. As described in Section 1.3.1, the fundamental scale at which
perturbations can collapse is the Jeans scal λJ , which depends on the local density and sound
speed. At z < 30, the comoving Jeans length is approximately λJ ≈ 0.01(Ωb,0h

2)−1/2 Mpc (Mo
et al., 2010), which translates into a mass of MJ ≈ 1.5 × 105(Ωb,0h

2)−1/2M�. Therefore, the
first baryonic structures to collapse were of the size of modern globular clusters.

As baryons are accreted onto the dark matter halos, they tend to reach the virial temperature
of the halo due to the gravitational heating. In order for them to further collapse, they need
to lose kinetic energy, and this is possible via radiative losses. Understanding the gas cooling
processes in the primordial Universe is paramount in order to understand the birth of the first
stars. Cooling processes allow baryons to lose kinetic energy, and then pressure, so they can
collapse to much higher densities than the dark matter particles. The main cooling processes in
the primordial gas fall into these categories:

• radiative recombination: an atom recombines in an excited state, and a non-ionizing pho-
ton is emitted in the process;

• collisional ionization: thermal energy of the atoms is converted into ionization energy;

• bound-bound transition: thermal energy is converted into excitation energy of bound-
states transitions;

• thermal bremsstrahlung: radiation due to the acceleration of a charged particle in an elec-
tric field.

The relative efficiency of these processes depends on the gas physical conditions, in particular
on its temperature T , density n and its chemical composition. In general, collisionally-excited
lines, in particular of heavy elements (C, N, O, Fe) provide the main cooling mechanism in the
gas, however for the pristine gas the situation is different. In Fig. 1.5, it is shown the cooling
function Λ(n, T ) for a primordial gas. At temperature T ≈ 105 K, helium excitation lines
dominate the cooling, whereas at higher temperature the free-free processes are more important.
At T ≈ 104 K, which is roughly the temperature of the first virialized structures, the bound-
bound transitions of atomic hydrogen constitute the most important cooling channel. However,
their cooling efficiency drops rapidly below 104 K, so another cooling mechanism is needed for
the gas to further cool down. This channel is provided by the rotational-vibrational transitions
of molecular hydrogen H2(blue peak in Fig. 1.5).

The formation of molecular hydrogen is then a fundamental step that lead to the birth of the
first stars. However, given that the hydrogen atom does not have a dipole moment, it is quite
difficult for two H atoms to collide and radiate away the excess thermal energy. In the present-
day Universe, dust grains (see Chapter 3) act as catalysts for this process, as hydrogen atoms
start to orbit around them and can efficiently radiate away their energy before collide. However,
in the primordial gas, there were essentially no metals, and then no dust, so alternative channels
were necessary. The most important one at z < 100 (for an extensive review see Loeb et al.
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Figure 1.5: Primordial gas cooling function (divided by the square of the hydrogen density) as a function of the gas
temperature. The red solid line accounts for the contribution of atomic hydrogen (first peak) and helium (second
peak) excitation lines, plus the free-free processes, which dominate at the higher temperatures. The blue-dashed line
shows the contribution of the molecular hydrogen, which is the only coolant of the primordial gas at temperatures
below 104 K. Figure from Barkana & Loeb (2001).

2008) is the H− channel:

H + H− → H− + γ (1.40)
H + H− → H2 + e−. (1.41)

Molecular hydrogen can also be dissociated via impact with H, H2, H+ or electrons. How-
ever, the most important destruction mechanism is the photo-dissociation due to photons in the
Lyman-Werner band (∼ 11.2− 13.6 eV), which triggers the two-steps Solomon process (Draine
& Bertoldi, 1996). When the ideal conditions for the H2formation are met, gas effectively cools
below T ≈ 103 K and the formation of the first stars can proceed. Later on, after the ISM is
enriched by heavy elements produced by stars, the cooling rate increases and the gas can further
collapse, setting onto a disk on the cooling time scale, which is typically shorter than the free-fall
time (e.g. Loeb et al., 2008).

The sites of star formation are Giant Molecular Clouds (GMCs), which forms under the
action of self-gravity and whose size and masses are set by the Jeans scale, λJ ≈ cstff (here cs
is the sound speed of the disk and tff the local free-fall time), as discussed in Section 1.3.1. The
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structure of the molecular clouds is very complex, with a dense core and filaments, embedded
in a more diffuse gas component, with densities spanning a wide range, from 102 to 107 cm−3.
The detailed physical processes that ultimately lead to the birth of stars within these complex
structures are still not fully understood, and are currently a field of intense research (see e.g.
Bromm (2013); Milosavljević & Safranek-Shrader (2016) for recent reviews on the subject, an
references therein).

The first generation of stars, also called Population III stars, is characterized by the essentially
metal-free environment in which they form, which ultimately affect their properties and their
impact on the thermal and dynamical evolution of the first galaxies. In fact, it is expected that
primordial gas is less susceptible to fragmentation during the collapse, because of the low metal
content. Therefore, the Initial Mass Function (IMF) of the first stars, i.e. their mass distribution
at birth, is thought to be shifted toward larger masses as compared to what is observed for the
later generation of stars, the Population II and I (e.g. Bromm, 2013). The first massive stars are
likely very hot and very luminous, according to the typical scaling T ∝ M

5/8
∗ and L ∝ M

7/2
∗

(Dayal & Ferrara, 2018). As a consequence, the spectrum of a massive star is rich in high-
energy photons capable to ionize hydrogen (hν > 13.6 eV) and, in the most-extreme cases,
also helium. Moreover, they emit a large amount of radiation capable of photo-dissociating
molecular hydrogen (11.2−13.6 eV), thereby profoundly affecting the subsequent star formation
in the galaxy. Their UV radiation can also ionize, and ultimately disperse, the GMCs, halting
further star formation in that region (e.g. Spitzer, 1978). Stars also affect their surrounding not
only via radiation, but also via several other processes, which are usually labelled as mechanical
feedback. Massive stars have short lifetimes (. 30 Myr), and they end their life with powerful
explosions named supernovae, which cause a shock wave onto the surrounding gas, and create
hot (T ≈ 106 K) bubbles. They also inject an enormous amount of energy (≈ 1051 erg), which is
carried away by neutrinos. These processes overall lead to the formation of bulk motions within
the cloud, to an increase of turbulence, and to a reduction of the star formation rate because of
the buoyancy of the hot gas, which also tends to leave the galaxy in the form of a galactic wind.
The picture of star formation is therefore very complex due to the interplay between the newborn
stars and their environment, and how they will affect the following episodes of star formation.

The radiation of the first stars had a profound impact on the Universe. In fact, the UV photons
began to ionize the neutral hydrogen in the IGM, starting the Reionization of the Universe, which
we discuss in more details in Section 1.5.

1.5 The epoch of Reionization

The Reionization of the Universe is a complex multi-scale process, that involves physics from
sub-galactic scales up to large cosmological distances (see Mesinger (2016) for a recent review).

The radiation emitted by the first galaxies depends on their individual star formation histo-
ries, which are determined by the star formation processes on ∼ pc scales. Therefore the star
formation rate sets the intrinsic spectra of the galaxy, but the actual amount of UV photons that
traverse the IGM depends on their escape fraction fesc, which is still poorly constrained, both
from theoretical models and observations (see Dayal & Ferrara (2018) and references therein),
with strong variation from galaxy to galaxy.

As the UV photons travel in the IGM, they begin to ionize hydrogen atoms, forming HII
regions, where the gas is photo-heated to ≈ 104 K. These bubbles expand until they encounter
another one and then merge together. Given that galaxy formation follows the large scale struc-
tures distribution, there are regions where the photo-ionizing photons are more abundant than
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Figure 1.6: Redshift evolution of the volume filling factor QHII from the semi-analyical calculation by Barkana
& Loeb (2001). The red solid curves represent the evolution for different values of the clumping factor C =
0, 1, 10, 30. Adapted from Barkana & Loeb (2001).

in other. Moreover, the path that the photons are able to cover depends on the gas optical depth:
high density regions are able to self-shield themselves and to remain neutral (e.g.Miralda-Escudé
et al., 2000; Rahmati et al., 2013). The gas density also determines the recombination rate of the
ionized hydrogen, which scales as ≈ n2. Therefore, Reionization is a highly non-homogeneous
and patchy process.

The main parameter used to describe this process is the filling factor QHII, which represents
the volume fraction filled with HII regions. In Figure 1.6, we show the analytical prediction
for the evolution of QHII by Barkana & Loeb (2001), for different values of the clumpiness
factor C =< n2

H > / < nH >2, which parametrizes the density fluctuations. This prediction
emphasizes the role of the gas distribution on large scales, which does not only affect the local
state of the Reionization processes, but also its global timing: in fact, the higher is the clumpiness
factor, the more time is needed for Reionization to be completed.

Observational constraints of the EoR come mainly from two types of studies: i) the analysis
of the CMB signal anisotropies; ii) the study of the spectra of distant quasars. CMB photons
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interact via Thomson scattering with free electrons, whose abundance rises during the Reioniza-
tion, damping the temperature fluctuations with respect to the ones at the last scattering surface.
This damping is easy to detect and it provides an estimate of the integrated optical depth due to
Thomson scattering τe, with the latest value being τe = 0.054 ± 0.007 (Planck Collaboration
et al., 2020). However, this method provides only an integrated constraint, and a functional form
forQHII is needed in order to derive a Reionization history. Distant quasars (see also Section 2.3)
provide an additional probe thanks to the Lyman-α6 absorption features left in their spectra (e.g.
Fan et al., 2006; McGreer et al., 2015). However, these sources gives a measure of the ionization
state of the IGM along a specific sightlines and therefore can be a biased probe of the IGM state.
Overall, current constraints suggest Reionization to be completed at z ∼ 5−6, but the timing of
this process is still not fully understood, and it is currently a field of active research, both from
the theoretical and the observational side.

In the near future, experiments such as the Square Kilometre Array (SKA)7 and the Hy-
drogen Epoch of Reionization Array (HERA) (DeBoer et al., 2017) are expected to detect the
cosmological 21-cm signal, which will be the most powerful probe of the Reionization, provid-
ing the opportunity to infer the neutral hydrogen distribution across the cosmic time down to the
cosmic dawn, and many other physical properties of the IGM (Park et al., 2019, e.g.).

6The Lyman-α line corresponds to the transition of the neutral hydrogen atom from the first excited state to the
ground state.

7https://www.skatelescope.org/

https://www.skatelescope.org/
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2Active Galactic Nuclei at
high-redshift

The quest for Active Galactic Nuclei (AGN) in the Universe began with the detection of a sur-
prisingly luminous stellar-like object (Schmidt, 1963), named 3C 273, which was ∼ 10 times
more luminous than the brightest known galaxies at the time, and it was associated with a ra-
dio source. Other similar objects were soon found, and they were called quasar, which stands
for quasi-stellar objects. Shortly after, it was suggested that these powerful emitting objects
could be powered by accretion onto very massive black holes (Lynden-Bell, 1969), a prediction
confirmed and discussed in several theoretical and observational studies since then (e.g. Soltan,
1982; Marconi et al., 2004). Today, the number of detected quasars is in the order of≈ 105 (e.g.
Alam et al., 2015), and we know that super-massive black holes (SMBH, MBH ∼ 106−10 M�)
reside in the center of most massive galaxies (M? ∼ 109−12 M� (e.g. Magorrian et al., 1998a),
possibly affecting their evolution (Kormendy&Ho, 2013). In this Chapter we will briefly review
the unified model of AGN and we describe its complex emission spectrum. Then, we focus on
observations of quasars at high-redshift, which is one of the main topics of this Thesis, and we
discuss the main mechanisms of BH formation, and their interaction with the host galaxy.

2.1 The unified model of AGN
Following the definition of Netzer (2015), wewill refer to Active Galactic Nuclei (AGN) galaxies
containing a massive (105 M�) black hole, which is accreting at a rate higher thanLAGN/LEdd =
10−5, where LAGN is the AGN luminosity and /LEdd is the Eddington luminosity1. If the lumi-
nosity is arger than 1013 L�, we will call it a quasar.

We will provide here a brief description about the AGN structure and the unification models
and we refer to the recent review by Netzer (2015) for more extended discussion. AGN show a
large variety of observational properties, but they all present several of the following structures:

• an accretion disk on sub-pc scales, which regulates the gas inflow onto the central object;

• high-density clouds at a distance of 0.01−1 pc, moving at large velocities (≈ 1000 km/s),
thereby showing broad emission lines, the broad line region (BLR);

• an axis-symmetric dusty structure, named dusty torus, on scales 0.1− 10 pc;
1The Eddington luminosity is defined as the luminosity at which the radiation pressure from a radiating

source of mass M equals its gravitational attraction exerted on the gas. It represents the maximum luminos-
ity for which gas infall is possible. For pure ionized-hydrogen, it is given by LEdd = 4πGMcmp/σT =
1.26 × 1038(M/M�) erg s−1, where G is the gravitational constant, mp the proton mass, c the speed of light,
and σT the Thomson scattering cross section for electrons.
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• Low-density, low-velocity gas clouds, showing narrow emission lines, the narrow line
region (NLR), extending from the dusty torus to 100− 1000 pc;

• a central radio jet;

• a hot corona surrounding the accretion disk, where electrons are up-scattered via inverse
Compton by the high-energy photons emitted by the accretion disk.

Each of these components have been subject of dedicated studies across the years, and research
work is still ongoing. At the the end of the last century, it was proposed that the large diversity
of AGN observations could be described by few parameters, via a so-called AGN unification
scheme (e.g. Urry & Padovani, 1995). A schematic representation of this model is shown in
Figure 2.1. The idea is that all AGN have the depicted structure, but the luminosity of the central
source and the torus inclination angle with respect to our line of sight affect the observational
appearance of the AGN. For example, the torus can obscure the radiation along the line of sight
the AGN is observed at, effectively making impossible to detect emission from the broad line
regions. Therefore, obscured and unobscured AGN are intrisically the same objects, seen at
different angles with respect to the torus. This model naturally explains the distinction between
Type-I, and Type-II AGN, which are typically defined as follows. Type-I AGN are characterized
by broad (& 1000 km/s) emission lines2 in the optical/UV (for example, the Balmer lines Hα,
Hβ), associated to high-density (≈ 109 cm−3) gas, and a central source visible in different bands.
Low-to-intermediate luminosity Type-I AGN also show narrow emission lines, which are mostly
absent at high-luminosity. Type-II AGN show narrow (≈ 300− 1000 km/s) emission lines from
the NIR to UV spectral range, typically associated to low-density (≈ 102 − 106 cm−3) gas and
an high photo-dissociation rate. The strongest ones are O III 5007 A◦, [N II] 6584 A◦, O II 3727 A◦,
O IV 25.9 µm, Ne V 3426 A◦, C IV 1549 A◦, C III 1909 A◦, and the hydrogen Balmer and Lyman
lines. Type-II AGN are associated to an X-ray point source.

The torus structure was originally thought to be characterized by a smoothmatter distribution
(e.g. Antonucci, 1993), with ionized gas in the inner region, but most of the gas in molecular
form. The inner radius of the structure depends on the sublimation temperature of dust grains,
which is Tsub ≈ 1800 K for graphite grains and Tsub ≈ 1800 K for silicate grains. From
these values, it is possible to derive the minimum radius at which the radiation field from the
central source allow the grains to not evaporate (e.g. Barvainis, 1987). Today, observations and
theoretical works point toward a more complex torus structure, with dense clumps and a low-
density interclump material (e.g. Stalevski et al., 2016; Wada et al., 2016; Hönig, 2019; Venanzi
et al., 2020).

2.2 AGN emission spectrum
The complex AGN physical structure described in Section 2.1 is also reflected in their Spec-
tral Energy Distribution (SED, which represents the radiation emitted in the different energy
bands) due to the variety of physical mechanisms involved. Generally, the AGN SED can be
decomposed into the following parts (e.g. Sanders et al., 1989):

2We use the standard notation in spectroscopy to indicate emission lines. The roman numeral after the element
indicate its ionization state, for example H Iis neutral hydrogen, H IIis ionized hydrogen, He IIIis double-ionized
helium and so on. A λ before the wavelength means that the line is a doublet. Brackets around a line denote the
"forbiddenness" of the line, i.e. if the line violates selection rules for dipolar electric transitions (it is therefore a
measure of its likelihood): no brackets are associated to permitted lines, a right bracket to semi-forbidden transitions
(also called intercombination lines: they change the total spin), double brackets indicate forbidden ones (they do
not have a single electron jump and/or change the total angular momentum).
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Figure 2.1: The AGN unified model proposed by Urry & Padovani (1995).

• the Big Blue Bump, in the optical/UV range 10 nm-0.3 µm;

• the Infrared Bump, at 2− 300 µm;

• the X-ray emission from the hot corona;

• absorption/emission lines from the BLR and NLR;

• radio emission.

We discuss them in more details in the following sections.

2.2.1 X-ray emission
High-energy photons in the X-ray band (0.5 < E < 10 keV) are thought to originate from the hot
corona via inverse Compton scattering of the optical/UV photons produced in the accretion disk
(e.g. Galeev et al., 1979). The hard X-ray (2− 10 keV) part of the spectrum is often modelled
as a power-law Nph ∝ E−Γ, where Nph is the number of photons emitted at energy E per unit
frequency and time. Observations in the local Universe reveal a remarkably narrow range for
the photon index 〈Γ〉 = 1.8 ± 0.2 (see e.g. Merloni et al. 2014 and reference therein). X-ray
observations can provide insights about the accretion physics of the source. For instance, the
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photon index Γ can be used as a proxy of the accretion rate, with steeper slopes corresponding
to higher Eddington ratios (e.g. Lusso & Risaliti, 2017).

X-ray photons can suffer absorption from gas at high column densities, due to Compton
scattering and photo-electric absorption. The attenuated flux can be written as F att

ν = F int
ν e−τ ,

where the optical depth τ is given by τ = 1.2(σT + σph)NH (e.g. Yaqoob, 1997). Here σT is
the Thomson cross section, σph the photo-electic cross section and NH the hydrogen column
density. Compton scattering becomes important at densitiesNH ≥ σ−1

T ≈ 1.5× 1024 cm−2 and
for energies above 4 keV and dominates above 10 keV, where it adds to the photo-electric ab-
sorption. (Morrison &McCammon, 1983) computed the photo-electric absorption cross section
per hydrogen atom as a function of energy in the range [0.03− 10] keV, assuming a metallicity
Z = 0.0263. Their results are shown in Figure 2.2. The main features of the cross section are
the several jumps corresponding to the K-shell energy of different elements. In fact, an element
contributes to the cross section only if the energy of the photons is greater than the energy of the
K-shell. We also note that the cross section is a decreasing function of the photon energy. Soft
X-ray photons suffer heavier attenuation with respect to the hard ones.

Figure 2.2: Photo-electric absorption cross section per hydrogen atom as a function of energy, scaled by
E/(1keV)3. The solid line indicates the cross section assuming all elements in the gas phase and in neutral atomic
form. The dotted line shows the cross section assuming a fraction of the elements condensed into 0.3 µm dust
grains. Figure from Morrison & McCammon (1983).
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X-ray radiation can also be a diagnostic for the column density of a Compton-thin torus
(NH < σ−1

T ≈ 1.5 × 1024 cm−2, σT being the Thomson cross-section). The hardness of
the spectra, measured as the flux in the soft-to-hard X-ray band F0.5−2 keV/F2−10 keV has been
shown to be a good proxy (≈ 0.3 dex) for the hydrogen column density in the range 1021 −
1.25 × 1024 cm−2 (e.g. Ueda et al., 2003). In their analysis of a sample of 1310 sources, Mer-
loni et al. (2014) found a column density of NH ≈ 1021.5 cm−22 to divide optically obscured
and unobscured AGN reasonably well, with 30% of the type-I sources having lower values and
a similar fraction of type-II ones larger column densities. The relative importance of the hot
corona and the accretion disk to the overall emission is usually expressed via the parameter
αOX = 0.384 logLν(2keV)/Lν(2500A◦) (e.g. Brandt & Alexander, 2015). This parameter has
been shown to anti-correlate with the quasar UV luminosity (see for example Lusso & Risaliti
2017 and references therein).

Observations at high redshift found no significant evolution of the parameters Γ and αOX,
suggesting that the accretion physics remains the same across cosmic time (e.g. Vito et al.,
2019b).

2.2.2 Radio emission
Most AGN also show radio emission: interestingly enough, many AGN were first identified as
radio galaxies before being detected in the optical, with the exception of the historical discovery
by Seyfert (1943). They are typically divided into two categories, radio-loud AGN and radio-
quiet AGN, depending on their "loudeness" R, which measures the intensity of the radio flux
with respect to the optical one in the B-band3 (Netzer, 2013):

R =
Lν(5GHz)

Lν(4400 A◦)
= 1.36× 105L(5GHz)

L(4400 A◦)
. (2.1)

AGN with R < 10 are usually considered radio-quiet, whereas above this threshold they are
called radio-loud. The radio emission comes from a central core, and it is thought to be pro-
duced via self-absorbed synchrotron emission. It is usually well-modelled with a power-law
Fν ∝ ν−αr , with sources characterized by αr < 0.5 referred to as flat-spectrum radio sources
and those with αr > 0.5 as steep-spectrum radio sources. These two categories also show a dis-
tinct morphology in their radio emission, with steep-spectrum sources presenting radio lobes,
whereas flat-spectrum sources an high luminosity cores but no lobes.

2.2.3 UV/optical emission: the Big Blue Bump
SMBHs accrete gas via an accretion disk from which thermal emission is generated through
dissipative processes (e.g. Shakura & Sunyaev, 1973; Rees, 1984). The accretion disk provides
a large fraction (∼ 10− 50%) of the AGN bolometric luminosity, emitting into optical/ultra-
violet (UV) wavelength range (Hopkins et al., 2007; Lusso et al., 2015; Shen et al., 2020a),
producing the so called Big Blue Bump in AGN spectra (e.g. Sanders et al., 1989).

The spectrum of an optically-thick accretion disk in which viscous forces are the main source
of energy dissipation can be derived with a simple analytical model (e.g. Frank et al., 2002). For
such a disk, the temperature distribution follows:

T (R) = T∗

(
R

R∗

)−3/4

[1− (R∗/R)1/2]1/4, (2.2)

3The B-band is associated to the typical B-filter, which is centered at λ = 445 nm, with a full-width half
maximum 94 nm.
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where R∗ is the radius of the central object and

T∗ =

(
3GM∗Ṁ∗
8πR3

∗σSB

)1/4

, (2.3)

with M∗ and Ṁ∗ being respectively the mass and the accretion rate of the compact object and
σSB is the Stefan-Boltzmann constant. Assuming that each rink of the disk emits as a black body
with a temperature distribution T (R) as in eq. 2.2, the spectrum is proportional to:

Sν ∝
∫ Rout

Rin

ν3

ehν/kT (R) − 1
RdR, (2.4)

where Rin and Rout are the inner and outer radii of the accretion disk. At high frequencies,
hν � kT∗, the emission falls down exponentially. At low frequencies, hν � kT∗, T ∝ R−3/4

and the spectrum can be written as:

Sν ∝ ν1/3

∫ hν/kTout

0

x5/3dx

ex − 1
. (2.5)

For intermediate frequencies, kTout � hν � kT∗, Sν ∝ ν1/3, whereas at lower frequencies,
hν � kTout, Sν ∝ ν2. Summarising, the accretion disk spectrum can be modelled as:

Sν ∝


ν2 for hν � kTout

ν1/3 for kTout � hν � kT∗

e−ν for hν � kT∗

(2.6)

From the observational side, the emission in the optical/UV was historically modelled as
a single power-law emission in the form Fν ∝ ναν . However, a variety of slopes were found
depending on the wavelength range considered. Vanden Berk et al. (2001) found αν = −0.44±
0.1 for 1300− 5000 A◦, whereas (Richards et al., 2003) found a distribution in the range −1.8 <
αν < 0.4, peaking around α = −0.4, for a sample of 4576 of z . 2.2 quasars analyzed in the
range 1200 . λ . 6000 A◦. Lusso et al. (2015) found αν = −0.61 ± 0.1 for 912 − 2500 A◦. At
higher redshifts, Gallerani et al. (2010) analysed 33 quasars in the redshift range 3.9 . z . 6.4
finding that unreddened quasars are characterised byα = −1.7± 0.5, whereas reddened quasars
prefer steeper slopes (α < −2.3).

2.2.4 Infrared emission
Optical and UV photons from the accretion disk might be absorbed by the dusty structures in
the torus around the AGN and then re-emitted in the infrared (e.g. Sanders et al., 1989). This
emission can be described as a power-law Fν ∝ να in the range 1 − 10 µm, with the slope
ranging −2 . α . −0.5 (Elvis et al., 1994; Barmby et al., 2006). Given that normal star
forming galaxies have a mid-IR slope α ≈ 2, the mid-IR emission have been used in several
works to select AGN in IR surveys (e.g. Lacy et al., 2004; Chung et al., 2014)

2.2.5 Absorption and emission lines
On top of the continua, AGN show a variety of emission and absorption lines, making their spec-
tra an invaluable source of information for the gas composition and physical properties (density,
metallicity, ionization state and so on) in their surrounding.
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Clouds in the BLR are characterized by high-density (nH ≈ 109−14 cm−3) and high-temperature
(T ≈ 104 K) gas (e.g. Peterson, 2006). They are partially ionized (U ≈ 10−24), with the most
abundant ions being He II, He III, O IV, O VI , C III, C IV, causing the production of Hα, Lyα,
C IV λ1549 A◦, O VI λ1035 A◦. The density in the BLR is high enough to suppress the forbidden
lines, but not all the semi-forbidden ones, like C III] λ1909 A◦ and O III] λ1663 A◦. The neutral
regions in the BLR produce strong lines of H I, Mg II, Fe II, with equivalent widths depending
on the emissivity of the central source and on covering factor of the clouds.

More distant gas in the NLR is instead characterized by smaller column densities ((nH ≈
1020−21 cm−2)) and densities (nH ≈ 104 cm−3). The column density in the clouds can be low
enough to make them optically thin to helium and hydrogen Lyman continuum, therefore the
mean level of ionization can be higher than in the BLR. Moreover, the radiation field is lower,
allowing the formation of dust in the molecular gas (see Chapter 3). This low-density gas tends
to produce intense forbidden lines, and also coronal lines from highly ionized species. Low-
ionization lines, like Fe IIor Mg II, are instead expected to be very weak. Common lines from
NLR are [O III] λ 5007 A◦, [[N II]] λ 6584 A◦, [O II] λ 3727 A◦, [O IV] λ 25.9 µm, [Ne V] λ 3426 A◦,
C IV λ 1549 A◦ and the hydrogen Balmer and Lyman lines. Examples of high-ionization, narrow
emission lines are [Ne VI] 7.66 µm, [Si VI] 1.9 µm in the mid-infrared, and Fe X, Fe XI, Fe XIVin
the optical. They are characterized by very large value of U . These lines are referred to as
coronal lines, and the regions where they are produced is called the coronal-line region. Most
of the coronal lines are emitted by gas located between the NLR and the BLR. The lines from
the highest ionized species originate mostly from regions closer to the central source.

LINERs areAGNcharacterized by low-ionization, narrow emission lines, such as [[N II]]λ 6584A◦,
[S II] λ 6731 A◦, [[ I]] λ 6300 A◦ and the Balmer lines. They can be divided into type-I (broad emis-
sion lines) and type-II (only narrow emission lines) LINERs.

The relative strength of different ionization lines can also be used to infer the gas physical
conditions. Several diagnostic diagrams (also called BPT-diagrams, from the seminal work by
Baldwin et al. 1981) have been used to estimate the ionizing flux by comparing the different line
ratios, in particular [O III] λ 5007A◦/Hβ, [N II] λ 6584A◦/Hα, [S II] λ 6731A◦/Hα, [ I] λ 6300A◦/Hα
(e.g. Veilleux &Osterbrock, 1987; Kauffmann et al., 2003; Kewley et al., 2006). These diagrams
show well-defined regions that allow to distinguish high-ionization AGN, LINERS, and normal
star forming galaxies.

Emission lines can also be used to estimate the black hole mass (see also Section2.5) (e.g.
Vestergaard, 2002; Vestergaard &Osmer, 2009) and the gas chemical composition (e.g. Hamann
et al., 2002; Matsuoka et al., 2011).

AGN also show absorption lines in their spectra, which are also used to classify them. Broad
absorption line (BAL) AGN are type-I AGN, whose spectrum present deep, blue-shifted absorp-
tion features. They are divided into two categories: high-ionization BAL AGN, if they show
high-ionization strong resonance lines such as C IV λ 1549 A◦, Si IV λ 1397 A◦, Ne V λ 1240 A◦,
O VI λ 1035 A◦, Lyα, and low-ionization BAL AGN, which show Mg II λ 2798 A◦ and Fe II. The
presence of BAL can be explained by assuming that high-luminosity AGN contain outflowing
gas with very large velocities (up to 20% of the speed of light).

AGN can also show narrow absoprtion lines (NALs), typically due to the same resonance

4The ionization parameter U is a measure of the ionizing photon density with respect to the gas density. It can
be defined as

∫ E2

E1

(LE/E)dE
4πr2cNH

(e.g. Netzer, 2013, section 5.4), where LE is the monochromatic luminosity at energy
E r is the distance from the ionizing source,NH is the hydrogen column density. The energies E1 and E2 depends
on the considered species: for the hydrogen, it is common to set E1 = 13.6 eV and E2 to infinite. Alternative
definitions express the ionization parameter in terms of the flux density, but its physical meaning is essentially the
same.
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transitions as in BAL AGN, but associated with gas at lower velocities (≈ 100− 1000 km/s).

2.3 The quest for high-redshift quasars
As discussed in Section 2.2, accreting black holes release a significant fraction of their bolomet-
ric luminosity in the optical/UV spectra (Hopkins et al., 2007; Lusso et al., 2015; Shen et al.,
2020a, e.g.). In the EoR, these photons are redshifted into the near-infrared (NIR) bands, making
surveys in these windows the natural strategy for AGN searches.

Over the last two decades, thanks to several optical/NIR surveys, such as the Sloan Digital
Sky Survey (SDSS; Fan et al. 2006; Jiang et al. 2009), the UKIDSS Large Area Survey (Ven-
emans et al., 2007), the Canada-France High-z Quasar Survey (CFHQS; Willott et al. 2007),
the VISTA Kilo-Degree Infrared Galaxy Survey (VIKING; Venemans et al. 2013, 2015), Pan-
STARRS1 (Bañados et al., 2014), the Very Large Telescope Survey Telescope ATLAS survey
(Carnall et al., 2015), the Dark Energy Survey (DES; Reed et al. 2015, and the Subaru High-
z Exploration of Low-luminosity Quasars (SHELLQs; Kashikawa et al. 2015; Matsuoka et al.
2016), more than 200 quasars have been discovered at the most distant redshifts probed so far
(z ∼ 6− 8, Mortlock et al. 2011; Bañados et al. 2018; Wang et al. 2018b, 2021a). Follow-up
NIR spectroscopical observations of emission lines (e.g. Mg II and C IV) produced by Broad
Line Region clouds have confirmed that these sources are powered by ∼ 108 − 1010 M� BHs
(Fan et al., 2000; Willott et al., 2003; Kurk et al., 2007; Jiang et al., 2007; Wu et al., 2015; Baña-
dos et al., 2018; Yang et al., 2020b; Wang et al., 2021a). The challenge is to understand how
SMBHs have formed in < 1 Gyr, namely the age of the Universe at z ∼ 6. Theoretical models
of black hole accretion are in fact facing serious difficulties in explaining such a rapid growth
(e.g. Volonteri et al., 2003; Tanaka & Haiman, 2009; Haiman, 2013; Pacucci et al., 2015a; Lupi
et al., 2016), also including the rather uncertain formation mechanism of SMBH seeds (Shang
et al., 2010; Schleicher et al., 2013; Latif et al., 2013; Ferrara et al., 2014; Latif & Ferrara, 2016;
Inayoshi et al., 2020). We will discuss this point in more details in Section 2.5.

The problem is exacerbated by the unsuccessful search for high-zAGNpowered by∼ 106−7 M�
BHs (e.g. Xue et al., 2011; Cowie et al., 2020). Whether these sources are too rare (Pezzulli et al.,
2017a), and/or too faint to be detected by current optical/NIR survey (Willott et al., 2010; Jiang
et al., 2016; Pacucci et al., 2016; McGreer et al., 2018; Matsuoka et al., 2018b; Wang et al.,
2019; Kulkarni et al., 2019), and/or their optical/UV emission is obscured by dust (see Chapter
3), remains unclear. This latter hypothesis is supported by at least two observational results: (i)
multi-wavelength studies of∼ 1000 local AGN show a decrease in the covering factor of the cir-
cumnuclear material with increasing accretion rates due to the increase of the dust sublimation
radius of the obscuring material with incident luminosity (e.g. Ricci et al., 2017a); (ii) X-ray
observations provide indications that the fraction of obscured AGN increases with redshift (e.g.
Vito et al., 2014, 2018), an evidence further supported by studies of Lyα absorption profiles of
distant quasars (e.g. Davies et al., 2019). Both these facts resonate with the expectation that early
growth of SMBHs, typically characterized by low accretion rates, is buried in a thick cocoon of
dust and gas (e.g. Hickox & Alexander, 2018, for a review on this subject).

Signatures of the complex interplay between AGN/stellar radiation and dust grains remain
imprinted in the rest-frame UV-to-FIR spectral energy distribution (SED) of galaxies. There-
fore, multi-wavelength SED analysis of galaxies and AGN can be used to infer information on
their dust properties (mass, temperature, grain size distribution, composition), to shed light on
their star formation and nuclear activities, and to quantify the relative contribution of stars and
AGN radiation to dust heating (Bongiorno et al., 2012; Pozzi et al., 2012; Berta et al., 2013;
Gruppioni et al., 2016). Telescopes sensitive to Mid-Infrared (MIR, 5 . λRF . 40 µm), like



2.3. The quest for high-redshift quasars 33

Spitzer (Werner et al., 2004) and Herschel (Pilbratt et al., 2010), and to Far-Infrared (FIR,
45 . λRF . 350 µm) wavelengths (e.g. ALMA, NOEMA) have made possible to study the
panchromatic SED of bright (MUV . −26) quasars at z ∼ 6.

SEDs observations obtained with Herschel and Spitzer in these sources (Leipski et al., 2013,
2014) have been used to disentangle the star formation versus AGN contribution to the total
restframe IR emission (TIR, 8 < λRF < 1000 µm). The result of this study is that star formation
may contribute 25− 60% to the bolometric TIR luminosity, with strong variations from source
to source. In particular, Leipski et al. (2014) performed a multi-component SED analysis on
a sample of 69 z > 5 quasars, finding that a clumpy torus model needs to be complemented
by an hot (∼ 1300 K) dust component to match the NIR data, and by a cold (∼ 50 K) dust
component for the FIR emission. This work shows that, in addition to the standard AGN-heated
component, a large variety of dust conditions is required to reproduce the observed SED. Yet
these kinds of studies are limited to a small sample of bright sources. Future facilities in the
rest-frame MIR, such as the proposed Origins Space Telescope (OST; Wiedner et al. 2020) with
a sensitivity ∼ 1000 higher than its precursors Spitzer and Herschel, will significantly improve
our knowledge of dusty galaxies in the Epoch of Reionization.

ALMA and NOEMA observations have provided the opportunity of studying the ISM/CGM
properties of bright z ∼ 6 quasar hosts (e.g. Carilli & Walter, 2013; Gallerani et al., 2017a),
by means of rest frame FIR emission lines, as the [CII] line at 158 micron (e.g. Maiolino et al.,
2005;Walter et al., 2009;Wang et al., 2013; Venemans et al., 2016; Novak et al., 2019), CO rota-
tional transitions (e.g. Bertoldi et al., 2003b; Walter et al., 2003; Riechers et al., 2009; Gallerani
et al., 2014; Venemans et al., 2017a; Carniani et al., 2019a; Li et al., 2020), and the corresponding
dust continuum emission (e.g. Bertoldi et al., 2003a; Venemans et al., 2016, 2017b; Novak et al.,
2019). These observations have shown that these massive galaxies (Mdyn ∼ 1010 − 1011 M�)
are characterized by high star formation rates (SFR ∼ 100− 1000 M� yr−1), and large amount
of molecular gas (∼ 1010 M�) and dust (∼ 108 M�), that are typically distributed on galactic
scales (. 5 kpc). In some exceptional cases (Maiolino et al., 2012; Cicone et al., 2015), the
extension of [CII] emitting gas has been detected up to CGM scales (∼ 20− 30 kpc), pos-
sibly driven by fast outflowing gas (vout & 1000 km s−1) with extreme mass outflow rate of
Ṁout ∼ 1000 M� yr−1. Recently, Bischetti et al. (2022) studied high-resolution spectra of 30
quasars at 5.8 ≤ z ≤ 6.6 in the context of the Ultimate X-shooter Legacy Survey of Quasars
(XQR-30) project (Wang et al., 2021a). They find finding blue-shifted BAL emission lines in
50% of the sample. Their results indicate that powerful outflows (with velocities up to 17% of
the speed of light) can be a common phenomenon at high-redshift, with an occurrence a factor
of 2− 3 higher with respect to quasars at z ≈ 2− 4.5.

These FIR data, combined with X-ray and UV observations, have shown the presence of
galaxy/AGN companions in the field of z ∼ 6 quasars. In the X-ray, whereas the fraction of dual
AGN can be as high as ∼ 40− 50% out to z ∼ 4.5 (e.g. Koss et al., 2012; Vignali et al., 2018;
Silverman et al., 2020), at z ∼ 6, there are only tentative X-ray detections of double systems
(e.g. Vito et al. 2019a; Connor et al. 2019, but see also Connor et al. 2020.)

The occurrence of UV detected and sub-mm galaxy (SMG) companions is instead more fre-
quent. Marshall et al. (2020) detected up to nine companions with −22 .MUV . −20 in the
field of view of six quasars at z ∼ 6 (but see also Mechtley et al., 2012). Decarli et al. (2017)
reported the [CII] line and 1 mm continuum (Fcont) detection of SMGs close to 4 (out of ∼ 20)
quasars at z ∼ 6, with 0.2 . Fcont . 2.0 mJy, and reported projected distances between∼ 8 and
∼ 60 kpc. More recently, Venemans et al. (2020) find that 13 out of their studied 27 quasars have
companion galaxies in their field, at projected separations of 3− 90 kpc. ALMA data of z ∼ 8
Lyman Break Galaxies (Laporte et al., 2017; Bakx et al., 2020) have suggested the presence in
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these sources of dust hotter than expected (T ∼ 60− 90 K, Behrens et al. 2018; Arata et al.
2019; Sommovigo et al. 2020). The origin of warm dust in early galaxies can be traced back
to their (i) large SFR surface densities that favour an efficient heating of dust grains (Behrens
et al., 2018) and (ii) more compact structure of molecular clouds (MC) that delays their disper-
sal by stellar feedback, implying that a large fraction (∼ 40%) of the total UV radiation remains
obscured (Sommovigo et al., 2020). Another possibility concerns the presence of obscured, ac-
creting, massive (∼ 108 M�) BHs, whose UV luminosity is absorbed by dust located in the ISM
of the host (. 1 kpc) and/or into a central obscurer, closer to the active nuclei (∼ 1 pc), and
heated to temperatures as high as 80-500 K, respectively (Orofino et al., 2021). According to
this scenario, buried AGN should be searched for among Lyman break galaxies (LBGs) pop-
ulating the bright-end of their UV luminosity function (−24 < MUV < −22), where indeed a
large fraction of objects consists of spectroscopically confirmed AGN (Ono et al., 2018).

Obscured AGN may therefore represent a bridge between LBGs and bright quasars in the
galaxy formation process.

2.4 Black hole - galaxy co-evolution
In the last two decades, several observations in the local Universe have revealed that black hole
masses correlate with the host-galaxy properties (e.g. Magorrian et al., 1998b; Ferrarese &Mer-
ritt, 2000; Gebhardt et al., 2000; Marconi & Hunt, 2003; Gültekin et al., 2009). In particular,
the BH masses scale approximately asMBH ≈ 0.001 Mbulge, whereMbulge is the bulge mass of
the galaxy. Moreover, it also correlates with the velocity dispersion σ of the stars in the galactic
bulge, with a scaling MBH/(108 M�) ≈ (σ/200 km s−1)4, but recent observations suggest a
steeper oneMBH ∝ σ5 (McConnell et al., 2011). These findings are somehow surprising, as the
BH radius of influence (rin = GMBH/σ

2 ≈ 1− 100 pc) is several orders of magnitude smaller
than the typical size of galactic bulges. Nevertheless, they suggest a casual link in the formation
and growth of the black hole masses and the bulges, which is typically referred to as coevolution
(see Kormendy & Ho 2013 for an extensive review on this subject).

These observations motivated the idea that BHs could interact with the host galaxy by in-
jecting energy (radiative feedback, e.g. Silk & Rees 1998) or momentum (mechanical feedback,
e.g King 2003) onto the surrounding gas, effectively removing or heating cold gas, thus pre-
venting further star formation. These models were also able to partially reproduce the observed
MBH − σ relation. The general picture of AGN feedback can be described as follows. AGN
activity is triggered by cold gas accretion and generate feedback, which drives the gas away,
thus halting accretion itself, and possibly quenching the star formation in the galaxy. Then, cold
gas is able to form again, re-igniting both star formation and further accretion onto the central
engine. As a result, an oscillatory behaviour between starburst and AGN activity is expected to
occur (Binney & Tabor, 1995; Ciotti & Ostriker, 2007, e.g.), in which star formation and BH
accretion affect each other (see also Harrison 2017 for a broader review and reference therein).

Additional observations also support the existence of feedback from AGN, in particular:
the relation between the X-ray luminosity and X-ray temperature of the gas in the intra-cluster
medium (Markevitch, 1998), the low gas cooling rate in cluster (Fabian, 1994), the presence
of high-velocity winds (≈ 10% of the speed of light) from brightest quasars (Tombesi et al.,
2010), the star formation inefficiency in the most massive halos (Behroozi et al. 2013, see also
left panel in Fig. 2.3), the similar histories of BH growth and star formation in the Universe
(Madau &Dickinson 2014, see also right panel in Fig. 2.3). Moreover, most of galaxy formation
models require AGN to inject energy or momentum into the surround gas in the most massive
(M∗ & 1010 M�) galaxies (Croton et al., 2006; Somerville et al., 2008a; Ciotti et al., 2010). AGN
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Figure 2.3: Left panel. Ratio of the stellar mass to the total halo mass a function of halo mass in semi-empirical
relations (green line, Moster et al. 2013) and in semi-analytical models with and without feedback (black and grey
lines, Somerville et al. 2008b). The shaded area in cyan indicates the 16th and 84th percentiles of the fiducial
model including both AGN feedback and star formation. The impact of stellar feedback is to reduce the conversion
of baryons into stars in low mass halos, whereas AGN feedback is invoked to do the same in the most massive halos.
Figure taken from Harrison (2017). Right panel. Comparison of the star formation rate history (black line) with
the black hole accretion history deduced from X-ray data from Shankar et al. (2009) (red line), (Aird et al., 2010)
(light green shaded area), (Delvecchio et al., 2014) (light blue shaded area). The comoving black hole accretion
rates have been scaled up by a factor of 3300 for a better visual comparison. Figure taken from Madau & Dickinson
(2014).

produce an incredible amount of energy by releasing ≈ 10% of the accreted rest-mass energy
as radiation. For a 108 M�-BH approximately 1054 J are released, ten orders of magnitude
more than the typical energy released by a supernova, and three orders of magnitude higher than
the typical binding energy of the galaxy. Therefore, only a small fraction of this energy needs
to be coupled with the gas in order for the BHs to produce winds or outflows (e.g. Harrison
et al., 2018), able to affect the dynamics and the star formation in the host galaxy (e.g. Harrison,
2017). Observations of outflows estimated coupling efficiencies between the kinetic power of
the outflow and the AGN luminosity of ≈ 0.001% − 10% (see for example Fig. 2 in Harrison
et al. 2018). However, a large number of observational challenges in inferring the outflows
properties still remain, in particular at high redshift (see also Section 2.3). Moreover, outflows
can be effectively in quenching the activity in the nuclear regions of galaxies, but how their
impact manifests on larger scales is still not understood (e.g. Costa et al., 2014b). We are still
missing an observational "smoking gun" that unequivocally proves the AGN impact on the star
formation activity in the host galaxy.

The interpretation of the MBH −Mbulge relation is also complicated by its evolution with
redshift. In particular, at high redshift, BH masses are found to lie above the local relations (e.g.
Wang et al., 2010; Neeleman et al., 2021), with a larger scatter with respect to the relation at
lower redshifts. Instead, BHs in SMGs at z ∼ 2 tend to be under-massive. Galaxy mergers
have been invoked to explain this correlation (e.g. Peng, 2007; Cattaneo et al., 2009). In fact,
this relation is well established in bulges and elliptical galaxies, but not in pseudo-bulges and
disks-dominated galaxies, which are not remnant of major mergers. Moreover, multiple galaxy
mergers might also average out the properties of the involved galaxies, tightening the relation at
lower redshift. Whatever the physical mechanisms responsible for the MBH-relations are, they
must have been already in place in the early Universe.
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2.5 The formation of the first black holes
Asmentioned in Section 2.3, several observations reveal that the quasars at z & 6 are powered by
accretion onto BHs with masses of∼ 108 − 1010 M� BHs (e.g. Mortlock et al., 2011; Wu et al.,
2015; Bañados et al., 2018; Yang et al., 2020b; Wang et al., 2021a). These estimates are based
on calibrations between the full width at half-maximum (FWHM) of bright BLR emission lines,
in particular Mg II λ 2798 A◦ and C IV λ 1549 A◦, with the BHs masses (see e.g. Netzer, 2013). The
evidence of SMBHs already in place within the first Gyr of the Universe is one of the biggest
puzzles in modern astrophyiscs (e.g. Tanaka & Haiman, 2009; Volonteri, 2010; Schleicher et al.,
2013; Latif & Ferrara, 2016; Valiante et al., 2017; Woods et al., 2019; Inayoshi et al., 2020).

Why their existence is surprising can be illustrated as follows. Mass accretion onto a BH is
regulated by themass inflow rate Ṁ and by the radiative efficiency εr, which quantifies howmuch
mass is converted into energy during the accretion process. Assuming that the mass inflow rate
is limited by the Eddington luminosity LEdd (see footnote 1), the mass growth rate is regulated
by the following equation:

ṀBH = λEdd
1− εr
εr

LEdd

c2
, (2.7)

where λEdd is the ratio between the accretion luminosity and the Eddington luminosity. If the
accretion proceeds at the maximum rate for the whole lifetime of the BH (i.e. λEdd = 1, the
growth proceeds exponentially asM(t) = M(0)et/te , with an e-folding timescale, given by:

te =
σT c

4π G M mp

εr
1− εr

= tS
εr

1− εr
, (2.8)

where we introduced the Salpeter time tS ≈ 0.45Gyr. For a typical value εr ' 0.1, the character-
istic growth time scale is tS ≈ 0.045 Gyr, which implies that for a BH seed ofM(0) ≈ 102 M�
(a reasonable mass for a BH originating from a Pop. III star remnant), approximately 20 e-
foldings are required to reach 109 M�, corresponding to 700 Myr. Therefore this light seed
requires constant mass inflow at the maximum possible rate, essentially for the entire lifetime
of the Universe since its formation, which is a very unlikely scenario. It seems necessary that
more massive seeds are required, which would have a jump start in the growth (see Fig. 2.4).
We know briefly review the main BHs formation channels proposed in literature.

Since the seminal work by Rees (1984), several mechanisms leading to BH formation have
been proposed, which can be divided into three categories:

• BH formation from the collapse of a massive star;

• BHs originated after runaway collapses in stellar clusters;

• Direct Collapse Black Holes (DCBHs): BHs fromed from the monolithic collapse of the
gas within a dark matter halo.

Primordial stars in the mass range 40−140 M�M or above 260 M� are expected to collapse
into BHs of similar masses (Heger & Woosley, 2002; Heger et al., 2003). If trace amounts of
metals are present, all stars with massesM∗ > 40 M� end their lives by collapsing into a BH,
but with mass losses increasing with metallicity. Stars of primordial composition are thus the
ones that should retain most of their mass. However, the exact masses of the final BHs and the
maximum mass that can be achieved via this channel depend on the Pop III IMF, which is not
well constrained (see also Section 1.4). Recent dedicated simulations including UV feedback
from the protostar showed that the mass growth is halted at ≈ 40 M� (e.g. Hosokawa et al.,
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2011), but in principle, if only a single star forms from its mini-halo, it can reach masses up to
103 M� (Hirano et al., 2014). Stellar mass BHs seeds are therefore expected to have masses in
the range 10 − 103 M�, and are thus referred to as light seeds. However, as discussed before,
it is very unlikely for these seeds to grow up to 109 M� via Eddington-limited accretion. For
this reason, many works tried to exploit the possibility that, under specific conditions, accretion
could be super-Eddington (e.g. Madau et al., 2014; Pacucci et al., 2015b; Lupi et al., 2016;
Pezzulli et al., 2017b), i.e. it can proceed at a a rate higher than the Eddington rate. This can
happen because at high mass inflow rates the standard radiatively efficient thin disk solution by
Shakura & Sunyaev (1973) is no longer valid. In this regime, the viscosity-generated heat does
not have time to be radiated away and it is instead advected onto the BH, significantly reducing
the radiative efficiency and in turn the radiation from the BH itself that could be coupled to the
gas slowing further mass inflow. Therefore, stellar mass BHs are still a possibility as a SMBHs
seeds. Intermediate mass seeds (103−4 M�) can be formed as a result of dynamical processes
within collisional stellar clusters. Star collisions and dynamical interactions lead to an increase
of the density of the core, which in turn increases interactions and following collisions. In a
multi-mass system, a single massive star might dominate the dynamic, significantly growing by
collisions with other stars in a runaway process. Dedicated studies (Devecchi & Volonteri, 2009;
Katz et al., 2015; Yajima & Khochfar, 2016; Sakurai et al., 2017) have shown that this pathway
can be effective in leading to the formation of a massive star of ≈ 103−4 M�.

The last main mechanism for BH formation is the so-called Direct Collapse Black Hole
(DCBH) scenario, which consists in the collapse of most of the gas in a dark matter halo into
a single object, leading to the formation of heavy seeds of 105−6 M� (e.g. Eisenstein & Loeb,
1995; Bromm & Loeb, 2003; Schleicher et al., 2013; Ferrara et al., 2014). In order for this
mechanism to work, gas should rapidly lose angular momentum avoiding fragmentation. These
conditions require the gas composition to be primordial, in order to prevent metal lines cooling,
and also the suppression of molecular hydrogen formation, which is the other major coolant,
which could otherwise lead to the formation of clumps during the collapse. High mass infall to
rapidly accumulate material onto the central object requires high gas temperature, given that it
scales as Ṁ ∝ c3

s/G ∝ T 3/2. This makes dark matter halos at z ∼ 15, with & 107 M� and
virial temperature T ≈ 104 K, the ideal birthplaces of DCBHs. Gas in these halos would cool
mainly via atomic-hydrogen cooling, and mass infall can reach values of& 0.1 M� yr−1, which
are necessary for a single star to form without radiative feedback onto the surrounding gas (e.g.
Hosokawa et al., 2013). However, all these conditions are not easily satisfied and research is still
ongoing to explore the feasibility of each one in the primordial Universe (see for example the
recent reviews by Latif & Ferrara 2016; Inayoshi et al. 2020 and references therein).

To summarise, different mechanisms have been explored to explain the formation and growth
of the SMBHs in place at high redshift. However, many aspects are still uncertain and additional
work is needed in order to finally understand their origin.
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Figure 2.4: The evolution of the black hole masses with redshift according to eq. 2.7, for the observed quasars at
z ≥ 7, assuming εr = 0.1. The shaded area denotes the typical mass ranges of the seeds produced by the most
popular BH formation mechanisms described in this Section. Figure from Wang et al. (2021a).
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Cosmic dust is a fundamental component of the ISM of galaxies. It is ultimately a product of
stellar evolution and it plays a crucial role both in the evolution of galaxies and in the way we
study them. In fact, dust grains enhance the formation of molecular hydrogen, which is the main
coolant in primordial gas (see Chapter 1), with an efficiency depending on the grains surfaces
(Hirashita & Ferrara, 2002; Cazaux & Tielens, 2004). Dust cooling also becomes relevant in
the later stage of star formation, affecting the typical mass of stars and shaping the stellar IMF
(Larson, 2005; Omukai et al., 2005; Schneider et al., 2006)). Therefore, both the overall dust
content and the dust grain size distribution play an important role in the physical processes
regulating star formation.

Dust grains are believed to have sizes ranging from few A◦ to ∼ µm (e.g. Mathis et al., 1977;
Weingartner & Draine, 2001). They also scatter and absorb optical-ultraviolet (UV) radiation
from stars and accreting BHs, and thermally re-emit this energy as infrared (IR) photons. Con-
sequently dust affects the spectral energy distribution (SED) of observed galaxies (e.g. Calzetti
et al., 2000), the intensity of emission lines and the estimate of the star-formation rate (SFR),
which requires corrections for dust extinction (e.g. Kennicutt & Evans, 2012). Therefore, con-
straining dust properties is essential for interpreting observations and understanding galaxy evo-
lution.

In this Chapter, we provide a brief overview about the main processes regulating dust for-
mation and evolution. We introduce the extinction curves measured in the local Universe and
the dust models developed to reproduce them. Finally, we discuss the main observational and
theoretical works dedicated to the dust in high-redshift AGN, which is one of the main topic of
this Thesis.

3.1 The dust cycle
Dust grains form via the condensation of metals in environments characterized by temperatures
of 600 < T < 1800 K and pressure 10−8 < P < 105 Pa (e.g. Salpeter, 1974; Frenklach
et al., 1989; Frenklach & Feigelson, 1989). These conditions are met in the cold atmosphere of
evolved stars in the asymptotic giant branch (AGB) phase (e.g. Ferrarotti & Gail, 2006), which
are thought to be the main dust production sources in the local Universe. An alternative pathway
for dust formation is represented by expanding supernova (SN) ejecta (SNe; e.g. Kozasa et al.,
1989a; Todini & Ferrara, 2001; Nozawa et al., 2003; Bianchi & Schneider, 2007), where the gas
conditions for dust condensation are also met. Stars in the mass range 12− 40 M�, ending their
lives as SNe, are expected to produce dust masses of the order of 0.1−2 M� per SN event. How-
ever, the reverse shock can destroy a significant fraction (> 80%) of the dust produced, and how
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much dust survives is still a matter of debate (e.g. Bianchi & Schneider, 2007; Nozawa et al.,
2007; Hirashita, 2015). Both AGB stars and SNe are also able to redistribute the dust produced
back into the ISM by means of stellar winds or the SN ejecta, respectively. Additionally, ex-
panding clouds in AGN winds have been proposed as possible sources of dust formation (Elvis
et al., 2002).

The metal species able to condense depend on the local metal abundances and on the gas
physical conditions, therefore a large variety of grains can be formed. For example, silicate dust
is produced mainly by stars with masses < 1 M� or > 4 M�, which are oxygen-rich during the
AGB phase. Carbon and SiC dust are instead mainly produced by stars with masses 1 M� <
M∗ < 4 M� (Zhukovska et al., 2008). Dust grains in SNe ejecta are mainly silicate-based and
amorphous carbon (Todini & Ferrara, 2001; Bianchi & Schneider, 2007). After their formation,
dust grains undergo several processes which alter the total dust mass and the initial grains size
distribution. Once injected into the ISM, they suffer from thermal sputtering if they are swept by
SN shocks, or by grain-grain collisions in high temperature gas (shattering, Jones et al., 1996;
Yan et al., 2004). The efficiency of this process increases with the radius of the grain (Draine
& Salpeter, 1979), therefore large grains suffer from thermal sputtering more than small grains
and the initial grain size distribution is effectively skewed toward small grains.

Once the ISM becomes sufficiently enriched with metals, the conditions for accretion of
additional metals from the ISM-phase can also be met in dense ISM regions or in molecular
clouds (e.g. Spitzer, 1978; Dwek & Scalo, 1980; Draine, 2009). Given that small grains have a
larger surface-to-volume ratio as compared to large grains, this process is more effective for the
small grains (a < 0.03 µm) with respect to the larger ones. This process does not only boost
the abundance of small grains, but it also increases the overall dust mass content. However,
its efficiency is still debated (Ferrara et al., 2016). Small grains can also grow via coagulation
(Chokshi et al., 1993; Hirashita & Yan, 2009), turning into larger grains. Finally, gas-grains
collisions (sputtering) in SN shocks or in hot plasma destroy dust grains and return their metals
back to the gas (Draine & Salpeter, 1979; Tielens et al., 1994).

The aforementioned processes are the main drivers of the dust-cycle in galaxies, which is
deeply interconnected with their evolution. They have been included in many theoretical works
to investigate the evolution of chemical species and dust abundance in galaxies (e.g. Dwek, 1998;
Zhukovska et al., 2008; Pipino et al., 2011; Asano et al., 2013b; Hirashita, 2015; Nozawa et al.,
2015; Hirashita & Aoyama, 2019). However, despite these efforts, many uncertainties in the
theoretical models remain and a complete picture of the dust properties at high-redshift is still
missing.

3.2 Dust extinction
The first evidence of interstellar dust came from obscuration of starlight (Trumpler, 1930), also
called extinction. Measurements of extinction are generally performed by using the so-called
pair-method: the spectra of two stars of the same spectral class are compared, assuming that
dust extinction becomes negligible at larger wavelength and that one of the sources has little
foreground material. The extinction Aλ at a wavelength λ is usually expressed in the form:

Aλ = −2.5 log(F obs
λ /F int

λ ), (3.1)

where F obs
λ is the measured (observed) flux and F int

λ is the intrinsic, i.e. unattenuated flux.
The extinction curves in the MW have been found to vary with the line of sight, depending

on the ISM environment they pass through. A useful way to parameterize this variation is the
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parameter RV = AV /(AB − AV ), which measures the slope of the extinction curves in the
optical band. This has been found to vary between 2.2 and 5.8, with an average RV ≈ 3.1
for the diffuse ISM (e.g. Fitzpatrick, 1999). Measurements of the extinction curve have been
performed for several lines of sight in the Milky Way (MW; Savage & Mathis, 1979), Small
Magellanic Cloud (SMC) and Large Magellanic Cloud (LMC; Fitzpatrick, 1989). The top panel
of Figure 3.1 shows the measured average extinction curves of the SMC, LMC and MW in the
wavelength range 0.1 µm < λ < 0.5 µm. The SMC curve is consistent with a power-law,
whereas the MW curve shows a prominent bump around 2175 A◦, and a similar feature is visible
in the LMC curve. The MW and LMC curves also are less steep than the SMC toward shorter
wavelengths. The wavelength dependence of dust extinction entangles information on the grain
chemical composition and size distribution, and it is therefore a powerful observational tool
to constrain dust models. The 2175 A◦ bump was shown to be well fitted by a Drude profile
(Fitzpatrick & Massa, 1986), whose oscillator strength f per H nucleon requires nXfX/nH ≈
9.3 × 10−6 (Draine, 1989). Given that the oscillator strength per molecule is expected to be
fx . 0.5, this suggested that the responsible molecules had to contain one or more elements
between C, O, Mg, Si, Fe, as they are the only ones sufficiently abundant in the ISM (Draine,
2003a). Small, randomly-oriented, spherical grains made by graphite would have an oscillator
strength of f = 0.16 per C (Draine, 1989), requiring an ISM abundance of C/H = 5.8× 10−5,
consistent with observations. However, graphite grains do not explain the variation in the full-
width-half-maximum (FWHM) of the profile with the line of sight, without a change in the
wavelength of the feature. Currently, the most promising explanation for the 2175 A◦ feature are
small polycyclic aromatic hydrocarbons (PAHs) molecules (e.g. Weingartner & Draine, 2001;
Li & Draine, 2001a).

Mathis et al. (1977) (hereafter MRN) were the first to develop an interstellar dust model, that
was successful in reproducing the observed extinction in the MW. Strong absorption features
observed at 9.7 µm and 18 µm are well explained by the stretching and bending modes in silicate
grains. The strong extinction feature at 2175 A◦ is instead reproduced by graphite grains. They
proposed a model in which the two populations, silicate and graphite grains, have the same
functional form for the grain size distribution:

dn

da
= C nH a

−3.5, (3.2)

where a is the radius of a grain (assumed to be spherical), nH is the hydrogen number density
and C a normalization constant for the grain distribution. The grain size distribution extends
from 50 A◦ to 0.25 µm, and the cross sections for each grain was computed by using the Mie
theory, which is valid under the assumption that grains are spherical. By extending the MRN
model, Draine & Lee (1984) found the valuesC = 10−25.13 cm−2.5 andC = 10−25.11 cm−2.5, for
graphite and silicate grains respectively. The MRN model was first challenged by observations
of thermal emission from dust in the 3− 60 µm, associated with grains with temperatures 30−
600 K, implying the existence of a population of dust grains smaller than 50 A◦. Emission features
at 3.3, 6.2, 7.7, 8.6, and 11.3 µm were associated to C-H and C-C stretching and bending modes
in PAHs (Leger & Puget, 1984), suggesting that carbonaceous grains could be as small as few
molecules.

(Weingartner & Draine, 2001) developed a comprehensive model to reproduce the extinc-
tion curves of the MW, SMC and LMC, by assuming a mixture of carbonaceous and silicate
grains, including a population of small PAHs molecules. These functions are parameterized in
order to reproduce the extinction curves along different line of sights, for different values ofRV .
Figure 3.2 shows the grain size distributions for the carbonaceous, silicates and PAHs from the
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Figure 3.1: Top panel: Averaged measured extinction curves of the MW, SMC and LMC by Savage & Mathis
(1979); Fitzpatrick (1989). Middle panel: Extinction curves predicted by the SN models from Todini & Ferrara
(2001) for different values of metallicity of the progenitor star, and from the SN models by Bianchi & Schneider
(2007), which also accounts for the reverse shock reprocessing of grains. Bottom panel: Extinction curves predicted
by the SN models of Hirashita et al. (2008). These models consider two cases for the grain mixing in the SN ejecta:
mixed (solid lines) and unmixed (dashed lines); see text for details). They also include dust production from pair-
instability SNe (PISN).
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(Weingartner & Draine, 2001) that are able to reproduce the average extinction curves in the
MW (RV = 3.1 case), SMC and LMC.

Once the grain size distribution is determined, the extinction Aλ can be computed as (Wein-
gartner & Draine, 2001):

Aλ = 2.5π log e

∫
d ln a

dN(a)

da
a3Qext(λ, a), (3.3)

whereN(a) is the column density of grains with size≤ a, andQext(λ, a) is the extinction factor,
which can be computed from Mie theory (Bohren & Huffman, 1984). Many theoretical studies
have been dedicated to compute the dielectric functions for silicate and graphite grains, in order
to have an accurate determination of the extinction factor, the scattering cross sections and the
scattering phase functions (e.g. Draine, 2003b,c).

A similar formalism have been adopted in many works in order to study the extinction curves
produced by different source mechanisms (see Section 3.1). Since the first detection of dust in
the SN event SN1987A (Moseley et al., 1989; Kozasa et al., 1989b), dust from SN origin has
gained particular attention, also because of its appeal in explaining the high dust mass content in
early galaxies (see Section 3.3). Todini & Ferrara (2001) developed a model based on classical
nucleation theory, exploring the dependence of the extinction curves on the metallicity of the
SNe progenitors. Bianchi & Schneider (2007) expanded on this model by exploring a wider
range of initial conditions. They also include the destruction and reprocessing of grains by the
passage of the reverse shock, thereby studying the evolution of the extinction curve from the time
of dust formation (∼ hundreds days after the SN event) to its survival hundreds years later. In
particular, they found that 2− 20% of the initial dust mass survives the reverse shock. Hirashita
et al. (2008) computed extinction curves for SN ejecta, building on the study by Nozawa et al.
(2007), which focused on the dust destruction by the reverse shock, finding that grains smaller
than ∼ 0.02 µm are efficiently destroyed in environments characterized by an hydrogen number
density higher than 0.1 cm−3. They also explored the effect of mixing of the elements in the
ejecta on the formation of dust species, by considering two extreme cases: an unmixed case,
where the original onion-like structure of elements is preserved in the helium core, and a mixed
case, in which the elements are uniformly mixed. They also included dust production from pair-
instability SNe (PISNe), with a progenitor mass of 170 M�. As a comparison, the extinction
curves produced by these models are shown in the middle and bottom panel of Figure 3.1.

Finally, an additional complication in interpreting the dust properties in a galaxy comes from
the geometry. Inferring the dust extinction curve for star-forming galaxies is in general not trivial,
because the observed spectrum also depends on the relative distribution of dust and stars. There-
fore, observations of star-forming galaxies typically provide an attenuation law, which describes
the effective reddening of the radiation as compared to the case with no extinction. Calzetti et al.
(1994) found an attenuation law for local star-forming galaxies which is flatter than the extinction
curve for SMC, LMC and MW. In particular, the resulting curve is characterised by the absence
of the 2175 A◦ dust feature, which is prominent in the MW curve and is usually attributed to poly-
cyclic aromatic hydrocarbon (PAH) nanoparticles (e.g. Li, 2007). This result can be explained
with an SMC-like intrinsic curve assuming a clumpy distribution for dust and stars (Gordon
et al., 1997; Inoue, 2005) or with a MW-type dust for different geometries (Pierini et al., 2004;
Panuzzo et al., 2007). Interpreting observations of star-forming galaxies and inferring their dust
properties is therefore quite difficult.
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Figure 3.2: Grain size distributions according to the Weingartner & Draine (2001) model that reproduce the MW
(for RV = 3.1, top panel), SMC (middle panel) and LMC (bottom panel) extinction curves. The solid black lines
show the carbonaceous grains, except the PAHs, which are shown in dash-dotted blue lines; the silicates component
is shown in red.
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3.3 Dust in high-redshift AGN

Active Galactic Nuclei (AGN), whose UV emission is dominated by the accretion disk powering
the central black hole (BH) (e.g. Kormendy &Ho, 2013), represent an alternative place where to
study dust extinction properties, possibly avoiding the complications presented by the dust/stars
distribution in star-forming galaxies. Observations of mildly reddened quasars at z < 4.4 sug-
gested extinction curves compatible with the SMC one (Reichard et al., 2003; Richards et al.,
2003; Hopkins et al., 2004). Instead, highly obscured quasars show a prevalence of extinction
curves markedly different from any of the SMC/LMC/MW ones, as indicated both by individual
sources at z < 0.7 (Maiolino et al., 2001a; Gaskell & Benker, 2007), and composite spectra
(Gaskell et al. 2004; Czerny et al. 2004, but see also Willott 2005). These works underlined two
important features of extinction curves in AGN: (i) a flat (or grey) extinction in the far-ultraviolet
(FUV), and (ii) the absence of the 2175 A◦ bump. A grey extinction was interpreted as an indi-
cation of the dominance of large grains in the circumnuclear region of AGN, possibly because
of the depletion of small grains (Laor & Draine, 1993) or efficient coagulation (Maiolino et al.
2001b; but see also Weingartner & Murray 2002).

The picture is even more complex at high-redshift. Maiolino et al. (2004) analysed the spec-
trum of the reddened broad absorption line (BAL) quasar SDSSJ1048+4637 at z = 6.2, reveal-
ing a peculiar extinction curve, being flat at rest-frame λ & 1700 A◦, and rising at λ . 1700 A◦,
compatible with a supernova origin (Todini & Ferrara, 2001; Hirashita et al., 2005; Bianchi &
Schneider, 2007). A similar extinction curve was also inferred for the quasar CFHQS J1509-
1749 at z = 6.12 (Willott et al., 2007). Gallerani et al. (2010, hereafter G10) studied the optical-
near infrared spectra of 33 quasars at 3.9 < z < 6.4, finding that the extinction curve required
to explain dust-reddened quasars (characterised by an attenuation at 3000 A◦, A3000, in the range
0.82 < A3000 < 2.0) deviate from the SMC extinction curve, with a tendency to flatten at
λ . 2000A◦. In the case of BAL quasars, they also computed a mean extinction curve (MECBAL
in G10) which displays a significant flattening at λ . 2000 A◦. These observations suggest that
dust properties in AGN at high-redshift might be quite different from those deduced in the local
Universe (but see also Hjorth et al., 2013).

A different dust origin at high-redshift is also supported by the timescales involved in dust
production mechanisms. The time required for low and intermediate-mass stars (M < 8 M�)
to reach the AGB phase (108 yr to few 109 yr) is comparable to the age of the Universe at z ' 6
(Morgan & Edmunds, 2003). The progenitors of core-collapse type II supernovae (SNII) are
instead much more short-lived (106 yr) and therefore they must be the dominant dust sources at
high-z (Gall et al. 2011; Leśniewska & Michałowski 2019, but see also Valiante et al. 2009),
provided that a significant fraction of grains survives the reverse shock (Bianchi & Schneider,
2007; Hirashita et al., 2008). This argument makes SNe the most attractive solution to explain
the large amounts of dust (Mdust = 107 − 108 M�) in high-z quasars measured from their rest-
frame far-infrared (FIR) emission when the Universe was only 1 Gyr old (e.g. Bertoldi et al.,
2003a; Michałowski et al., 2010; Carilli & Walter, 2013; Gallerani et al., 2017b).

Evidence for SN-dust at high-redshift has been also reported in studies of gamma-ray bursts
(GRBs) afterglows, as in the case of the GRB071025 afterglow at z ∼ 5 (Perley et al., 2010; Jang
et al., 2011) and GRB050904 at z = 6.3 (Stratta et al., 2007). However, both these results are
controversial (e.g. Li et al., 2008b; Zafar et al., 2010; Stratta et al., 2011) and studies on larger
samples of GRBs up to z ∼ 7 showed either no significant extinction, or a variety of extinction
curves compatible with the SMC, SMC-bar, LMC and MW (Zafar et al., 2011, 2018a,b; Bolmer
et al., 2018). Comparing these results with the ones found in AGN is not straightforward, be-
cause AGN-host galaxies might have a peculiar dust evolution history with respect to normal
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star-forming galaxies (e.g. Nozawa et al., 2015), or quasar spectra might reveal only the dust
component in the AGN proximity, whereas GRBs probe the ISM of the host galaxy. Therefore,
the question of the dust origin in high-redshift quasars is still open.
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4Cosmological simulations

Modern astrophysicists can rely on an enormous amount of observational data provided by cur-
rent facilities. These data constitutes a fundamental tool in order to validate theoretical predic-
tions and models of galaxy formation. However, the problem of galaxy formation and evolution
is extremely complex due to its multi-scale and multi-physics nature. Therefore, numerical sim-
ulations have been developed in order to tackle this problem, thanks to the possibility to include
several physical processes at the same time. These includes, among many others: the physics
of gas cooling and heating, star formation, chemical enrichment, feedback from stars and AGN,
seeding and growth of massive black holes. Over the last two decades, these simulations have
been successful in reproducing a significant number of observations, thereby improving our un-
derstanding of the Universe. In this Chapter, we will provide an overview of the main features
of modern numerical simulations, their main results, and their current limitations. A detailed
review on the subject can be find in Vogelsberger et al. (2020). We then illustrate the hydrody-
namic simulations we make use of in the work of this Thesis in Section 4.3.

4.1 Main ingredients
Galaxy formation is an intrinsic multi-scale problem. The physical processes governing their
emission and evolution depends on scales of ≈ pc, where star formation takes place. Their
abundance and clustering properties are instead regulated by evolution on cosmic scales. In or-
der to produce a complete and realistic picture to compare with observations, a variety of phys-
ical processes have to be included. The main components constituting a modern cosmological
simulation are:

• a cosmological framework;

• Dark Matter and gravitational interactions;

• Baryonic physics (optional).

The large variety of physics included inmodern cosmological simulations is schematically shown
in Fig. 4.1. We will discuss them in more details in the following sections.

4.1.1 Cosmological framework
As discussed in Section 1.1, observations suggest that our Universe is well described by a cos-
mological model with a flat geometry, with the matter/energy distribution dominated by a cold-
dark matter component and a cosmological constant Λ (e.g. Planck Collaboration et al., 2020).
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Figure 4.1: Overview of the main components of a cosmological simulation, illustrated from bottom to top. A
cosmological framework (see Section 4.1.1) is assumed (bottom box), by specifying the dark matter and dark energy
properties, the gravity, and the initial conditions of the simulations. The simulation can be performed either on a
large comoving volume to study a large sample of galaxies, or zooming-in on a specific region of the Universe.
Several techniques are adopted to solve the dynamics of the dark-matter (see Section 4.1.2) and the fluid equations
of the baryonic component (see Section 4.1.3). Finally, a large variety of astrophysical processes is implemented
(see Section 4.1.3. Figure from Vogelsberger et al. (2020).

Structure formation is expected to proceed hierarchically from small dark matter structures that
progressively grows into larger ones, forming the halos which will be the sites of future galaxy
formation (see Section 1.3). Thus, the first thing that a cosmological simulation has to include is
the flat geometry (described by the FLRWmetric), with a specified dark matter, dark energy and
baryons compositions. Then, the initial conditions need to be specified, in order to reproduce
the perturbations on top of the approximately homogeneous distribution. The matter fluctuations
are by their power spectrum P (k), whose functional form is a convolution of the primordial fluc-
tuations set by inflation with the linear growth post-recombination (Eisenstein & Hu 1999, see
also Section 1.3.3). Within this framework, the linear density field is typically specified at some
time, generally at z ∼ 100, and then dark matter particle velocities and positions are specified,
together with the baryon density, velocity and temperature fields. Cosmological simulations can
be divided into two broad categories: large volume simulations, and zoom-in simulations. In
the former, a large volume is simulated and the initial conditions are sampled periodically in
the volume. In the zoom-in simulations, a region of interest is selected from a low resolution
one, and the number of resolution elements is increased in the small region. Some simulations
also employ initial conditions that mimic specific regions of the Universe, such as a matter over-
density (e.g. Hoffman & Ribak, 1991). These are called constrained initial conditions. A set
of boundary conditions also need to be specified. Typically, periodic boundary conditions are
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chosen, as they mimic the homogeneity and isotropy of the matter distribution of the Universe.

4.1.2 Dark Matter

The dark matter plays a crucial role in the structure formation process, by forming the halos that
will be the birthplace of galaxies. The evolution of dark matter particles can be described by the
collisionless Boltzmann equation, coupled to the Poisson’s equation:

df

dt
=
∂f

∂t
+ v

∂f

∂r
− ∂Φ

∂r

∂f

∂v
= 0 (Boltzmann equation)

∇2Φ = 4πG

∫
fdv (Poisson equation),

where f(r,v, t) represents the probability density function in the phase space, and Φ is the grav-
itational potential. This equation is commonly solved via N-body methods, which discretize the
equation by sampling the phase-space of dark matter in N points with masses mi. This tech-
nique is more efficient the larger the number of particles adopted, in order to reduce the Poisson
noise. The main challenge of N-body methods is to efficiently solve the Poisson equation, i.e.
to compute the gravitational forces between the particles. This is generally performed with two
different approaches:

• The Poisson equation is solved in its integral form. The forces are computed with a direct
summation. In order to reduce the computational effort, the summation is performed in a
tree structure, by approximating the contribution from distant particles.

• The Poisson equation is solved in its differential form. This computation is generally
achieved by solving the equation in the Fourier space after generating a mesh structure,
which is referred to as the particle-mesh (PM) method.

In the first case, gravitational forces are usually softened on small scales, in order to avoid two-
body interactions between close particles to produce unphysical results. This is done by employ-
ing a softening length ε below which particles are treated as a smoothed density field.

Dark-matter-only simulations, despite their simplicity, already provide fundamental insight
about the process of structure formation. For example, they show that dark matter begins to
collapse in sheets-like structures, then in filaments, and finally forms a web-like structures made
of filaments and voids (e.g. Springel et al., 2018). DM-only simulations allow to complement
theoretical frameworks to study the halo mass function (e.g. Sheth et al., 2001), the internal halo
structure (e.g. Navarro et al., 1996, 1997), and the dark matter distribution (e.g. Springel et al.,
2006).

4.1.3 Baryons

Baryons constitute a fundamental component when it comes to compare the predictions of cos-
mological simulations with the majority of observations, as baryonic physics contains all the
processes leading to the formation of stars, which produce the visible light that we can detect.
The description of the baryonic component requires first of all the inclusion of thermodynamic
state of the gas. In the classical Eulerian formulation, the equations regulating the evolution of
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the baryonic fluid can be expressed as:

∂ρ

∂t
+∇ · (ρv) = 0 (4.1)

∂ρv

∂t
+∇ · (ρv × v) +∇P = 0 (4.2)

∂ρe

∂t
+∇ · (ρe+ P )v = 0. (4.3)

Here ρ is the gas density, v its velocity, P the pressure and e = u+ 1
2
v2 the energy per unit mass,

with u being the internal energy. These equations are then closed with an equation of state for
the gas.

In the Eulerian formulation, the hydrodynamic equations are solved on a grid, with a vari-
ety of finite-volume, finite-difference techniques to compute the derivatives. Several Godunov’s
scheme (Godunov, 1959) have been developed over the years to solve the Riemann problem at
cells interfaces to correctly resolves shocks and minimize numerical diffusivity (e.g. Colella &
Woodward, 1984). Given the large dynamical range of cosmological simulations, most simula-
tions implement an adaptive-mesh refinement (AMR) technique (e.g. Berger & Oliger, 1984),
that increases the spatial resolution in specific regions, thereby adapting the grid to the local
physical conditions. In the Lagrangian formulation, a mesh-free approach is commonly adopted,
by using particles to sample the fluid dynamics and solving the equations for each particle in
Lagrangian form. This approach is referred to as Smoothed Particle Hydrodynamics (SPH)
formulation, and it has the advantage to ensure conservation of energy, momentum, mass, and
entropy, if no artificial viscosity term is present. Other schemes combine the two approaches,
for example by using grid deformation techniques. The Voronoi tessellation has gained the most
attention due to its mathematical properties and the capability to naturally change its topology,
and has been successfully implemented in hydrodynamic simulations (e.g. Springel, 2010).

Simulations also include a large variety of astrophysical processes that complement the fluid
equations for the baryonic component, in order to realistic model the galaxy evolution. Most of
these processes happen on scales below the spatial resolutions achieved by the simulations, and
are therefore implemented via so-called sub-resolution prescriptions, which are calibrated with
theoretical models and observations. These processes can be broadly summarise as follows:

• Gas cooling. Cooling processes (see e.g. Section 1.4) are coupled to the energy equation
of the gas. Cooling functions are either tabulated (e.g. Schaye et al., 2015) or implemented
explicitly with chemical networks (e.g. Pallottini et al., 2022).

• Star formation. Cold and dense gas collapse and eventually form stars. A prescription
is assumed to determine the local star formation rate, typically based on the Schmidt-
Kennicutt relation (Schmidt, 1959; Kennicutt, 1998). Then, gas is converted into stellar
particles using a probabilistic scheme, and the stellar mass is determined by sampling an
Initial Mass Function (IMF, e.g. Salpeter 1955; Kroupa 2001; Chabrier 2003). Additional
criteria are applied to select the gas that is allowed to be converted into stars, for example
considering the gas density (e.g. Schaye et al., 2015) or the Jeans-length (e.g. Hopkins
et al., 2014).

• Stellar Feedback. Stars inject energy and momentum onto the surrounding gas, mostly
in the form of supernovae at the end of their lives, affecting the following star forma-
tion within their galaxies (see Section 1.4). Energy can be deposited either thermally
or kinetically. In the first case, an ad-hoc prescription is usually implemented in order
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to avoid over-cooling (e.g. Stinson et al., 2006). In many cases, wind particles that are
hydrodynamically-decoupled from the others, are used to realize local momentum injec-
tion, in order to reproduce galactic outflows (e.g. Springel & Hernquist, 2003). Recently,
stellar winds, photo-ionization and radiation pressure are starting to be included in sim-
ulations (e.g. Agertz et al., 2013). The combination of all the processes implemented
reproduces the scenario of a feedback-regulated star formation with an efficiency≈ 1% in
converting gas mass into stars per free fall time, consistent with observations (e.g. Springel
& Hernquist, 2003; Hopkins et al., 2014).

• Supermassive black holes. Many cosmological simulations include a model to follow
the evolution of massive black holes in the early Universe. Given that the detailed pro-
cess of BH formation cannot be followed in simulations, BHs are seeded in massive halos
(Mh & 109 M�) with a fixed mass depending on the specific BH formation channel con-
sidered (see Section 2.5). Gas accretion onto BHs is typically implemented according to
the Bondi-Hoyle-Littleton model (Hoyle & Lyttleton, 1939; Bondi & Hoyle, 1944; Bondi,
1952), with some variations like a numerical boosting factor to compensate the limited
resolution (e.g. Booth & Schaye, 2009), or a prescription to account for the gas angular
momentum (e.g. Anglés-Alcázar et al., 2017). BHs are also allowed to grow via mergers.
Similarly to the stars, accreting BHs shining as AGN also provide a form of feedback onto
the surrounding gas (see Section 2.4), possibly affecting the whole galaxy and launching
large-scale outflows (e.g. Harrison, 2017; Harrison et al., 2018). Many simulations divide
the feedback process in two modes: a quasar mode, associated with radiatively efficient
accretion and a radio mode. The first one is associated with radiatively efficient accretion
and consists in the deposition of a fraction of the AGN luminosity (proportional to the
accretion rate) in the form of energy or momentum onto the gas. The second one is meant
to describe AGN jets and it is switched on when the accretion is below a certain threshold.

• Additional physics. Many other physical processes can be relevant in order to properly
model galaxy evolution, but they are not often included in cosmological simulations, and
they require a more tailored implementation. Magnetic fields are not important at galaxy-
scale but they provide an additional pressure support on small scales, possibly affecting
star formation. Cosmic rays produced in supernovae explosions andAGN jets enhance the
pressure of the ISM and provide an additional heating mechanism for the gas. Radiation
Hydrodynamics (RHD) affect the thermal and chemical evolution of the gas, and it is
particulary relevant for simulations studying the details of the Reionization of the Universe
(e.g. Gnedin, 2014). Chapter 5 is dedicated to a more in-depth description of the radiation
hydrodynamics and its implementation in numerical simulations.

The sub-grid models described above usually have few free parameters that are calibrated
against observations, or specified based on analytical arguments. Simulations usually differ for
the detailed implementation of these sub-grid prescriptions, and many results are affected by
these choices and can diverge among them. Additional work is still needed in order to refine
these models, which currently constitute the main source of uncertainty for the predictions from
cosmological simulations.

4.2 Overview of modern simulations
In the last decades, many codes dedicated to cosmological simulations have been developed.
We provide here a brief list of the most popular ones, and we refer the interested reader to
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Vogelsberger et al. (2020):

• art (Kravtsov et al., 1997), art2 (Li et al., 2008a);

• ramses (Teyssier, 2002);

• gadget-2, gadget-3 (Springel, 2005);

• arepo (Springel, 2010);

• enzo (Bryan et al., 2014);

• gizmo (Hopkins, 2015).

Fig. 4.2 provide a compendium of simulations developed in the last two decades. On the
left side it shows DM-only simulations. They are also divided in large-volume, which provide
a large statistical sample of objects, and zoom-in simulations, which follow with higher spatial
resolution a specific object in more details. Some notable examples in the first group are: Mil-
lennium (Springel et al., 2005), Millennium-2 (Boylan-Kolchin et al., 2009), Bolshoi (Klypin
et al., 2011), Millennium-XXL (Angulo et al., 2012), Dark Sky (Skillman et al., 2014). Their
volume ranges from (173Mpc)3 of the Millennium-2, which also has the highest mass and spa-
tial resolution (9.4×106 M�, and 1.37 kpc respectively) to the (11628Mpc)3 of Dark Sky, which
has instead the lowest mass and spatial resolution (5.7× 1010 M� and 53.49 kpc respectively).

Some notable examples of the large scale hydrodynamical simulations with baryons are: Il-
lustris (Vogelsberger et al., 2014), Horizon-AGN (Dubois et al., 2014), EAGLE (Schaye et al.,
2015), MassiveBlack-2 (Khandai et al., 2015), Bluetides (Feng et al., 2016), Magneticum (Boc-
quet et al., 2016), MUFASA (Davé et al., 2016), BAHAMAS (McCarthy et al., 2017), Romu-
lus25 (Tremmel et al., 2017), Illustris-TNG (Springel et al., 2018), Simba (Davé et al., 2019).
Their volume ranges from the (25Mpc)3 of Romulus25 (which also features the highest mass
resolutionmDM = 3.4× 105 M�,mgas = 2.1× 105 M�), to the ≈ (570Mpc)3 of Bluetides and
BAHAMAS, with the second one having the lowest mass resolution (mDM = 5.5 × 109 M�,
mgas = 1.1×109 M�). The spatial resolution (intended as the minimum softening length in SPH
codes or the minimum cell size in mesh codes) ranges instead between≈ 0.25 kpc of Bluetides,
BAHAMAS, Romulus25 to 2.64 kpc of MassiveBlack-2.

4.3 Hydrodynamical simulations used in this work
In the work presented in this Thesis, we make extensive use of the hydrodynamical simulations
performed by (Barai et al., 2018) (hereafter B18), and Valentini et al. (2021) (hereafter V21).
These simulations were performed in order to study the growth of the SMBHs at high-redshift
and the interplay between AGN feedback and the host galaxy properties. We describe them in
this section and we refer to the original papers for more details about the numerical setup. We
also briefly summarise the main results of these works.

B18 simulations

B18 use a modified version of the Smooth Particle Hydrodynamics (SPH) N-body code gadget-
3 (Springel, 2005) to follow the evolution of a comoving volume of (500 cMpc)31, starting from

1Throughout this section ckpc refers to comoving kpc and pkpc to physical distances in kpc. When not explicitly
stated, we are referring to physical distances.
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Figure 4.2: Visual representations of some notable recent structure and galaxy formation simulations. They are
divided into large volume simulations (bottom panels), and zoom-in simulations (top panels). Left panels show dark
matter-only simulations, whereas right panels show hydrodynamical simulations with baryons included. Figure
from Vogelsberger et al. 2020.

cosmological initial condition (IC)2 generated with music (Hahn & Abel, 2011) at z = 100 and
zooming-in on the most massive dark matter (DM) halo inside the box down to z = 63. The
mass resolution ismDM = 7.54× 106 M� andmgas = 1.41× 106 M� for DM and gas particles,
respectively. The softening length for gravitational forces for the high-resolution DM and gas
particles is ε = 1 h−1 ckpc, which corresponds to≈ 210 pc at z = 6. For the gas, the smoothing
length is determined at each time step according to the local density and typically ranges from
300 pc in the ISM (n ≈ 100 cm−3) to 6.5 kpc in the CGM (n ≈ 10−2 cm−3).

The code accounts for radiative heating and cooling according to the tables computed by
Wiersma et al. (2009), which also include metal-line cooling. B18 adopts the multiphase model

2A flat ΛCDM model is assumed with the following cosmological parameters (Planck Collaboration et al.,
2016): ΩM,0 = 0.3089, ΩΛ,0 = 0.6911, ΩB,0 = 0.0486, H0 = 67.74 km s−1 Mpc−1.

3In the low-resolution DM-only simulation, the most massive halo at z = 6 has a mass of Mhalo = 4.4 ×
1012 M� (virial radius R200 = 73 pkpc), massive enough to host luminous AGN, as suggested by clustering
studies (e.g. Allevato et al., 2016).
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by Springel & Hernquist (2003), which follows the hot and cold phase of the ISM, resulting in
an effective equation of state for the gas. Star formation is implemented with a density-based cri-
terion, with a density threshold for star formation of nSF = 0.13 cm−3 and assuming a Chabrier
(2003) initial mass function (IMF) in the mass range 0.1− 100 M�. Stellar evolution and chem-
ical enrichment are computed for the eleven element species (H, He, C, Ca, O, N, Ne, Mg, S, Si,
Fe) tracked in the simulation, following Tornatore et al. (2007). Kinetic feedback from super-
novae (SN) is included by relating the wind mass-loss rate (ṀSN) with the star formation rate
(Ṁ?) as ṀSN = ηṀ? and assuming a mass-loading factor η = 2. The wind kinetic energy is set
to a fixed fraction χ of the the SN energy: 1

2
ṀSNv

2
SN = χεSNṀ?, where vSN = 350 km s−1 is

the wind velocity and εSN = 1.1× 1049 erg M−1
� is the average energy released by a SN for each

M� of stars formed4.
In the simulation each BH is treated as a collisionless sink particle and the following seeding

prescription is used. When a DM halo – that is not already hosting a BH – reaches a total mass of
Mh = 109 M�, aMBH = 105 M� BH is seeded at its gravitational potential minimum location.
BHs are allowed to grow by accretion of the surrounding gas or by mergers with other BHs.
Gas accretion onto the BH is modelled via the Bondi-Hoyle-Littleton scheme ṀBondi (Hoyle &
Lyttleton, 1939; Bondi & Hoyle, 1944; Bondi, 1952):

ṀBondi = α
4πG2M2

BHρ

(c2
s + v2)3/2

, (4.4)

where G is the gravitational constant, ρ is the gas density, cs is its sound speed, and v is the
velocity of the BH relative to the gas, and α = 100 is a numerical boost factor adopted to
compensate for the low resolution in the regions closest to the BHs. Gas accretion is also capped
at the Eddington rate ṀEdd, so the final BH accretion rate ṀBH reads as follows:

ṀBH = min(ṀBondi, ṀEdd). (4.5)

To avoid BHs moving from the centre of the halo in which they reside because of numerical
spurious effects, we implement BH repositioning or pinning (see also e.g. Springel et al., 2005;
Sijacki et al., 2007; Booth& Schaye, 2009; Schaye et al., 2015): at each time-step BHs are shifted
towards the position of minimum gravitational potential within their softening length. During
its growth a BH radiates away a fraction of the accreted rest-mass energy, with a bolometric
luminosity

Lbol = εrṀBHc
2, (4.6)

where c is the speed of light and εr is the radiative efficiency. B18 set εr = 0.1, a fiducial value for
radiatively efficient, geometrically thin, optically thick accretion disks around a Schwarzschild
BH (Shakura & Sunyaev, 1973). A fraction εf = 0.05 of this energy is distributed to the sur-
rounding gas in a kinetic form5.

In the work described in this Thesis we consider the following three runs performed by B18,
starting from the same ICs:

• noAGN : control simulation without BHs.

• AGNsphere: simulation accounting for BH accretion and AGN feedback. The kinetic
feedback is distributed according to a spherical geometry.

4In the ISM multiphase model adopted here (Springel & Hernquist, 2003), kicked particles mimicking stellar
winds are temporarily hydrodynamically decoupled. This procedure may affect both the properties of the resulting
outflows and the structure of the surrounding ISM (e.g. Dalla Vecchia & Schaye, 2008).

5We refer to B18 for details about the choice of the value for εf and the numerical implementation of the kinetic
feedback.
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• AGNcone: same as the AGNsphere run, but with kinetic feedback distributed inside a bi-
cone with an half-opening angle of 45◦.

We discuss them in more details in Chapter 6.

V21 simulations

In V21 a DM-halo of Mh = 1.12 × 1012 M� is chosen for the zoom-in simulation inside a
comoving volume of (148 cMpc)3. A zoom-in region of size (5.25 cMpc)3 is chosen for re-
simulation, with the highest resolution particles of the zoom-in simulation having a mass of
mDM = 1.55 × 106 M� and mgas = 2.89 × 105 M�. The gravitational softening lengths
employed are εDM = 0.72 ckpc and εbar = 0.41 ckpc for DM and baryon particles respectively,
the latter corresponding to ≈ 60 pc at z = 6, i.e. a factor of ≈ 3 lower than in B18.

Instead of the multiphase model by Springel & Hernquist (2003), the ISM is described by
means of theMUlti Phase Particle Integrator (MUPPI) sub-resolution model (e.g. Murante et al.,
2010; Valentini et al., 2020). It features metal cooling, thermal and kinetic stellar feedback, the
presence of a UV background, and a model for chemical evolution following Tornatore et al.
(2007), and tracking fifteen species (H, He, C, Ca, O, N, Ne, Mg, S, Si, Fe, Na, Al, Ar, Ni). In
particular, star formation is implemented with aH2-based prescription instead of a density-based
cryterion, as in B18.

BHs are treated as collisionless sink particles, and aMBH = 1.48× 105 M� BH is seeded at
the centre of a BH-less DM halo when it reaches a total mass ofMh = 109 M�. BHs are allowed
to grow by accretion of the surrounding gas or by mergers with other BHs. The accretion rate
is estimated separately for the hot and cold phases according to eq. 4.4. For the cold phase, the
accretion rate is reduced depending on the angular momentum. The total hot+cold accretion rate
is capped at the Eddington rate ṀEdd. A fraction of the accreted rest-mass energy is radiated
away from the BHs according to eq. 4.6, assuming a radiative efficiency of εr = 0.03. A fraction
εf = 10−4 of the radiated luminosity Lbol is thermally coupled to the gas surrounding the BHs,
and it is isotropically distributed into the gas. In the work of this Thesis, we make use of the
fiducial run of the suite by V21, which we will refer to as AGNthermal.

In Table 4.1, we report the main numerical features of the runs adopted in the work of this
Thesis, and the main physical properties of the zoomed-in halo at z = 6 inside a cubic region of
60 kpc size centred on the halo’s centre of mass.
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noAGN AGNsphere AGNcone AGNthermal

reference work Barai et al. (2018) Valentini et al. (2021)

resolution
mDM = 7.54× 106 M� mDM = 1.55× 106 M�

mgas = 1.41× 106 M� mgas = 2.89× 105 M�

ε = 1 h−1 ckpc εDM = 0.72 ckpc, εbar = 0.41 ckpc

subgrid model Springel & Hernquist (2003) MUPPI (Valentini et al., 2020)

AGN feedback no kinetic, spherical kinetic, bi-conical thermal, spherical

Mgas [M�] 2.4× 1011 2.2× 1011 1.4× 1011 6.8× 1010

M? [M�] 1.5× 1011 7.9× 1010 7.7× 1010 4.0× 1010

SFR [M� yr−1] 790 400 160 190

ṀBH [M� yr−1] 0 10 70 36

Table 4.1: Summary of the hydrodynamic runs adopted in this work, presented in Barai et al. (2018) and Valentini
et al. (2021). We report: the dark matter (2nd row) and baryonic (3rd row) particles mass resolution,mDM andmgas

respectively; (4th row) the gravitational softening length ε; (5th row) the reference model for the subgrid physics
(see text for more details); (6th row) the AGN feedback model. We then indicate the main physical properties of
the zoomed-in halo at z = 6 within a cubic region of 60 kpc size (that corresponds to ∼ 50% of the virial radius:
gas mass (Mgas), stellar mass (M?), star formation rate (SFR, averaged over the last 10 Myr), and the sum of the
accretion rate of all the black holes (BHs) in the selected region (ṀBH).



5Radiative Transfer

Photons from astrophysical sources are what allow us to detect and study them, making the un-
derstanding of the mechanisms of emission and transfer to media primary in order to understand
our Universe. Studying the radiation from cosmic objects is important not only to analyze the
source itself, but also to gain information about the intervening medium, which ultimately al-
ter the radiation traveling toward us. The study of the Radiative Transfer (RT) problem is then
one of the fundamental challenges of modern astrophysics. A comprehensive, recent review of
the most popular techniques to solve the RT problem, particularly focused on 3D dusty systems
can be find in (Steinacker et al., 2013). In this Chapter, we briefly overview the RT problem
(Section 5.1), with particular focus on the RT dust problem. We discuss the main computational
strategies that have been developed in order to tackle this problem in Section 5.2. In particular,
in Section 5.2.4 we focus on theMonte Carlo method, which is at the basis of the RT code skirt1
(Baes & Camps, 2015; Camps et al., 2016), which has been extensively used in this work. Fi-
nally, we describe in details the numerical setup for the RT calculations adopted in this Thesis
in Section 5.4.

5.1 The equation of radiative transfer
The radiative transfer problem can be described in general by an integro-differential equation as
follos. Let I(x,n, ν, t) be the specific intensity of the radiation field at a given point in space x
and at a given time t, with n indicating the direction of propagation of the radiation and ν its
frequency. The specific intensity represents the amount of energy carried by the radiation field
per solid angle, unit time and frequency across a surface element perpendicular to n:

I(x,n, ν, t) =
dE

dAdΩdtdν
. (5.1)

As the radiation travels through a medium, the specific intensity changes as a result of the inter-
actions between the photons and the medium. Excluding line radiative transfer, and scattering
processes, the evolution of the radiation field can be described by the following equation (e.g.
Chandrasekhar, 1960; Rybicki & Lightman, 1979):

1

c

∂I(x,n, ν, t)

∂t
+ n · ∇I(x,n, ν, t) = −κabs(x, ν, t)ρ(x, t)I(x,n, ν, t) + j(x,n, ν, t). (5.2)

Here, the left-hand side of the equation represents the differential variation of the specific inten-
sity over an infinitesimally small intervals in space and time. The right-hand side contains two

1Version 8, http://www.skirt.ugent.be.

http://www.skirt.ugent.be
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terms. The first one represents the sink therm of the radiation, which is the loss of energy due to
matter-interactions. It is described by the absorption coefficient per unit mass κabs(x, ν, t) and
it also depends on the local mass density ρ(x, t) of the medium. In general, a large variety of
processes can contribute to the extinction term in eq. 5.2. Photo-excitation or photo-ionization
results in a loss of photons from the radiation field, whose energy result in excitation of elec-
trons to higher energy states or ionization of the atoms. Subsequent absorption processes can
eventually convert a fraction of the energy of the radiation field into kinetic energy of the atoms,
eventually resulting in gas heating. For what concern dust grains, photons can be absorbed and
transformed into internal energy, leading to heating of the grain. This process depends on the
chemical composition, size and shape of the grain, and it depends on the photon wavelength, as
also discussed in Chapter 3. The second term in eq. 5.2 represents the source term, that is the
new radiation that is added from the medium at the position x, time t and frequency ν toward
the direction n. The emission term accounts for stellar emission, radiation from AGN, emission
lines from ionized or excited gas, or Bremsstrahlung. The complexity of the RT problem de-
pends essentially on the the complexity of the RT equation, which is determined by the physical
processes responsible for extinction and emission. If scattering is not accounted for, eq. 5.2 can
be integrated numerically, as long as the extinction and source terms are known. However, scat-
tering tremendously complicates the problem. Scattering removes radiation from one direction
of propagation n to another direction n′. Therefore, it behaves at the same time as a sink term, by
resulting in effective extinction toward n, and as a source term, by adding new radiation toward
n′. In case of monochromatic scattering, the frequency of the re-emitted radiation remains the
same, but in general the radiation in the new direction can also be re-emitted at different fre-
quency ν ′. This process is described by a phase function Φ(n,n′,x, ν, ν ′), which indicates the
probability that a photon at frequency ν moving in direction n is scattered at position x toward
the direction n′ with a new frequency ν ′. The phase function satisfies the normalization:∫

4π

Φ(n,n′,x, ν, ν ′)dΩ =

∫
4π

Φ(n,n′,x, ν, ν ′)dΩ′ = 1. (5.3)

When adding the scattering term to the RT equation, it reads as:

1

c

∂I(x,n, ν, t)

∂t
+ n · ∇I(x,n, ν, t) = −κext(x, ν, t)ρ(x, t)I(x,n, ν, t) + j(x,n, ν, t)+ (5.4)

+ κsca(x, ν, t)ρ(x, t)

∫
4π

Φ(n,n′, ν, ν ′)I(x,n′, ν ′, t)dΩ′,

(5.5)

where κext is the extinction coefficient, which contains the loss of energy in the radiation field
due to both absorption and scattering, i.e. κext = κabs + κsca.

Eq. 5.4 emphasizes the complexity of the RT problem in its general form. First of all, it is
an equation in 6 dimension (3 spatial coordinates, 2 for the propagation of the radiation, 1 for
the frequency), therefore the computational cost to solve is high, even with respect to classi-
cal hydrodynamics equations, which has 3 less variables. Secondly, it is an integro-differential
equation in which the radiation field at different positions and in all direction is coupled. The
non-locality of the problem intrinsically makes it difficult to develop efficient techniques to sim-
plify the problem. Moreover, the fact that the extinction and scattering coefficients are spatially
varying makes the problem highly non-linear. This problem is also further complicated by the
complexity of the 3D spatial distribution characterizing realistic astrophysical dusty systems.
Simplifying the geometry in this cases can produce completely different results (e.g. Witt &
Gordon, 1996).
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The complexity of the problem further increases when we think that dusty systems are com-
posed of grain mixtures, each with different optical properties, due to the grain size and compo-
sition. As also discussed in Chapter 3, many theoretical works have been dedicated to compute
the optical properties of dusty grains (e.g. Draine, 2003b,c). For what concerns the phase func-
tion, the most used parametrization is the one by Henyey & Greenstein (1941), which requires
a single-parameter approximation. The Henyey-Greenstein phase function provides a good ap-
proximation to the phase functions predicted numerically.

In the case of RT through dusty media, the source term in eq. 5.4 can be decomposed into
j(x,n, ν, t) = j∗(x,n, ν, t) + jd(x,n, ν, t), where the first term indicates emission from stellar
sources and AGN and the second one emission from dust grains. The dust emissivity term
clearly depends on the optical properties of the grains and on the local radiation field, further
complicating the RT problem. A common simplifying assumption is that dust grains are in
thermal equilibrium with the local radiation field. In this case, the thermal emission of a single
grains population i can be approximated as a modified black-body:

jd(x,n, ν, t) = κabs,i(x, ν)ρ(x)Bν(Ti(x), (5.6)

where Bν(Ti(x) is the Planck function and Ti(x) is the dust temperature of the population. For
a dust mixture, the dust emissivity can be computed by summing over all the populations. The
equilibrium dust temperature Ti(x) of each species is computed by equating the energy radiated
by the population to the energy absorbed, i.e. assuming energy balance:∫ ∞

0

κabs,i(x, ν)J(x, ν)dν =

∫ ∞
0

κabs,i(x, ν)ρ(x)Bν(Ti(x)dν, (5.7)

where J(x, ν, t) is the mean intensity of the radiation field, defined as:

J(x, ν, t) =
1

4π

∫
4π

I(x,n, ν, t)dν. (5.8)

The assumption of thermal equilibrium works well for large grains. However, small dust grains
have small heat capacities, then even a single or a few photons can significantly heat the grain.
As a result, small grains will undergo temperature fluctuations, with emission at temperatures
higher than the equilibrium temperature.

5.2 Solving the RT problem
Solving a high-dimensional, non-local, non-linear equation requires very high computational
resources. Over the last decades, with the amount of observational data to explain increasing
and so the computational power, a variety of techniques have been developed in order to solve
the RT problem. These can be broadly grouped in the following categories:

• finite difference;

• moment-based methods;

• Ray-tracing;

• Monte Carlo.

We will describe them briefly in the following sections.
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5.2.1 Finite difference approach
The first strategy to solve the RT equation consists into discretizing it and converting the prob-
lem into a set of differential equations (e.g. Stenholm et al., 1991). This approach is somewhat
similar to what is done in classical hydrodynamics. However, the solution requires an high com-
putational effort, both in memory and speed, in order to solve the 3D equation, and therefore
this technique is mostly used for the 1D and 2D dust RT problem. When applying this technique
to the 3D problem, the choice of the grid is very important, because it determines the computa-
tional cost and the accuracy of the solution. If the grid is too coarse, the computational cost is
low but the accuracy is also low. For this reason, instead of uniform Cartesian grids, typically
adaptive refined Cartesian grids are used for this kind of computation, and in the most-advanced
versions, the grids is adapted based also on the local radiation field (e.g. Steinacker et al., 2002).
This strategy allow to efficiently use the computational domain, as the astrophysical structures
to study (filaments, clouds) have very complex 3D geometries that require very high-resolution
in a small fraction of the volume of the system, where most of the space can be sampled with a
coarser grid.

5.2.2 Moment-based approach
In the moment-based approach, the first moments of the RT equation are considered, in order
to expand the solution into spherical harmonics. In this way, the angular dimensions of the
problem are removed and the computation becomes easier. In practice, the description of the
RT problem is moved from a beam description to a fluid description, in which the bulk motion
of the photons is considered. The fluid description allows also to solve the RT equation as the
classical hydrodynamics equation, offering the opportunity to combine radiative transfer and
hydrodynamcis in the so-called radiation-hydrodynamic (RHD) simulations (e.g. Rosdahl et al.,
2013). This approach also has the advantage to be naturally computationally independent by the
number of sources considered.

In this framework, the solution of the RT equation is obtained as follows. First, the following
quantities are introduced:

E(x, ν, t) ≡ 1

c

∫
I(x,n, ν, t) dΩ (5.9)

F(x, ν, t) ≡
∫

n I(x,n, ν, t) dΩ (5.10)

P(x,n, ν, t) ≡
∫

n n I(x,n, ν, t) dΩ, (5.11)

where E(x, ν, t) is the monochromatic radiation energy density, F(x,n, ν, t) is the monochro-
matic flux and P(x,n, ν, t) is the tensor of the radiation pressure. Then, the 0-th and 1-st mo-
ments of the RT equation are considered, integrating over the solid angle, obtaining the following
system (e.g. Mihalas & Mihalas, 1984):

∂E(x, ν, t)

∂t
+∇ · F(x, ν, t) = S(x, ν, t)− κEρ(x, t)cE(x, ν, t) (5.12)

1

c

∂F(x, ν, t)

∂t
+ c∇ · P(x, ν, t) = −κFρ(x, t)F(x, ν, t), (5.13)

where κE and κF are the radiation energy and flux weighted mean absorption coefficients re-
spectively, and S(x, ν, t) is the integral over the solid angle of the total emissivity j(x,n, ν, t).
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This system has three variables, which are the three moments of the specific intensity: E(x, ν, t),
F(x, ν, t) and P(x, ν, t). In order to solve it, an additional relation is needed, which is often re-
ferred to as a closure relation. The most-used one is the M1 closure relation (Levermore, 1984),
which has been implemented in many numerical codes (e.g. González et al., 2007; Rosdahl &
Teyssier, 2015). This formalism has the advantage of depending only on local quantities, but
still keeping information of the directionality of the flow. By expressing the radiation pressure
as:

P(x, ν, t) = D E(x, ν, t), (5.14)

where D is the Eddington tensor, which has the following form in the M1 closure:

D =
1− χ

2
I +

3χ− 1

2
n⊗ n, (5.15)

where I is the identity tensor, n = F/|F| is the direction of the flux and χ is given by:

χ =
3 + 4f 2

5 + 2
√

4− 3f 2
, (5.16)

and f = |F|/cE is the reduced flux. This approximation recovers well the flux in the diffusion
regime, when f � 1 andD ' 1/3I. It also well describes free streaming radiation from a single
source, when f ' 1 and D ' 1I. In presence of multiple sources, in case of shadowing and in
all other regimes, the solution is less accurate and un-physical oscillations can be found.

5.2.3 Ray-tracing approach
The Ray-Tracing (RayT) approach focus on solving the RT equation along a specific direction
(ray). Along this direction the RT equation can be simplified as follows:

dI(s, ν

ds
= −κabs(s, ν)ρ(s)I(s, ν) + j(s, ν), (5.17)

where s is the linear coordinate along the ray and we assumed no time dependence for simplicity.
The solution has to be computed on each cell of the computational grid, and in each cell the mass
density ρ0, the extinction coefficient per unit mass κ0 and the emissivity j0(ν) are assumed to
be constant. In a single cell, the previous equation can then be rewritten in a differential form:

I(s+ ds, ν) = I(s, ν)e−τ0(ν) +
j0(ν)ds

τ0(ν)

(
1− e−τ0(ν)

)
, (5.18)

where τ0(ν) = κ0(ν)ρ0ds is the optical depth in the cell at the frequency ν. In order to get
a complete solution, it is necessary to determine which cells in the computational domain are
intersected by the ray, find the borders and solve eq. 5.18within each cell. At the end the variation
of the specific intensity along the ray is obtained. The accuracy of the solution depends on the
spatial resolution of the grid. In many application, determining the optimal grid to solve the
RT problem by using the RayT technique is not trivial. For example, adopting this approach
to the commonly used adaptive-mesh refinement grids in hydrodynamic simulations can be too
computationally expensive and a strategy to lower the spatial resolution without losing much
information is needed. Similarly, high-optical depths require some approximations in order to
not decompose the computational domain into many optically-thin cells. The main challenge of
the RayT techniques is to find the optimal strategy to cast rays within the computational domain
in order to determine the global solution for the specific intensity. An example of the different
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Figure 5.1: Example of the different types of rays used in 3D dust RT calculations, when applied to an AMR grid.
For illustrative purposes, only a small fraction of the total number of rays used is shown. Rays can be cast for: (a)
a radiation source outside the system; (b) a radiation source inside the system; (c) a scattering event; (d) a region
with an optical depth τobs ≈ 1; (e) a coarse portion of the grid; (f) rays to the observer. Figure from Steinacker
et al. (2013).

types or rays adopted is shown in Fig. 5.1. The main rays are cast from each source toward each
grid cells, and for each cell the optical depth from each source to the cell τobs is pre-computed.
The optical depth from each cell toward the observer is also computed, in order to determine the
radiation that is detected from the system. For an in-depth discussion, we refer the reader to the
review by Steinacker et al. (2013).

Including scattering radiation in the RayT technique requires a large computational effort,
as it requires to store the mean intensity field J(x, ν, t) and the specific intensity I(x,n, ν, t) in
each cell, for every frequency and direction. The computation can then be performed by casting
new rays from the scattering point and use pre-calculated optical depths to solve the RT equation.
This treatment is a good approximation for the single-scattering case, when the optical depth is
τobs � 1. In systems when multi-scattering has to be taken into account, then other techniques
have to be preferred.

5.2.4 Monte Carlo approach
The Monte Carlo (MC) method refers to an algorithm that perform a computation by using a
probabilistic approach. This strategy finds application in a large variety of fields, like mathe-
matics, medicine, financial, and physics. All strategies that go below the definition of Monte
Carlo have in common the basic idea to solve equations via a stochastic or probabilistic method.
The history of MC method go back to the 1733, when Georges-Louis Leclerc, Comte de Buffon
(1733), attempted to calculate π from the number of needles falling within an area. The first
works in physics using techniques that we would define as MC today date back to the 1930s and
1940s in nuclear physics. Metropolis & Ulam (1949) published the first paper on the MC tech-
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nique. In the following decades the MC methods started to be applied also to the RT problem.
From then on, a large literature has been dedicated to solve the RT problem in dusty media with
the MC approach, with descriptions more and more sophisticated in the last decades thanks to
the increasing computational power available (Witt, 1977; Bianchi et al., 1996; Gordon et al.,
2001; Ciardi et al., 2001; Juvela, 2005; Jonsson, 2006; Whitney, 2011; Steinacker et al., 2013).

The basic idea of the MC RT is to describe the radiation fields as a large number of photon
packets (usually called simply photons). Each packet is followed individually along its travel
through the dusty medium. Every property of the packet, such as its birth location, the initial
propagation direction, its frequency, the next point of interaction and so on, is determined in
a probabilistic way. This step is performed by generating random numbers from a probability
distribution function (PDF) that describes the process considered. Essentially, theMC technique
does not directly solve the RT equation, but it simulates the RT itself. Due to its stochastic
nature, the MC approach does not provide an analytical or an exact solution to the problem, but
an approximate one, that is subject to the Poisson noise. This downside can be easily overcome
by using a sufficiently large number of photon packets.

The heart of the MC technique is the process of generating random numbers from a the PDF
that describes a certain process. A PDF, p(x), is a function that describes the probability density
of a certain event, such that p(x)dx is the probability of the event to return a value in the interval
(x, x + dx). The probability density is obviously normalized to 1. For this reason, instead of
a simple random number generator, MC methods use a pseudo-random number generator, that
is an algorithm that generates a random number uniformly distributed between 0 and 1. Such
number is also called a univariate. Computer science have developed many methods to perform
this operation in a reasonable accurate way (e.g. Press et al., 1992). In order to generate a random
number from another PDF, numerical integration is needed and appropriate methods have been
developed, such as the so-called transformation and rejection methods (Devroye, 1986; Press
et al., 2002).

5.3 Outline of a Monte Carlo RT solver
The first step in the MC method applied to the RT problem is the generation of the photon
packets from a source. For simplicity, let’s consider the monochromatic problem at frequency
ν, without time dependence, such that the source is described by the emissivity j∗(x,n, ν) and
a monochromatic luminosity Ltot(ν). If the emission of the source is sampled with N photon
packets, than each of them carries a luminosity L(ν) = Ltot(ν)/N . The starting position of
the packet and its direction of propagation needs to be sampled from the PDF p(x,n)dxdn
corresponding to the emissivity j∗(x,n, ν):

p(x,n)dxdn =
j∗(x,n, ν)

Ltot(ν)
. (5.19)

In case of isotropic emission, the direction can be chosen randomly in the solid angle:

p(n)dn =
dn

4π
=
sinθdθdφ

4π
. (5.20)

Generating random values for θ and φ can be done by using the transformation method (see
below).

The second step of the RT calculation is the determination of the following point of interac-
tion between the photon packet and the intervening medium. This can be determined by consider
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the optical depth τ along the path followed by the photon, which is distributed as an exponential
function:

p(τ)dτ = e−τdτ. (5.21)

The optical depth that a photon travels before an interaction is drawn from this distribution by
using the transformation method. Given that p(τ) is normalized in the range [0,+∞[, we can
simply equate an univariate number R to the integral between 0 and τ (which is by definition
between 0 and 1 as a pseudo-number):

R =

∫ τ

0

e−τ
′
dτ ′ = −e−τ + 1. (5.22)

Once R is generated, the previous expression can be inverted by finding the corresponding op-
tical depth:

τ(R) = − ln(1−R). (5.23)

In a general, it is not always possible to integrate the PDF analytically when applying the transfor-
mation method. In that case, the the PDF needs to be integrated numerically. Once the random
τ is assigned to the photon, it has to be compared to the optical depth τpath from the position of
the photon to the surface. If τ > τpath, then the photon escapes the system, otherwise it interacts
with the medium. In this case, the position of interaction s along the photon path is determined
by converting the optical depth into a physical distance via the following integral equation:

τ =

∫ s

0

κext(s
′, ν)ρ(s′)ds′. (5.24)

This expression shows a similarity between the MC method and the rayT technique. In fact, the
MCmethod essentially consists in applying the rayT technique to each photon packet. In general,
MC methods adopt a dust grid in which the dust density and optical properties are discretized.
Solving the previous equation is then done by simply summing along the path travelled by each
photon until the optical depth τ is reached.

Once the position of interaction x + ns is determined, the photon is moved to this location
and it can be either absorbed or scattered. The probability of scattering is simply given by the
dust albedo A = κsca/κext. By extracting a pseudo-random number R, the type of interaction
would be a scattering ifR ≤ A and an absorption otherwise. In this way, the actual probability
of interaction is accurately reproduced.

If the interaction is an absorption, then the photon energy is stored in the cell and it will
later be used to compute the dust emissivity. If instead is a scattering event, a new direction
of propagation for the photon has to be computed. The probability p(n′)dn′ of the photon to
be re-emitted along the new direction n′ is obtained from the PDF of the corresponding phase
function:

p(n′)dn′ =
Φ(n,n′,x, ν)

4π
, (5.25)

where Φ(n,n′,x, ν) is the scattering phase function introduced in Section 5.1 and for simplicity
we ignored the possibility that the scattering alters the frequency of the photon.

The steps outline above are repeated until the photon is either absorbed or leave the compu-
tational domain. If the dust emission is included in the problem, after the path of each photon
has been accounted for, the energy stored in each cell is used to compute the mean intensity of
the radiation field J(x, ν, t). Then, the dust temperature of the dust grains within each cell is
computed, usually assuming energy balance, as described in Section 5.1. This allows the deter-
mination of the dust emissivity term jd(x,n, ν, t). It is common that this term is then accounted
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for in a new MC computation, such that in the first run only emission from the primary source
is considered (i.e. j∗(x,n, ν, t)) and in the second one only jd(x,n, ν, t). The dust emissiv-
ity is then re-computed again and the procedure iterated until a satisfying level of converged is
reached.

The MC method has several advantages in solving the RT problem in terms of its flexibility
and the possibility to include almost every physical processes involved, with the appropriate
stochastic description. However, in its simplest form it is very computational expensive and its
application to the 3D dust problem is unfeasible. For this reason, many optimization techniques
have been developed in the past years. The central idea of acceleration methods is the concept of
weight: photon packets can be assigned a weightW , which can be thought as the fraction of the
total luminosity carried by that photon. The weight is then used to describe biased behaviours.
For example, in some cases it is convenient to extract photons from a PDF q(x) that differs from
the actual PDF p(x). In these cases, the photon is assigned a weightW = p(x)/q(x) to recover
the correct behaviour. A practical example is the case of biased emission. In some problems,
we are interested in the emission from a source only toward a certain direction. In this case it is
convenient to increase the number of photons travelling toward this direction by the appropriate
change of the photon weight, obtaining an accurate and fast result without the need to spend a
lot of computation time to simulate also a non-interesting region. For an in-depth description of
the most common used optimization techniques in 3D dust MC methods, we refer to Steinacker
et al. (2002).

A particularly important optimization is the peel-off technique, which is very useful when
it is necessary to simulate the image of the studied system from a given point of view. In the
standard MC RT, only photons that escape the system toward the direction of the observer can
contribute to the image, resulting in very poor S/N ratios. This problem can be overcome by
assuming that all photons can contribute to the final image, considering every photon that is
emitted by a source or scattered toward the direction of the observer during the computation.
Each photon is then weighted with the factor:

Wobs = p(nobs)e
τobs , (5.26)

where nobs is the direction from the point of emission/scattering toward the observer, τobs is the
optical depth from that point to the observer, and p(nobs) is the probability of the photon to be
directed toward the observer.

Another common optimization strategy inMCRT is the use of polychromatic photons. When
the problem is not restricted to a single frequency, it is possible to consider photon packets
that have photon at all frequencies. In this way the problem is simultaneously solved at all
frequencies, and use the biased technique to treat the frequency-dependent processes.

5.4 Radiative transfer setup with SKIRT
Throughout the work described in this Thesis, we use the code skirt2 to post-process snapshots
from the hydrodynamic simulations described in Section 4.3 and Section 4.3, in order to make
observational predictions of their UV-to-IR spectral energy distribution. skirt solves the con-
tinuum radiative transfer problem in a dusty medium with a Monte-Carlo approach, by sampling
the SED of the sources with a finite number of photon packets (in the following simply referred
to as photons). Photons are scattered and/or absorbed by dust grains in the simulation volume
according to their properties. Dust grains, after being heated up, thermally re-emit the absorbed

2Version 8, http://www.skirt.ugent.be.

http://www.skirt.ugent.be
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energy at IRwavelengths. One of themain advantages of the skirt code is its flexibility: it allows
the user to handle input data from different numerical codes (e.g. Adaptive Mesh Refinement
and Smooth Particle Hydrodynamic codes), to account for different dust properties (i.e. grain
size distribution and composition), to implement different SEDs for the radiating sources (e.g.
stars and accreting BHs), to include many physical mechanisms (e.g. dust stochastic heating and
self-absorption).

To relate the energy absorbed by dust with its wavelength-dependent emissivity we adopt the
dust models described in Section 5.4. Dust is implemented in skirt as described in Section 5.4.
We describe the SED adopted in different RT runs for stars and accreting BHs in Section 5.4.
We extensively describe the AGN SED we implemented in skirt in Section 5.4.

Dust properties

Dust formation, growth and destruction processes are not tracked in the hydrodynamic simu-
lations considered here. Similarly to other RT works (Behrens et al., 2018; Arata et al., 2019;
Liang et al., 2019), we derive the dust mass distribution by assuming a linear scaling with the
gas metallicity3 (Draine et al., 2007), parametrizing the mass fraction of metals locked into dust
as:

fd = Md/MZ , (5.27)

whereMd is the dust mass andMZ is the total mass of all the metals in each gas particle in the
hydrodynamical simulation (see Section 4.3). Gas particles hotter than 106 K, are considered
dust-free as at these temperatures thermal sputtering is very effective at destroying dust (Draine
& Salpeter, 1979; Tielens et al., 1994; Hirashita, 2015). This assumption does not affect the
main results of our work, as discussed in Section A.2.

The choice of fd directly affects the total dust content. The RT calculation is sensitive to
the fd value, which is poorly constrained by high-redshift galaxies observations (see Wiseman
et al. 2017 and references therein) and theoretical models (Nozawa et al., 2015). In particular,
recent theoretical works (Asano et al., 2013a; Aoyama et al., 2017) suggest that fd is constant
in the early stages of galaxy evolution and then it grows with metallicity up to the Milky-Way
(MW) value of fd = 0.3 when/if dust growth becomes important. However, the efficiency of
dust growth in the ISM of early galaxies is highly debated (Ferrara et al., 2016). In this work,
we consider a constant value of fd, and focus our attention on how the dust content of galaxies
affects their panchromatic SED.

Wemainly adopt two different fd values for the normalization: i) aMW like value (fd = 0.3);
ii) a lower value (fd = 0.08) tuned for hydro-simulations (Pallottini et al., 2017; Behrens et al.,
2018) to reproduce the observed SED of a z ∼ 8 galaxy (Laporte et al., 2017).

The properties of dust as chemical composition and grain size distribution are not known
in early (AGN-host) galaxies (see Section 3.3 for an extensive discussion). Throughout this
Thesis, we consider dust compositions and grain size distributions appropriate for the SMC and
MW, by using the results4 of Weingartner & Draine (2001). In chapter 8, we consider also
dust models derived from the Weingartner & Draine (2001) models by modifying the grain size
distribution (see Section 8.4). We defer the inclusion of a SN-type extinction curve to a future
work. We note that these extinction curves are somewhat intermediate between the SMC and
MW curve, with the notable difference that SN-type curves are essentially flat in the wavelength
range 1700− 2500 A◦.

3Throughout this Thesis the gas metallicity is expressed in solar units, using Z� = 0.013 as a reference value
(Asplund et al., 2009).

4We consider the revised optical properties evaluated in Draine (2003a,b,c).
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Dust implementation in SKIRT

Dust is distributed in the computational domain in an octree grid, whose maximum number of
levels of refinement for high dust density regions is chosen according to the spatial resolution
of the hydrodynamic simulation considered. For the runs from B18, we adopt 8 levels of re-
finement, achieving a spatial resolution of ≈ 230 pc in the most refined cells, comparable with
the softening length in the hydrodynamic simulation (≈ 200 pc at z = 6). For the runs from
V21, we adopt 10 levels of refinement, with the highest resolved cells having a size of ≈ 59 pc,
consistent with the softening length (≈ 87 ppc at z = 6). When distributing the dust content
derived from the hydrodynamical simulation into an octree grid, a kernel-based interpolation is
required in order to convert the dust content from a particles-based distribution into an octree
geometry. This procedure leads to a discrepancy between the total amount of dust carried by the
SPH gas particles imported from the hydrodynamical simulation and the effective dust content
in the computational domain used for the RT calculation. Therefore, it is important to check
that the structure of the dust grid adopted achieves sufficient convergence relative to the overall
dust content. We checked that the relative difference in the overall dust content is within 1% in
all the runs performed. We sample in skirt the grain size distribution of graphite, silicates and
polycyclic aromatic hydrocarbons (PAHs) using 5 bins for each component. In the SMC model
the fraction of dust in PAHs is set to zero.

Grain temperature and emissivity are evaluated by imposing energy balance between the
local radiation field and dust re-emission. By default, when dust emission photons propagate,
skirt accounts for the self-absorption by dust, but it does not take this absorption into account
when computing the dust temperature, unless the self-absorption flag is turned on. As this effect
may be relevant if dust is IR-optically thick, we have enabled a self-consistent evaluation of the
dust temperature, iterating the RT calculation for dust absorption and re-emission until the dust
IR luminosity converges within 3%.

We also include non-local thermal equilibrium (NLTE) corrections to dust emission, which
include the contribution from small grains that are transiently heated by individual photons. In
this case grains of different sizes are no longer at a single equilibrium temperature, but follow a
temperature distribution. Behrens et al. (2018) found in their calculations that stochastic heating
affects mostly the MIR portion of the SED (rest-frame wavelength . 80 µm) but it has a minor
impact on the FIR and (sub)mm emission.

We do not include heating from CMB radiation. As discussed in Section 6.3.2, only a small
fraction of dust grains is at a temperature comparable to TCMB. We expect this effect to be
negligible, as seen a posteriori from the RT results.

We do not include any subgrid model for dust clumpiness. Recent works (e.g. Camps et al.
2016; Trayford et al. 2017; Liang et al. 2021a) that account for subresolution structures of birth
clouds harboring young stars (Jonsson et al., 2010), whose typical scales are not resolved by the
hydrodynamical simulations, are based on SED templates (Groves et al., 2008) not consistent
with our fiducial set up. The stellar emission in the Groves et al. (2008) template is, in fact,
calculated from Starbust99 models (Leitherer et al., 1999), by assuming a Kroupa (2002) initial
mass function, whereas we model stellar emission using the Bruzual & Charlot (2003) model
(see Section 5.4), based on the Chabrier (2003) IMF. Moreover, they include PAH molecules
in the dust composition that are instead not considered in our work. We notice that Liang et al.
(2021a) find that the Groves et al. (2008) template mainly affects the IR emission from PAHs
which is enhanced up to 50% (see Fig. 23 of their paper). Given that in our model we adopt an
SMC dust composition (i.e. no PAHs), we do not expect that the inclusion of a subgrid model
that accounts for dust clumpiness would significantly affect the main results of our work.
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Radiation from stars and AGN

The ultraviolet (UV) radiation field mainly responsible for dust heating is provided by stellar
sources and black holes. We describe in the following how the two components are implemented
in our model.

Stellar particles in the simulation represent a Single Stellar Population (SSP), i.e. a cluster of
stars formed at the same time and with a single metallicity. Given the mass, age and metallicity
of the stellar particle imported, skirt builds the individual SEDs according to the Bruzual &
Charlot (2003) family of stellar synthesis models, placing the sources at the locations of the
stellar particles.

Black holes are treated as point source emitters as the typical sizes of the accretion disk
and the dusty torus are much smaller (. 10 pc) than the width of the most refined grid cells
(≈ 230 pc, see Section 5.4). We implement their emission in skirt adopting a SED as described
in Section 5.4.

The radiation field is sampled using a grid covering the rest-framewavelength range5 [0.1− 103] µm.
The choice of the lower limit is quite common for RT simulations in dusty galaxies (Schneider
et al., 2015; Behrens et al., 2018) and it is motivated by the fact that codes like skirt typically do
not account for the hydrogen absorption of ionising photons (λ < 912 A◦). The choice of 103 µm
as the upper limit of the wavelength grid is motivated by the fact that the intrinsic emission
from stars and BHs is negligible above this limit. The base wavelength grid is composed of 200
logarithmically spaced bins. If a MW-type dust is used, we add a nested grid with 200 logarith-
mically spaced bins in the wavelength range [1−40] µm in order to better capture PAH emission
(the composite wavelength grid has a total of 320 bins in this case).

A total of 106 photon packets per wavelength bin is launched from each source, i.e. stellar
particles and BHs6. We collect the radiation escaping our computational domain for the 6 lines-
of-sight perpendicular to the faces of the cubic computational domain.

AGN Spectral Energy Distribution

The SED of an AGN is shaped by the numerous physical mechanisms involved in the process
of gas accretion onto the BH (see discussion in Section 2.2). AGN SED templates are typ-
ically based both on theoretical arguments and observations (e.g. Shakura & Sunyaev, 1973;
Vanden Berk et al., 2001; Sazonov et al., 2004; Manti et al., 2016; Shen et al., 2020a), possibly
including the dusty torus modelling (Schartmann et al., 2005; Nenkova et al., 2008; Stalevski
et al., 2012, 2016). For this work, we adopt a composite power-law for the AGN emission written
as:

Lλ = ci

(
λ

µm

)αi (Lbol

L�

)
L� µm−1, (5.28)

where i labels the bands inwhichwe decompose the spectra and the coefficients ci are determined
by imposing the continuity of the function based on the slopes αi. The coefficients ci and αi
adopted and the relative bands are reported in Table 5.1 and they are chosen as described in the
following.

5The total AGN bolometric luminosity is distributed from the X-ray to the IR according to the SED adopted
(see Section 5.4). The choice of the wavelength range adopted in our simulations affects the fraction of the AGN
bolometric luminosity that effectively enters in the calculation (see Fig. 5.2). For the fiducial SED introduced in
Sec. 5.4, this fraction is ≈ 60%, whereas it is ≈ 40% for the UV-steep SED.

6We verified that the number of packets used is sufficient to achieve numerical convergence by comparing the
results with control simulations with 5× 105 photon packets per wavelength bin.
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Figure 5.2: AGN SED for a bolometric luminosity Lbol = 1013 L�: the fiducial SED (αUV = −1.5) is shown
with a blue thick line; the UV-steep SED (αUV = −2.3) is shown with a red thick line. We plot the SED template
derived in Shen et al. (2020a) for comparison with a thick green line, re-scaling it in order to have the sameL

2500A
◦ of

the fiducial SED. The SEDs differ mainly at wavelength longer than the UV band, with the UV-steep SED dropping
faster than the other two. The fiducial SED is in very good agreement with the Shen et al. (2020a) SED up to
≈ 2 µm, from where the contribution by dust in the torus and in the galaxy included in their IR template begins to
dominate the emission in their SED. As a reference for the SED plots in the following, we also plot our two SEDs
as the Fν (in µJy) vs λ with dotted lines, keeping the same colour legend.

For the X-ray band, based on the results by Piconcelli et al. (2005) and Fiore et al. (1994)
in the hard (2− 10 keV, αX,hard = −1.1± 0.1) and soft (0.5− 2 keV, −0.7 < αX,soft < 0.3)
band, respectively, we consider αX,hard = −1.1 and αX,soft = −0.7. Consistently with Shen
et al. (2020a), in the wavelength range 50 − 600 A◦ we use α = 0.4 (the slope chosen for the
soft X-ray band is then adopted up to 50 A◦ for continuity). For the Extreme UV band (EUV,
600 < λ < 912 A◦) we use αEUV = −0.3 as in Lusso et al. (2015). We also note that this value
is consistent with the constraints by Wyithe & Bolton (2011, −1.0 < αEUV < −0.3) based on
the analysis of near-zones observed around high redshift quasars.

The analysis of a large sample (4576) of z . 2.2 quasars (Richards et al., 2003) spectra in
the range 1200 . λ . 6000 A◦ has shown that the spectral slopes are distributed in the range
(−2.6 < α < −0.2) and peak around α = −1.6. In the 912 < λ < 2500 A◦ band, Lusso et al.
(2015) have constructed a stacked spectrum of 53 quasars at z ∼ 2.4 finding α = −1.39± 0.01.
Moreover, Gallerani et al. (2010) have analysed 33 quasars in the redshift range 3.9 . z . 6.4
finding that unreddened quasars are characterised byα = −1.7± 0.5, whereas reddened quasars
prefer steeper slopes (α < −2.3). Finally, from a theoretical point of view, the classical black-
body composition for a Shakura & Sunyaev (1973)-disk predicts thatFν ∝ ν1/3 (see also Section
2.2.3), which translates into α = −2.3. Given the uncertain value of the slope for wavelengths
longer than 912 A◦, we consider two possible values for the slope in the range from the UV to
NIR: αUV = −1.5, which is representative of unreddened quasars, and αUV = −2.3. We will
refer to these two models as the fiducial and UV-steep model, respectively.

At longer wavelengths, the intrinsic AGN emission is expected to follow the Rayleigh-Jeans
tail regime Fν ∝ ν2, which corresponds to αIR = −4. The transition between the UV slope and



72 5.4. Radiative transfer setup with SKIRT

the IR one increases with the black holemass (Shakura&Sunyaev, 1973; Pringle, 1981; Sazonov
et al., 2004). In this work, we adopt a transition wavelength λtrans = 5 µm. This component
represents the IR emission from the accretion disk only. We did not include the emission from
the hot dust component from the torus because we cannot resolve the scales (1 − 10 pc) of the
torus itself. We discuss how this affects our results in Section 6.5.1.

hard X soft X X to EUV EUV UV to NIR NIR to FIR

[2− 10] keV [6.2− 60] A◦ [50− 600] A◦ [600− 912] A◦ [0.0912− 5] µm [5− 103] µm

c (fiducial) 2 0.042 14.133 1.972 0.111 6.225

α (fiducial) -1.1 -0.7 0.4 -0.3 -1.5 -4.0

c (UV-steep) 0.003 0.066 22.499 3.140 0.026 0.402

α (UV-steep) -1.1 -0.7 0.4 -0.3 -2.3 -4.0

Table 5.1: Coefficients of our AGN SEDs models as expressed in eq. 5.28. The slopes αi and the ranges of
the piece-wise decomposition were chosen as explained in Section 5.4. Imposing the continuity of the function
determines the coefficients ci. The SED built in this way is by construction normalised to the bolometric luminosity
of the source expressed in L� according to eq. 5.28.

The fiducial and UV-steep SEDs adopted in this work are shown in Fig. 5.2 with blue and
red lines, respectively. We also report with a green line the SED derived by Shen et al. (2020a).
Our bolometric corrections7 (reported in Table 5.2) are consistent with the ones by Shen et al.
(2020a) (reported in the top panel of their Fig. 2), for Lbol ≈ 1047 erg s−1. We further calculate
the αOX = 0.384 logLν(2keV)/Lν(2500A◦) index for our SEDs and find that it is in agreement
with observations of z ∼ 6 quasars (e.g. Nanni et al., 2017; Gallerani et al., 2017b; Vito et al.,
2019b).

SED model Lbol

LX,hard

Lbol

LX,soft

Lbol

LUV

Lbol

LB
αOX

fiducial 130 130 3.4 6.0 -1.65

UV-steep 80 81 3.1 13.6 -1.51

Table 5.2: Bolometric corrections (Lbol/Lband) and αOX for the fiducial (αUV = 1.5) andUV-steep (αUV = 2.3)
AGN SED models adopted in this work. The bands used to compute the bolometric corrections are defined as:
hard X-ray [2 − 10] keV, soft X-ray [0.5 − 2] keV, UV [0.1 − 0.3] µm. LB is defined as λLλ at λ = 4400 A◦. The
two models mostly differ for the luminosity in the B band. For a bolometric luminosity Lbol = 1047 erg s−1, our
bolometric corrections are consistent with the observational constraints reported in the top panel of Fig. 2 by Shen
et al. (2020a).

7Consistently with Shen et al. (2020a), we express the UV band luminosity as ν
1450A

◦Lν
1450A

◦ , the B band as
ν

4400A
◦Lν

4400A
◦ , whereas the soft [hard] X-ray luminosity is the integrated luminosity in the 0.5-2 [2-10] keV band.
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6AGN imprints on the Infrared
emission of z ∼ 6 galaxies

6.1 Introduction

In Section 2.5, we discussed how the existence of supermassive black holes (SMBHs,
108−10 M�) within the first Gyr of the Universe (e.g. Mortlock et al., 2011; Wu et al., 2015;
Bañados et al., 2018; Yang et al., 2020b; Wang et al., 2021a) is one of the biggest puzzles in
modern astrophyiscs (e.g. Tanaka & Haiman, 2009; Volonteri, 2010; Schleicher et al., 2013;
Latif & Ferrara, 2016; Valiante et al., 2017; Woods et al., 2019; Inayoshi et al., 2020). Whether
they form from light seeds (101−2 M�) as remnants of Pop-III stars (e.g. Madau et al., 2014;
Pacucci et al., 2015a; Lupi et al., 2016), intermediate seeds (103−4 M�) from runaway collisions
in stellar clusters (Devecchi & Volonteri, 2009; Katz et al., 2015; Yajima & Khochfar, 2016;
Sakurai et al., 2017), or massive seeds (105−6 M�) from direct collapse of pristine halos (e.g.
Schleicher et al., 2013; Ferrara et al., 2014; Latif & Ferrara, 2016; Inayoshi et al., 2020) remain
open questions. Moreover, how they were able to grow up to the observed masses in such a
short time period, possibly experiencing episodes of super-Eddington accretion (e.g. Pacucci
et al., 2015a; Pezzulli et al., 2016), is not yet fully understood.

This problem is further complicated by the unsuccessful search for high-z AGN powered by
∼ 106−7 M� BHs (e.g. Xue et al., 2011; Cowie et al., 2020). Whether these sources are too rare
(Pezzulli et al., 2017a), and/or too faint to be detected by current optical/NIR survey (see Sec-
tion 2.3), and/or their optical/UV emission is obscured by dust (see Chapter 3), remains unclear.
This latter hypothesis is also supported by X-ray observations suggesting that the fraction of ob-
scured AGN increases with redshift (e.g. Vito et al., 2014, 2018). Moreover, the early growth of
SMBHs, typically characterized by low accretion rates, is expected to be buried in a thick cocoon
of dust and gas (e.g. Hickox & Alexander, 2018, for a review on this subject). In this scenario,
a certain fraction of UV photons are absorbed and/or scattered by dust grains in gas clouds in
the host galaxy. By transferring energy and momentum to the surrounding dusty environment,
AGN radiation can substantially affect the conditions of the interstellar (ISM) and circumgalac-
tic (CGM) medium of the host galaxy in several ways (see Section 2.4). UV radiation heats the
dust, leading grains to re-emit in the far-infrared.

In the latest years, ALMA andNOEMAobservations have provided the opportunity of study-
ing the ISM/CGMproperties of bright z ∼ 6 quasar hosts via rest frame FIR emission lines, such
as the [CII] line at 158 micron and CO rotational transitions, and the corresponding dust contin-
uum emission (see Section 2.3 and reference therein). ALMAdata of z ∼ 8LymanBreakGalax-
ies (Laporte et al., 2017; Bakx et al., 2020) have suggested the presence in these sources of dust
hotter than expected (T ∼ 60− 90 K, Behrens et al. 2018; Arata et al. 2019; Sommovigo et al.
2020). The origin of warm dust in early galaxies can be traced back to their (i) large SFR surface
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densities that favour an efficient heating of dust grains (Behrens et al., 2018) and (ii) more com-
pact structure of molecular clouds (MC) that delays their dispersal by stellar feedback, implying
that a large fraction (∼ 40%) of the total UV radiation remains obscured (Sommovigo et al.,
2020). Another possibility concerns the presence of obscured, accreting, massive (∼ 108 M�)
BHs, whose UV luminosity is absorbed by dust located in the ISM of the host (. 1 kpc) and/or
into a central obscurer, closer to the active nuclei (∼ 1 pc), and heated to temperatures as high
as 80-500 K, respectively (Orofino et al., 2021). According to this scenario, buried AGN should
be searched for among Lyman break galaxies (LBGs) populating the bright-end of their UV
luminosity function (−24 < MUV < −22), where indeed a large fraction of objects consists of
spectroscopically confirmed AGN (Ono et al., 2018).

Obscured AGN may therefore represent a bridge between LBGs and bright quasars in the
galaxy formation process. In this appealing scenario, the following questions arise: (i) If high-z
galaxies contain an obscured AGN, does this imply warmer dust temperatures? (ii) Is there a re-
lation between the dust temperature and the BH accretion rate?(iii) What are the most promising
spectral ranges and observational strategies to detect obscured AGN? To answer these questions
it is necessary to build up a model that follows the co-evolution of BHs with their host galaxy
from their birth up to the formation of SMBHs powering z ∼ 6 quasars, while accounting for
AGN and stellar feedback. The final aim is to produce synthetic multi-wavelength SEDs that
can be directly compared with the aforementioned observations of z ∼ 6 quasars to validate
the underlying galaxy-BH formation model. This can be done by post-processing cosmological
hydro-dynamical simulations with dust radiative transfer calculations.

Several works in the past years made use of radiative transfer simulations to understand the
AGN contribution to the total IR emission of a galaxy, mainly focusing on Ultra Luminous In-
frared Galaxies (ULIRGs), and late-stage mergers (e.g. Chakrabarti et al., 2007; Chakrabarti &
Whitney, 2009; Younger et al., 2009; Snyder et al., 2013; Roebuck et al., 2016; Blecha et al.,
2018). However, these studies are limited up to z ∼ 3 and they rely on hydrodynamical sim-
ulations in which the initial conditions of both the dark matter and gas components were set
with analytical prescriptions. Recently, Schneider et al. (2015) have studied the origin of the
infrared emission in SDSS J1148+5251, a z ∼ 6 quasar, by applying dust RT calculations to the
output of a semi-analytical merger tree code finding that the dust heating by the AGN radiation
may contribute up to 70% of the total IR luminosity. This is consistent with the results found
by Li et al. (2008a) that computed RT calculations on hydrodynamical simulations of luminous
quasars to reproduce the SED of SDSS J1148+5251. They also found that the AGN contribution
to the IR emission is significant, because dust heating is dominated by the central source during
the quasar-phase.

In this Chapter, we investigate the imprints of AGN in the IR emission of z ∼ 6 galax-
ies by post-processing cosmological hydrodynamic simulations of SMBHs formation (Barai
et al., 2018, hereafter B18) with dust RT calculations performed by using the code skirt (Baes
& Camps, 2015; Camps et al., 2016). The B18 simulations studied the growth of SMBHs
(108 − 109 M� at z = 6) and the impact of different AGN feedback prescriptions on their host
galaxies, residing in a ∼ 1012 M� dark matter halo.

This Chapter is organised as follows: in Section 6.2 we summarise the main properties of
the hydrodynamical simulations adopted (Section 6.2.1) and the model adopted for the radiative
transfer calculations (Section 6.2.2). We present our results in Section 6.3 and we compare them
with observations in Section 6.4. We then make predictions for the proposed mission ORIGINS
in Section 6.5. Finally we summarise our results in Section 6.6 along with our conclusions.
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6.2 Numerical setup

6.2.1 Hydrodynamic Simulations
In this work we make use of the cosmological hydrodynamic simulations of B18, which we
briefly summarise here (see Section 4.3 and the original paper for more details). These simula-
tions are performed with a modified version of the SPH N-body code gadget-3 (Springel, 2005)
and follow the evolution of a comoving volume of (500 cMpc)3, starting from cosmological ini-
tial conditions (IC) generated with music (Hahn & Abel, 2011) at z = 100, and zooming-in on
the most massive dark matter (DM) halo inside the box down to z = 61.

Radiative heating and cooling according to the tables computed by Wiersma et al. (2009),
which also include metal-line cooling. The multiphase model by Springel & Hernquist (2003)
is implemented to describe ISM processes on subgrid resolution. Star formation is implemented
with a density-based criterion, with a density threshold for star formation of nSF = 0.13 cm−3

and assuming a Chabrier (2003) initial mass function (IMF) in the mass range 0.1− 100 M�.
Stellar evolution and chemical enrichment are computed following Tornatore et al. (2007), and
kinetic feedback from SNe is also included.

BHs are included in the simulations by seeding aMBH = 105 M� BH in a DM halo when it
reaches a total mass ofMh = 109 M�, and they are allowed to grow via gas accretion or mergers
with other BHs. The former is modelled via the Bondi-Hoyle-Littleton scheme ṀBondi (Hoyle
& Lyttleton, 1939; Bondi & Hoyle, 1944; Bondi, 1952):

ṀBondi = α
4πG2M2

BHρ

(c2
s + v2)3/2

, (6.1)

where G is the gravitational constant, ρ is the gas density, cs is its sound speed, and v is the
velocity of the BH relative to the gas, and α = 100 is a numerical boost factor adopted to
compensate for the low resolution in the regions closest to the BHs. Gas accretion is also capped
at the Eddington rate ṀEdd, so the final BH accretion rate ṀBH reads as follows:

ṀBH = min(ṀBondi, ṀEdd). (6.2)

During its growth a BH radiates away a fraction of the accreted rest-mass energy, with a bolo-
metric luminosity

Lbol = εrṀBHc
2, (6.3)

where c is the speed of light and εr = 0.1 is the radiative efficiency (e.g. Shakura & Sunyaev,
1973). A fraction εf = 0.05 of this energy is distributed to the surrounding gas in a kinetic form.

In this work we consider the following three runs performed by B18, starting from the same
ICs:

• noAGN : control simulation without BHs.

• AGNsphere: simulation accounting for BH accretion and AGN feedback. The kinetic
feedback is distributed according to a spherical geometry.

• AGNcone: same as the AGNsphere run, but with kinetic feedback distributed inside a bi-
cone with an half-opening angle of 45◦.

1In the low-resolution DM-only simulation, the most massive halo at z = 6 has a mass of Mhalo = 4.4 ×
1012 M� (virial radius R200 = 73 pkpc), massive enough to host luminous AGN, as suggested by clustering
studies (e.g. Allevato et al., 2016).
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Figure 6.1: Morphology of the most massive halo at z = 6.3 inside a cubic box of 60 kpc size for the three
cosmological simulations of B18: noAGN (left column), AGNsphere (middle column) andAGNcone (right column).
The top, middle and bottom panel show the hydrogen column density, the star formation rate and the dust surface
density (assuming a dust-to-metal ratio fd = 0.08, see Section 5.4), respectively. White empty circles show the
location of BHs accreting at ṀBH > 1 M� yr−1.

In Fig. 6.1 we show the hydrogen column density (top row) and the star formation rate (mid-
dle row) for the zoomed-in halo in the three simulations for a line of sight aligned with the
angular momentum of the particles inside the selected region. In the following, this is our refer-
ence line of sight. From the top row, it can be seen that the central region, corresponding to the
main galaxy, is characterised by the highest column density in all the runs. It reaches values of
NH ∼ 6× 1024 cm−2 in the noAGN run, whereas it is an order of magnitude lower when AGN
feedback is included. This is because kinetic feedback kicks gas away from the accreting BHs.
In turn, the decreased gas density quenches the overall SFR density. In fact, star formation rate
densities ΣSFR as high as ΣSFR ≈ 600 M� yr−1 kpc−2 are found in the noAGN run, in sharp
contrast with those in the AGNsphere (≈ 130 M� yr−1 kpc−2, characterized by a total BH ac-
cretion rate ṀBH = 3.1 M� yr−1), and AGNcone (≈ 50 M� yr−1 kpc−2, ṀBH = 89 M� yr−1)
cases. The same trend is observed also for the total SFR, as reported in Table 4.1.
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run AGN feedback Mgas [M�] M? [M�] SFR [M� yr−1] ṀBH [M� yr−1] MUV [mag]

noAGN no 2.9× 1011 1.2× 1011 600 -

AGNsphere spherical 2.1× 1011 6.5× 1010 312 3.1 -24.32

AGNcone bi-conical 1.4× 1011 7.0× 1010 189 89 -27.97

Table 6.1: Summary of the hydrodynamic runs of B18 used in this work. For each run, we indicate the feedback
model used in the simulation and the main physical properties of the zoomed-in halo at z = 6.3 within a cubic
region of 60 kpc size (that corresponds to ∼ 50% of the virial radius): gas mass (Mgas), stellar mass (M?), star
formation rate (SFR, averaged over the last 10 Myr), and the sum of the accretion rate of all the black holes (BHs)
in the selected region (ṀBH). We further associate to ṀBH an intrinsic UV magnitudeMUV (see Section A.3).

6.2.2 Radiative Transfer setup
We post-process the snapshots at z = 6.3 of the three selected hydrodynamic simulations in B18
by using the publicly availableMonte-Carlo, radiative transfer code skirt2(Baes &Camps 2015;
Camps et al. 2016. see Chapter 5 for more details).

Dust formation, growth and destruction processes are not tracked in the simulations by B18.
Similarly to other RT works (Behrens et al., 2018; Arata et al., 2019; Liang et al., 2019), we
derive the dust mass distribution by assuming a linear scaling with the gas metallicity3 (Draine
et al., 2007), parametrizing the mass fraction of metals locked into dust as:

fd = Md/MZ , (6.4)

where Md is the dust mass and MZ is the total mass of all the metals in each gas particle in
the hydrodynamical simulation. The choice of fd directly affects the total dust content. The
RT calculation is sensitive to the fd value, which is poorly constrained by high-redshift galaxies
observations (see Wiseman et al. 2017 and references therein) and theoretical models (Nozawa
et al., 2015). In this work, we consider a constant value of fd, and focus our attention on how
the dust content of galaxies affects their panchromatic SED.

We adopt two different fd values for the normalization: i) a MW like value (fd = 0.3); ii) a
lower value (fd = 0.08) tuned for hydro-simulations (Pallottini et al., 2017; Behrens et al., 2018)
to reproduce the observed SED of a z ∼ 8 galaxy (Laporte et al., 2017). The dust surface density
distribution derived in the fd = 0.08 case is shown in the bottom row of Fig. 6.1. High dust
surface density regions correspond to active star forming regions where gas metal enrichment
is more pronounced. Therefore, gas and dust density, and SFR are generally correlated in our
simulations, as can be seen in Fig.6.1.

The dust properties, such as chemical composition and grain size distribution, are not known
in early (AGN-host) galaxies, as also discussed in Section 3.3. For the time being, we assume
a dust composition and grain size distribution appropriate for the SMC by using the results4 of
Weingartner & Draine (2001).

Dust is distributed in the computational domain in an octree grid with a maximum of 8 levels
of refinement for high dust density regions, achieving a spatial resolution of ≈ 230 pc in the
most refined cells, comparable with the softening length in the hydrodynamic simulation (≈ 200
physical pc at z = 6.3). We verify in Section A.1 that the number of refinement levels adopted in
our fiducial setup is sufficient to achieve converge of the results. Adopting an SMC-like dust, the

2Version 8, http://www.skirt.ugent.be.
3Throughout this chapter the gas metallicity is expressed in solar units, using Z� = 0.013 as a reference value

(Asplund et al., 2009).
4We consider the revised optical properties evaluated in Draine (2003a,b,c).

http://www.skirt.ugent.be
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RT run name Hydro run name Radiation field AGN SED fd

noAGN008 noAGN stars 0.08

noAGN03 noAGN stars 0.3

AGNsphere008 AGNsphere stars + BHs fiducial 0.08

AGNsphere03 AGNsphere stars + BHs fiducial 0.3

AGNcone008 AGNcone stars + BHs fiducial 0.08

AGNcone03 AGNcone stars + BHs fiducial 0.3

AGNcone008UVsteep AGNcone stars + BHs UV-steep 0.08

AGNcone03UVsteep AGNcone stars + BHs UV-steep 0.3

Table 6.2: skirt post-processing runs performed. The first column labels the RT simulation, the second column
indicates the corresponding hydrodynamical run, the third column specifies the radiation field included (e.g. stars
with or without black holes), the fourth column specifies the AGN SED used (if black holes are present), and the
fifth column contains the dust to metal ratio fd adopted.

grain size distribution of graphite and silicates is sampled with 5 bins for each component. Gas
particles hotter than 106 K, are considered dust-free as at these temperatures thermal sputtering is
very effective at destroying dust (Draine & Salpeter, 1979; Tielens et al., 1994; Hirashita, 2015).
This assumption does not affect the main results of our work, as discussed in Section A.2.

Dust self-absorption of thermally re-emitted photons in IR-optically thick regions is ac-
counted for. We also include non-local thermal equilibrium (NLTE) corrections to dust emis-
sion. We do not include heating from CMB radiation. As discussed in Section 6.3.2, only a
small fraction of dust grains is at a temperature comparable to TCMB. We expect this effect to
be negligible, as seen a posteriori from the RT results.

The ultraviolet (UV) radiation field mainly responsible for dust heating is provided by stellar
sources and black holes. Stellar radiation is implemented with the stellar synthesis models by
Bruzual & Charlot (2003). Black holes are treated as point source emitters as the typical sizes
of the accretion disk and the dusty torus are much smaller (. 10 pc) than the width of the most
refined grid cells (≈ 230 pc, see above). We model their emission by adopting a composite
power-law SED as described in Section 5.4, making use in this work of both the fiducial and UV-
steep SEDs. The radiation field is sampled using a grid covering the rest-framewavelength range
[0.1− 103] µm, composed of 200 logarithmically spaced bins. A total of 106 photon packets per
wavelength bin is launched from each source, i.e. stellar particles and BHs5. We collect the
radiation escaping our computational domain for the 6 lines-of-sight perpendicular to the faces
of the cubic computational domain.

We perform RT calculations on the three hydrodynamic simulations presented in section
6.2.1. For each hydro-simulation we vary the dust to metal ratio from fd = 0.08 to fd = 0.3; for
the AGNcone run we consider both the AGN SEDs described in Section 5.4. We end up with a
total of 8 post-processed runs, as reported in Table 6.2.

5We verified that the number of packets used is sufficient to achieve numerical convergence by comparing the
results with control simulations with 5× 105 photon packets per wavelength bin.
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6.3 Results

In this section we present the results obtained through our RT calculations. We first present in
Section 6.3.1 the morphology of the ultraviolet (UV, 1000− 3000 A◦) and total infrared (TIR,
8− 1000 µm) emission and discuss how it is affected by the presence of the AGN and total dust
content. Then, in Section 6.3.2 we derive the dust temperature in the different runs. Finally, we
discuss in Section 6.3.3 the synthetic SEDs resulting from our calculations.

6.3.1 Overview

In Fig. 6.2, we show the UV (top row) and TIR (middle row) emission maps derived for the runs
noAGN (left column), AGNsphere (middle column), AGNcone (right column) for fd = 0.08. In
Fig. 6.3 we show the same maps but for fd = 0.3. We use the same line of sight as in Fig. 6.1.

By comparing the TIR maps with the dust surface density (Fig. 6.1, bottom row) we see that
the morphology of the TIR emission matches the dust distribution, as expected. Moreover, the
brightest TIR spots in the noAGN (AGN runs) correspond to the locations of the most highly star
forming regions (accreting BHs), responsible for the dust grains heating. We discuss in more
details the dust temperature in Section 6.3.2.

For what concerns UV emission, in the noAGN case, its distribution correlates with the star
formation surface density (see middle row in Fig.6.1); in the AGN runs, the brightest spots are
located in correspondence of the AGN positions, identified bywhite circles. Noticeably, whereas
in the AGNcone simulation with fd = 0.08 three peaks appear in the UV emission map (labelled
as A, B, and C in Fig. 6.2), corresponding to the AGN positions6, in the case fd = 0.3 only one
of them survives to the strong dust obscuration. In Section 6.4.1 we investigate in further details
the contribution to the total SED of the different components traced by the UV and TIR maps.

Table 6.3 reports the UV and TIR luminosities before and after the dust-reprocessing of the
radiation. We find that, in the noAGN run 84− 94% of the total UV emission is extincted by
dust if fd = 0.08− 0.3. For comparison, in theAGNcone andAGNsphere runs, the same fraction
is 77− 99% and 54− 95%, respectively. Overall we find that in our simulated dusty galaxies
(Md & 3× 107M�) a large fraction (& 50%) of UV emission is obscured by dust, with some
lines of sight characterised by 1% of UV transmission.

The range reported for the UV reprocessed luminosity in Tab. 6.3 refers to the variation
occurring along different lines of sights: the minimum and maximum values differ by a factor
that can be as high as∼ 6 in the AGN runs. We expect UV luminosity variations along different
lines of sight even larger than the ones we find, if UV radiation would intersect dense, compact,
dusty, molecular clouds, whose sizes (. 100 pc) and complex internal structure (∼ 1 − 10 pc,
Padoan & Nordlund, 2011; Padoan et al., 2014; Vallini et al., 2017) are not resolved by of our
simulations.

According to the Unified Model (Urry & Padovani, 1995), the classification between TypeI
(unobscured) and TypeII (obscured) AGN is based on the presence of a dusty, donut-like shaped
structure that is responsible for anisotropic obscuration in the circum-nuclear region (< 10 pc).
Our results show that large UV luminosity variations with viewing angle, in addition to the
ones due to the torus, arise from the inhomogeneous distribution of dusty gas surrounding the
accreting BH, on ISM scales (& 200 pc; see also Gilli et al., 2014).

6The accretion rate quoted in Table 4.3 for the case AGNcone is in fact the sum of the accretion rates of the most
active black holes in the simulations (ṀBH ≈ 32, 7 and 50 M� yr−1, for the sources A, B, and C, respectively).
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Figure 6.2: UV (top row), TIR (middle row), luminosity-weighted dust grain temperature (bottom row) maps for
the runs with fd = 0.08. The maps shown are produced with the same line of sight used in Fig. 6.1. We mark the
four most luminous sources in TIR for the AGNcone runs, which will be discussed in more details in Section 6.4.1.

6.3.2 Dust temperature
One of the key physical quantities derived from RT calculations is the mass-weighted dust tem-
perature (〈Td〉M ). In what follows, we first describe how we compute the luminosity-weighted
dust temperature (〈Td〉L, see Behrens et al., 2018; Sommovigo et al., 2020) and compare this
value with 〈Td〉M ; then we discuss how the dust temperature is affected by the total amount of
dust, and different types of UV sources (stars vs AGN).

Luminosity- vs. mass-weighted Td

To compute 〈Td〉L, we assume that each dust cell emits as a grey body7 LTIR ∝MdT
4+βd
d , where

βd is the dust emissivity index8. 〈Td〉L, finally depends on the total amount of dust Md in the
7This approximation holds only for dust cells that are optically thin to IR radiation, although we caveat that a

small number of cells in the simulation is actually optically thick.
8The actual value of βd depends on the RT calculation. For example, Behrens et al. (2018) found a value

of βd = 1.7. For computing the luminosity-weighted temperature, we assume βd = 2. This choice does not
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Figure 6.3: Same as in figure 6.2 but for for fd = 0.3.

simulation, determined by our choice of fd. Runs with fd = 0.3 are characterised by average
dust temperatures ∼ 10% lower with respect to the corresponding runs with fd = 0.08. This is
because the same UV energy is distributed over a larger amount of dust mass.

In Fig. 6.4 we show the 〈Td〉L PDF (blue histograms), compared with the mass-weighted
〈Td〉M one (red histograms) for the noAGN , AGNsphere and AGNcone simulations with
fd = 0.08, as a reference case. In each run, the PDF of 〈Td〉M peaks at lower dust tempera-
tures with respect to 〈Td〉L. The difference between the mass-weighted and luminosity-weighted
temperatures is particularly evident in the runs in which AGN radiation is included. In particu-
lar, the spikes of the luminosity-weighted histograms correspond to dust cells in the immediate
proximity of accreting BHs. This dust component constitutes only a small fraction of the total
mass, but it provides a significant contribution to the overall luminosity, as further discussed in
the next section.

significantly affect the final results: the estimate of 〈Td〉L varying 1.5 < βd < 2.5 is within 10% of the value
reported in Table 5.
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Figure 6.4: Mass-weighted (red histograms) and luminosity-weighted (blue histograms) dust grains temperature
PDF. The panels refer to: (top) noAGN , (middle) AGNsphere and (bottom) AGNcone. As a reference case, we show
the results for fd = 0.08.
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RT run LUV LTIR Md 〈Td〉L T
min/max
d LintrUV τUV

[1011 L�] [1012 L�] [107 M�] [K] [K] [1012 L�]

noAGN008 5.7− 6.7 4.4− 4.6 9.2 54± 6 15− 64 4.1 1.81− 1.97

noAGN03 3.2− 3.9 4.7− 4.9 34 48± 6 13− 57 4.1 2.35− 2.56

AGNsphere008 7.0− 17 3.3− 3.4 5.1 70± 27 17− 179 3.7 0.78− 1.65

AGNsphere03 2.8− 7.9 4.4− 4.6 19 62± 25 15− 178 3.7 1.54− 2.57

AGNcone008 27− 90 43− 50 3.3 208± 78 22− 282 39 1.47− 2.67

AGNcone03 5.8− 32 54− 71 13 182± 69 20− 272 39 2.50− 4.20

Table 6.3: Overview of the main physical properties of the galaxies for the RT runs performed (see Table 6.1).
The table contains: (first column) the name of the run, (second column) the processed UV (integrated in the band
1000− 3000 A◦) luminosity LUV, (third column) the processed total infrared (integrated in the band 8− 1000 µm)
luminosity LTIR, (fourth column) the total dust mass contained in the simulated region Md, (fifth column) the
luminosity-weighted temperature of the dust grains 〈Td〉L, reported as the mean of the PDF within one standard
deviation, (sixth column) the minimum and maximum value the dust grains temperature, (seventh column) the in-
trinsic (i.e, not dust-processed) UV luminosityLintr

UV , (eighth column) the effective UV optical depth τUV, estimated
as as e−τUV = LUV/L

intr
UV . For the dust-processed UV, TIR luminosities and UV optical depth we report the range

bracketed by the six line of sights considered for each simulation.

Stars and AGN contribution to dust heating

The brightest TIR spots in Fig. 6.2 and 6.3 in the noAGN (AGN runs) correspond to the lo-
cations of the most highly star forming regions (accreting BHs). Whereas in the noAGN run
the maximum Td value is about 60 K, in the AGN runs, dust grains reach luminosity-weighted
temperatures Td & 200 K close to BHs, and Td ≈ 60 K in the diffuse gas.

We underline that in the noAGN run 〈Td〉L is up to 4 times lower with respect to the AGN
runs despite having a star formation rate 3 times higher. These results indicate the dominant role
played by AGN radiation in the dust heating. This is particularly evident if we compare in more
details the run noAGN and AGNsphere. In the noAGN case, Lintr

UV = LUV,stars = 4.1× 1012 L�;
in the AGNsphere case, Lintr

UV = LUV,stars + LUV,BH = (2.3 + 1.4)× 1012L� = 3.7× 1012 L�.

Thus, although the UV budget in the AGNsphere run is mostly provided by stars, and the
total UV intrinsic luminosity is comparable to the noAGN case, Td peaks at higher temperature
values if BH accretion is present. In Fig. 6.5, we compare the fraction of mass (left panel) and
TIR luminosity9 (right panel) from dust with a temperature above a certain threshold for the
three runs. In the noAGN run the TIR luminosity is arising from dust with Td . 50 K. In the
AGNsphere (AGNcone) run > 50% of the TIR luminosity is arising from dust with Td & 70 K
(Td & 150 K); this warm dust only constitutes 0.1% of the total dust mass. This confirms that
a small mass fraction of warm dust dominates the IR emission, as expected from the scaling
Ld ∝MdT

4+βd
d .

9The luminosity is computed assuming βd = 2 for consistency with the temperature PDF. The resulting lumi-
nosity varying 1.5 < βd < 2.5 differs by ≈ 10% from the quoted values.
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Figure 6.5: Mass fraction (left) and TIR luminosity fraction (right) of dust with a temperature Td > T as a function
of the temperature T for the runs noAGN (blue line), AGNsphere (green line), AGNcone (red line). Results for
fd = 0.08 are shown.

Figure 6.6: Cumulative mass fraction (left) and TIR luminosity fraction (right) of the dust at a distance r from
AGN location or most star forming regions. The lines show the results for noAGN (blue line), AGNsphere (green
line) and AGNcone (red line) with fd = 0.08.

Spatial extent of FIR emitting regions

Fig. 6.6 shows the fraction of dust mass and infrared luminosity as a function of the distance10
from the regions with the highest star formation for the noAGN case and from the BHs with the
highest accretion rate for the run AGNsphere and AGNcone.

In the noAGN case, the dust mass within r . 300 pc represents∼ 0.3% of the total dust, and
it provides ∼ 3% of the total IR luminosity. In the AGNsphere (AGNcone) case, only ∼ 0.1%
(∼ 0.06 %) of the total dust mass is found at r . 300 pc from an accreting BH but it contributes
20% (∼ 40%) of the total IR luminosity.

10Given that there are multiple accreting BHs, we selected the 2 (3) most active ones in the AGNsphere AGNcone
run and 2 most accreting star forming regions (the main galaxy and its largest satellite) in the noAGN run. For each
cell containing dust in the octree grid we evaluate the distance from each reference source and then we consider the
minimum one for this calculation.
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6.3.3 Synthetic Spectral Energy Distributions
Fig. 6.7 shows the intrinsic flux density from stars (dashed line) and AGN (dotted line) for
the first six runs reported in Table 6.2. The higher value of the flux density from stars in the
noAGN run with respect to both AGN runs is due to the negative AGN feedback that in the AGN
simulations quenches the star formation rate in the host galaxy (see Section 3.7 of B18 for an
extensive discussion on this topic). This effect is more pronounced in the AGNcone run since it
is characterised by a black hole accretion rate that is a factor of ∼ 30 higher than in AGNsphere
(see Table 6.1). The total intrinsic flux (dotted-dashed line) is comparable between noAGN and
AGNsphere (see also Table 6.3).

We now analyse the differences between the reprocessed flux density (observed, solid
line) resulting from our calculations, focusing on the rest-frame NIR (1 . λRF . 5 µm), MIR
(5 . λRF . 40 µm), and FIR (40 . λRF . 350 µm) wavelength ranges.

The intrinsic NIR flux is suppressed by ≈ 10 times in all runs; the highest rest-frame UV
attenuation is seen in the AGNcone run, with some (all) lines of sight showing a flux reduced by
≈ 100 times for fd = 0.08 (fd = 0.3). However, for a fixed dust content, the AGNcone run still
provides the highest rest-frame UV flux. In this wavelength range, the SED is nearly constant
in the noAGN run whereas it increases toward larger wavelengths in the runs with AGN, as a
consequence of the contribution from accretion. The observed optical-NIR flux depends both
on the radiation field and dust content.

For what concerns the MIR, at short wavelengths, (λRF ∼ 4− 6 µm), the SED is domi-
nated by the almost unattenuated emission from stars and/or AGN; the AGNcone SED is ∼ 30
times brighter than the AGNsphere one as a consequence of its higher BH activity. At longer
wavelengths (λRF > 6 µm), the observed flux arises from heated dust IR emission. The flux
density in this wavelength range is the result of the sum of multiple greybodies, each emit-
ting at different temperatures, according to the luminosity-weighted dust temperature PDF dis-
cussed in Section 6.3.2. The warm dust in AGN runs produces a MIR excess with respect to the
noAGN run, and shifts the peak of the emission toward shorter wavelengths: λpeak

noAGN = 59.4 µm,
λpeak
AGNsphere = 54.1 µm and λpeak

AGNcone = 27.0 µm.
Finally, the Rayleigh-Jeans tail of the FIR emission is mostly sensitive to the total dust con-

tent. In fact, by comparing the fd = 0.08 and fd = 0.3 cases, we find that the flux at 1 mm scales
almost linearly with the dust mass, without a strong dependence on the radiation source.

To summarise, the SED in the NIR wavelength range depends both on the dust mass (for
fixed dust properties) and the type of source (stars and/or AGN); the MIR retains information
almost solely on the type of source: the presence of an AGN enhances the flux and shifts the peak
of the emission at shorter wavelengths; the flux in the Rayleigh-Jeans tail of the FIR emission
mostly depends on the total dust content.

6.4 Comparison with z ∼ 6 quasar data
To test the results of our model (SPH simulation post-processed with RT calculations), we com-
pare in Fig. 6.8 our predictions from the AGNcone run (MUV = −27.97) with multi-wavelength
(NIR to FIR) observations of z ∼ 6 bright (−29 .MUV . −26) quasars (see Table A.1 in Ap-
pendix A.5).

In the NIR, our predicted SEDs are underluminous with respect to the flux of TNG/GEMINI
spectra (grey lines in Fig. 6.8). This mismatch cannot be solved by decreasing the dust content,
since by assuming fd < 0.08 the synthetic SEDs would become underluminous in the FIR with
respect to ALMA data. We instead suggest that a better agreement with observations can be
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Figure 6.7: Intrinsic and processed (observed) SED for the first six runs in Table 6.2. The first column refers to
noAGN , the second to AGNsphere and the third to AGNcone, whereas the first row to fd = 0.08, and the second to
fd = 0.3. The solid line shows the observed flux for the reference line of sight, whereas the shaded area brackets
the scatter in the observed SED between the six lines of sights used for the computation. The intrinsic flux is
also shown with a a dot-dashed line. In the runs with AGN, the individual components are also shown: radiation
from stars is denoted with dashed lines, radiation from AGN with dotted lines. In noAGN runs, thin solid lines
indicate the flux that would be observed if the galaxy is magnified by a factor µ = 5. Sensitivity bands of JWST
and ALMA are shown as yellow and cyan shaded regions respectively. The grey lines indicate the sensitivity
reached by the ORIGINS telescope at 5σ in 1 hr of observing time. The colored rectangles and horizontal lines
indicate the sensitivity of the two instruments of the SPICA telescope: SMI (λobs = 27 µm, red rectangle), and
SAFARI, in photometric mapping mode at short (SW, λobs = 45 µm, blue rectangle), mid (MW, λobs = 72 µm,
green rectangle), long (LW, λobs = 115 µm, orange line) and very long wavelengths (LLW, λobs = 185 µm, violet
line). The upper sides of rectangles represent the sensitivity that will be reached by SPICA at 5σ in 1 hr of observing
time. The bottom side of rectangles represents the maximum sensitivity reachable with SPICA, and it is obtained
by considering the confusion limit flux at 3σ (such a high sensitivity can be reached in the case of follow-up
observations). If the confusion limit is reached in less than 1 hr, it is shown as a single line.

obtained by assuming an extinction curve flatter than the SMC (Gallerani et al. 2010; Di Mascia
et al. 2021b, see also Chapter 8).

For what concerns the comparison in the MIR, models with αfid
UV are in good agreement

both with Spitzer/Herschel photometric data and with the slope/shape of templates by Hernán-
Caballero & Hatziminaoglou (2011) resembling Spitzer/IRS spectra. Vice-versa, models with
αsteep

UV are both under-luminous with respect to Spitzer/IRAC observations at λobs = 24 µm
(namely λRF ∼ 3 µm at z ∼ 6) and show a slope in the MIR that does not agree with observed
spectra.

We underline that the model with αsteep
UV can be possibly reconciled with observations if the

torus is included. In fact, a dust component with temperature close to sublimation (∼ 1500 K)
would enhance the MIR emission exactly at the Spitzer/IRAC wavelengths11. We give a first
estimate of the impact of the torus emission on our predicted SEDs in Section 6.5.1 (Fig. 6.10)
and we defer the inclusion of the torus into our model to a future study.

By comparing our predicted SEDs with FIR observations, we note that both models
(fd = 0.08− 0.3) provide a reasonable match with FIR data, independently on the assumed UV
slope (fiducial vs UV-steep). We find that the models with a larger dust-to-metal ratio fd = 0.3

11The emission of a greybody at temperature Td and with βd = 2 peaks at λpeak = (2.9× 103)/Td µm
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Figure 6.8: Left panel: Comparison between synthetic fiducial SEDs and observations of z ∼ 6 quasars (grey
circles, see Table A.1 in Appendix A.5). The magenta and violet solid curves denote the models for fd = 0.08
and fd = 0.3, respectively. Grey lines represent dust-reddened z & 6 quasar spectra taken with the TNG/GEMINI
(A3000 > 0.8, see Table 1 in Gallerani et al., 2010). The spectra are calibrated by using the measures of λLλ
at 1450 A◦ provided in Table 1 by Juarez et al. (2009). We further show with orange lines the template obtained
from the analysis of 125 quasar spectra at 0.020 < z < 3.355 taken with Spitzer/IRS (the tree lines correspond to
the median SED, the 25th and 75th percentiles, in the case of the luminous, log(λL5100) > 44.55, sub-sample by
Hernán-Caballero & Hatziminaoglou (2011)), and with red lines the IR AGN SED derived by Xu et al. (2020) from
42 quasars at z < 0.5 (see their Table 3). The spectra of these low redshift sources are reported to get a hint of
the spectral slope of AGN in the MIR; no spectroscopy information is available so far in the case of z ∼ 6 quasars.
Right panel: same as left panel, but for the UV-steep AGN SED models.

are slightly preferred, since in the fd = 0.08 case we can only explain the less luminous FIR
sources.

Hereafter, we consider as fiducial the model with αfid
UV and fd = 0.3.

6.4.1 Multiple merging system
The most massive halo in the AGNcone run at z = 6.3 hosts a merging system of multiple
sources, three of which are AGN (A, B, C) and one is a normal star forming galaxy (D). We
show in Fig. 6.9 the SEDs extracted from individual sources. In our simulated system, source
A is the most luminous UV source, providing ∼ 70% of the total UV flux. However, it does
not correspond to the most accreting BH, which is instead powering source C, distant ∼ 10 kpc
from A. Despite having the highest intrinsic UV budget, this source is fainter than A in the UV
because it is enshrouded by dust: source C is in fact the most luminous IR source of the system
and provides ∼ 70%− 80% (∼ 40%) of the MIR (FIR) flux. The second brightest UV source
in our system is source D.

By comparing our synthetic SEDs with HST and ALMA data12 (Marshall et al., 2020; De-
carli et al., 2017), we found that sources A, B and D would be detectable and resolved with
HST; for what concerns the FIR, given the angular resolution of current ALMA data (i.e. 1" that
corresponds to ∼ 6 kpc at z = 6.3), it is not possible to disentangle source B and D from A,
whereas source C would show up as an SMG companion, even brighter than source A (as in the
case of CFHQ J2100-1715 by Decarli et al., 2017). To summarise, our study shows that, consis-
tently with HST and ALMA observations, bright (MUV ≤ −26) z ∼ 6 quasars (e.g. source A in
our simulations) are part of complex, dust-rich merging systems, possibly containing highly ac-

12We do not consider constraints from MIR observations since individual sources cannot be resolved at these
wavelengths as a consequence of the poor angular resolution. We further refer to Vito et al. in preparation for a
detailed comparison with X-ray observations.
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Figure 6.9: Comparison between the SEDs extracted from sources A, B, C, D in the field of view of the AGNcone
run with fd = 0.3, keeping the same color legend as in Fig. 6.3. The total SED is instead plotted with a blue solid
line. Black points indicate rest-frame UV limits from deep HST observations by Marshall et al. (2020), whereas
the grey point FIR fluxes for star-forming companion galaxies around quasars from Decarli et al. (2017).

creting BHs (e.g. source A, B and C with & 5 M� yr−1) and star forming galaxies (e.g. source
D). Deeper and higher resolution ALMA data and JWST observations are required to better
characterize the properties of galaxy companions in the field of view of z ∼ 6 quasars.

6.5 Guiding future MID-IR facilities
Given the good agreement between our results and currently available z ∼ 6 quasars observa-
tions, we can use our simulations to make predictions for the proposed Origins Space Telescope
(OST13; Wiedner et al. 2020). OST covers the wavelength range 2.8− 588 µm, and is designed
to make broad-band imaging (Far-IR Imager Polarimeter, FIP), low resolution (R ∼ 300) wide-
area/deep spectroscopic surveys, and high resolution (R ∼ 40000 − 300000) pointed observa-
tions (with the Origins Survey Spectrometer, OSS). We further consider the capability of detect-
ing IR emission from z ∼ 6 quasars through a 2.5 m diameter infrared telescope, cryocooled
to 8 K that covers the wavelength range 12− 230 µm, and is designed to make high-resolution
(R ∼ 28000) in the near-infrared (12−18 µm) and mid-infrared (30−37 µm) broad band map-
ping, and small field spectroscopic and polarimetric imaging at 100, 200 and 350 µm. These
are the characteristics of the Space Infrared Telescope for Cosmology and Astrophysics (SPICA;
e.g. Spinoglio et al. 2017; Gruppioni et al. 2017; Egami et al. 2018; Roelfsema et al. 2018), an
infrared space mission, initially considered as a candidate for the M5 mission, but cancelled in
October 2020 (Clements et al., 2020).

The noAGN case is detectable by ORIGINS in five bands, corresponding to ≈ 6 − 80 µm
rest-frame. ORIGINS would be able to probe the SED of highly star forming galaxies
(SFR ∼ 600 M� yr−1) at wavelengths shorter than the peak wavelength, which is crucial in or-
der to have a solid determination of the dust temperature (Behrens et al., 2018; Sommovigo et al.,

13OST is a concept study for a 5.9 m diameter infrared telescope, cryocooled to 4.5 K, that has been presented
to the United States Decadal Survey in 2019 for a possible selection to NASA’s large strategic science missions.
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2020). The noAGN case falls just below the SPICA sensitivity threshold. We thus consider the
possibility of observing lensed galaxies with SPICA; the thin solid SED in the noAGN panels
in Fig. 6.7 accounts for a magnification factor µ ∼ 5. Our results show that highly star forming
galaxies (SFR ∼ 600 M� yr−1) without an active AGN will be at the SPICA reach if lensed by
a factor µ & 5.

For what concerns the AGNsphere case, the simulated run corresponds to a faint AGN
(MUV = −23.4; X-ray luminosity LX ∼ 1044 erg s−1). This kind of sources is not easily
detectable through UV and X-ray observations: (i) less than 20 z ∼ 6 quasars fainter than
MUV = −23.75 have been discovered so far (Matsuoka et al., 2018b); (ii) none z ∼ 6 quasar
with LX < 4× 1044 erg s−1 has been detected so far with Chandra (Vito et al., 2019b). Our
predictions show that the SED of a faint AGN is instead well above ORIGINS’ sensitivities at
all wavelengths and also above the sensitivities of two SPICA’s bands for all the simulations we
performed. This result emphasises the important role that future MIR facilities would have in
studying the faint-end of the UV and X-ray luminosity function in z ∼ 6 AGN.

The AGNcone runs show that quasars with MUV < −25 are very easily detectable both by
ORIGINS and SPICA at a signal-to-noise ratio high enough to get good quality spectra even in
these very distant sources. We notice that only ∼ 20 quasars have been detected so far with the
Spitzer / Herschel telescopes at z & 6 (Leipski et al., 2014; Lyu et al., 2016), and most of them
(> 80%) are bright (MUV < −26). Quasars fainter thanMUV = −26 have been detected so far
at mm wavelengths at > 5σ only in two z ≥ 6 quasars (J1048-0109 and P167-13 by Venemans
et al., 2018).

Our results show that the ORIGINS telescope will be an extremely powerful instrument for
studying the properties of the most distant galaxies and quasars known so far.

6.5.1 Unveiling faint/obscured AGN
Combined ALMA data with follow-up JWST and /or14 ORIGINS observations will be crucial to
discover faint/obscured AGN and to distinguish them from galaxies without an active nuclei. In
fact, by comparing the predicted fluxes in ORIGINS band 1 and/or MIRI band at 29 µm (F29µm)
with the ones in ALMA band 7 Fband7, we find:

F29µm(AGNsphere)/Fband7(AGNsphere)
F29µm(noAGN)/Fband7(noAGN)

≈ 8− 10,

meaning that we expect a a MIR-to-FIR excess of one order of magnitude in the case of a faint
AGN host galaxy (AGNsphere) with respect to a star forming galaxy without AGN (noAGN).
This result shows that by following up with JWST and/or ORIGINS sources already detected
with ALMA it will be possible to discriminate between star forming galaxies and faint/obscured
AGN.

We note that, given the limited resolution (∼ 200 pc) of the hydrodynamical simulations
adopted in this work, we cannot resolve the torus (∼ 0.1 − 10 pc) that is, therefore, not in-
cluded in our modelling. The presence of a dusty torus surrounding accreting BHs provides
an additional source of MIR emission boosting the MIR excess expected in AGN. This can in-
crease both the detectability of faint quasars with a SPICA-like telescope and the possibility of
exploiting the synergy between ALMA and MIR facilities to unveil dust-obscured AGN. For
example, we qualitatively show in Fig. 6.10 how our predicted SEDs would change with the
inclusion of the emission from the dusty torus. For this comparison we consider the AGNsphere

14The James Webb Space Telescope is planned to fly on October 31, 2021, with 10 years of operation goal. The
proposed ORIGINS mission is planned for launch in the early 2030s, so it will ideally continue the work of JWST.
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Figure 6.10: Predicted SEDs with the inclusion of the dusty torus emission to our models for the AGNsphere case
with fd = 0.3. The green dashed line refers to the original model, the red dashed line to the torus and the black
solid line to the sum of the two. The torus emission is modelled as a greybody withMdust and Tdust as specified
in the panel, and βdust = 2.

case (MUV = −23.4), since we aim to investigate the ability of MIR telescopes to unveil faint
AGN. As a proof of concept, we simply model the torus emission as a single-temperature Tdust

greybody, with dust massMdust, and βdust = 2. We consider different models to cover the range
in masses (101 − 105 M�) and temperatures (200− 1200 K) constrained by theoretical models
(Schartmann et al., 2005; Stalevski et al., 2016) and observations (García-Burillo et al., 2016,
2019).

The MIR emission from the torus brings the SEDs of the faint AGN of our model easily
within the reach of a SPICA-like telescope, for a wide range of the torus parameters considered.
This further expands the potential of future MIR telescopes in the discovery and the study of
faint AGN at high-redshift.

We stress that this is a rough estimate that – among other things – neglects the torus geometry,
i.e. the fact that UV emission is extinguished along the equatorial plane. Therefore UV photons
would escape only towards the polar regions, reducing the amount of dust on . 200 pc scales
directly irradiated by the AGN and possibly the IR emission coming from high temperature
(Td ∼ 200− 300 K) regions. We plan to include the torus emission in a consistent way in our
model in a future work and to further examine its impact on our results and on the potential of
future facilities.

6.6 Summary and conclusions
In this Chapter, we have considered a suite of zoom-in cosmological hydrodynamic simulations
of a massive halo (∼ 1012 M�) at z ∼ 6 (Barai et al., 2018). The set of simulations include a
control simulation of a highly star forming galaxy (SFR ∼ 600 M� yr−1) without BHs (called
noAGN run), and two simulations with accreting BHs that account for AGN kinetic feedback
distributed according to a spherical (AGNsphere run) and bi-conical (AGNcone run) geometry.
These two different feedback prescriptions result in different SFRs of the host galaxy (∼ 300
and ∼ 200 M� yr−1 in AGNsphere and AGNcone, respectively), and AGN activity (∼ 3 and
∼ 90 M� yr−1 in AGNsphere and AGNcone, respectively).

We performed dusty radiative transfer calculations of the three runs in post-process by ex-
ploiting the code skirt (Baes et al., 2003; Baes & Camps, 2015; Camps & Baes, 2015; Camps
et al., 2016) with the aim of understanding the impact of radiative feedback on the observed spec-
tral energy distributions (SEDs) of z ∼ 6 galaxies. We have considered (i) intrinsic AGN SEDs
defined by a composite power-law Fλ ∝ λα constrained through observational and theoretical
arguments; (ii) SMC dust properties (grain size distribution and composition); (iii) different total
dust mass content (parametrized in terms of the dust-to-metal ratios fd = 0.08 and fd = 0.3),
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and we have explored how different assumptions affect the observational properties of galax-
ies in the Epoch of Reionization (EoR). By analyzing the synthetic emission maps and SEDs
resulting from our calculations we have found the following results:

• In dusty galaxies (Md & 3× 107 M�) a large fraction (& 50%) of UV emission is ob-
scured by dust.

• Large UV luminosity variations with viewing angle, can be at least partially due to the
inhomogeneous distribution of dusty gas on scales & 100 pc.

• Simulations including AGN radiation show the presence of a clumpy, warm
(≈ 200− 300 K) dust component, in addition to a colder (≈ 50− 70 K) and more dif-
fuse dusty medium, heated by stars; warm dust provides up to 50% of the total infrared
luminosity, though constituting only a small fraction (. 0.1%) of the overall mass content.

We have tested our model by comparing the simulated SEDs with observations of z∼ 6 bright
(MUV . −26) quasars, the only class of sources for which multi-wavelength observations, rang-
ing from the optical-NIR to the mm, are available so far. For what concerns the intrinsic SEDs,
we have considered two variations for the rest-frame UV band: a fiducial value αfid

UV = −1.7
suggested by observations of unreddened quasars (Richards et al., 2003), and a steeper slope
αsteep

UV = −2.3 supported by observations of reddened quasars (Gallerani et al., 2010) and the-
oretical arguments (Shakura & Sunyaev, 1973). The main findings of this comparison are the
following:

• We find a good agreement between simulations and both MIR (Spitzer/Herschel) and mil-
limetric (ALMA) data, in the case of αfid

UV = −1.7. In the rest-frame UV, our predicted
SEDs are underluminous with respect to data, suggesting peculiar extinction properties
(Gallerani et al. 2010; Di Mascia et al. 2021b, see also Chapter 8).

• The case αsteep
UV = −2.3 cannot explain the Spitzer/IRAC flux at λobs = 24 µm and show

a slope in the MIR that does not agree with Spitzer/IRS spectra. This discrepancy can be
possibly alleviated by adding to our model the emission arising from a dusty torus with
Td ∼ 1500 K, close to sublimation temperature of graphite and silicate grains (Netzer,
2015).

• Quasars powered by SMBHs are part of complex, dust-rich merging systems, containing
both multiple accreting BHs and star forming galaxies that, because of strong dust absorp-
tion, are below the detection limit of current deep optical-NIR observations (Mechtley
et al., 2012), but appear as SMG companions, consistently with recent shallow ALMA
data Decarli et al. (2017). Deeper ALMA and future JWST observations are required to
study the environment in which z ∼ 6 quasars form and evolve.

Given the good agreement between our results and rest-frame MIR observations, we exploit
our simulations to make predictions for the proposed Origins Space Telescope (OST; Wiedner
et al. 2020), a possible selection to NASA’s large strategic science missions, and for a MIR
telescope with the same technical specifications of the Space Infrared Telescope for Cosmology
and Astrophysics (SPICA; e.g. Spinoglio et al. 2017; Gruppioni et al. 2017; Egami et al. 2018;
Roelfsema et al. 2018), an infrared space mission, initially considered as a candidate for the M5
mission, but cancelled in October 2020 (Clements et al., 2020). We end up with the following
conclusions:
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• Highly star forming galaxies (SFR ∼ 600 M� yr−1) without an active AGN will be easily
detected by ORIGINS. It will also be able to probe the peak of the dust emission, allowing
a solid estimate of the dust temperature in star forming galaxies at high redshift. These
galaxies would also be detected by a SPICA-like telescope, if lensed by a factor µ & 5.

• Bright high-z quasars (MUV < −26) are detectable with ORIGINS/SPICA at a signal-to-
noise ratio high enough to get high quality spectra even in these very distant sources.

• The FIR/MIR flux ratio in star forming galaxies is one order of magnitude higher with
respect to AGN hosts, even in the case of low accretion rates (ṀBH ∼ 3 M� yr−1). By
following up with ORIGINS/SPICA galaxies already detected with ALMA it will be pos-
sible to unveil faint and/or dust-obscured AGN, whose fraction is expected to be large
(> 85%) at high redshift (e.g. Vito et al. 2014, 2018; see also Davies et al. 2019). Our
FIR/MIR estimate is quite conservative, because our model does not include the emis-
sion from the dusty torus, which is expected to boost the MIR flux by up to two order of
magnitudes in ORIGINS/SPICA bands.

These results highlight the importance of a new generation of MIR telescopes to understand the
properties of dusty galaxies and AGN at the EoR.



7Impact of AGN on SFR
estimates

7.1 Introduction
In the last two decades hundreds of quasars have been discovered within the first Gyr of the Uni-
verse (e.g. Yang et al., 2020b; Wang et al., 2021a), as discussed in Section 2.5. These objects
are powered by accreting supermassive black holes (SMBHs, 108−10 M�, e.g Wu et al. 2015),
shining as Active Galactic Nuclei (AGN). Observations in the local Universe reveal that black
hole masses correlate with the host-galaxy properties (e.g. Magorrian et al., 1998b; Ferrarese
& Merritt, 2000; Gebhardt et al., 2000; Marconi & Hunt, 2003; Gültekin et al., 2009), suggest-
ing a co-evolution between the the galaxy and the central SMBH (e.g. Kormendy & Ho, 2013;
Harrison, 2017), possibly mediated by a form of feedback from the AGN via energy/momentum
injections onto the surrounding gas (e.g. Silk & Rees, 1998; King, 2003). In this picture, AGN
activity might also regulate the star formation in the host galaxy (e.g. Carniani et al., 2016; Harri-
son et al., 2018). A connection between the two quantities is also suggested by the similar shape
of the black hole accretion density and star formation rate density across cosmic time (e.g. Aird
et al., 2015).

In the latest years, ALMA and NOEMA observations have provided the opportunity to study
the properties of the interstellar medium (ISM) in several z ∼ 6 bright quasar-host galaxies via
their [C II]158 µm and CO emission, as well as the underlying dust continuum (e.g. Gallerani
et al., 2017a; Decarli et al., 2018; Venemans et al., 2018; Carniani et al., 2019b; Venemans
et al., 2020; Neeleman et al., 2021). These studies revealed the presence of large molecular gas
reservoirs (Mgas & 1010 M�), dust masses (Mdust ≈ 107−8 M�), and ongoing star formation
rates (SFRs) as high as≈ 102−3 M� yr−1 (e.g. Decarli et al. 2018; Venemans et al. 2020) in the
host galaxies.

These estimates rely on the assumption that the far-infrared (FIR) emission is mainly due
to stellar light reprocessed by dust. The FIR photometry is generally fitted with a grey-body
function (e.g. Carniani et al., 2019b), from which the dust mass Mdust is determined, whereas
the dust temperature Tdust is assumed to be in the range 40 − 60 K. The total infrared (TIR)
luminosity, LTIR, is then computed by integrating the grey-body function in the wavelength
range 8 − 1000 µm, and a SFR − LTIR calibration (e.g. Kennicutt & Evans, 2012) is used to
infer the star formation rate in the host galaxy. This computation is very sensitive to the value of
Tdust, which is often set a priori because in most cases only one or a few FIR photometric data
points are available (e.g. Venemans et al., 2020).

Recently, Walter et al. (2022) obtained high angular resolution measurements of the [C II]
emission and underlying dust continuum in the z = 6.9 quasar J2348-3054. From the fit of the
Spectral Energy Distribution (SED) they derived Tdust = 84.9+8.9

−10.5 K, and then inferred a SFR of
4700 M� yr−1. This estimate is a factor of≈ 10 higher than the one suggested by the [C II]-SFR
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relation in Herrera-Camus et al. (2018). They also found Tdust ≥ 134 K in the innermost region
(≈ 110 pc), implying an extreme star formation rate density of 104 M� yr−1 pc−2, which is only
marginally consistent with the Eddington limit for star formation (Thompson et al., 2005). The
authors argued that this result might also be explained by a contribution from the central AGN
to the dust heating in the innermost ≈ 100 pc.

Numerical simulations constitute a complementary tool to investigate the dust properties in
the ISM of galaxies, thanks to the possibility to support them with radiative transfer calculations
(e.g. Behrens et al., 2018). Recently, McKinney et al. (2021) simulated a post-merger dust-
enshrouded AGN, representative of submillimiter galaxies (SMGs) at z ∼ 2 − 3. They find
that AGN can dominate the dust heating on kpc-scales, boosting the IR emission at λ & 100 µm
(typically associated with dust-reprocessed stellar light) by up to a factor of 4. As a consequence,
standard FIR-based calibrations would over-estimate the star formation rates by a comparable
factor. This finding is also supported by empirical works suggesting that the AGN contribution
to the IR emission increases as a function of AGN power in z . 2.5 sources, questioning the
extreme star formation rates (& 1000 M� yr−1) inferred for the IR-brightest sources (Symeonidis
& Page, 2021; Symeonidis et al., 2022).

In this Chapter, we test the goodness of the assumption that dust heating is dominated by stel-
lar radiation in high-z quasar-hosts exploiting numerical simulations. In Chapter 6 we studied
the AGN contribution to the dust heating in z ∼ 6 galaxies by post-processing the cosmological
hydrodynamical simulations by B18with the radiative transfer code skirt (Baes&Camps, 2015;
Camps et al., 2016). We found that in normal star-forming galaxies the dust temperature distri-
bution is consistent with typical values adopted (40− 50 K) in the SED fitting of z > 5 sources.
However, in runs including AGN radiation the dust temperature increases to Tdust > 100K in the
regions closest (≈ 200 pc) to the AGN, consistent with the finding by Walter et al. (2022). We
expand the work presented in the previous Chapter by analyzing the synthetic SEDs predicted by
our simulations to investigate whether the SFR inferred from the IR emission is overestimated
when the AGN contribution is not accounted for.

7.2 Numerical Methods

7.2.1 Hydrodynamical simulations
In this work we adopt the suites of cosmological hydrodynamic simulations studied in B18 and
in V21 (already described in details in Section 4.3 and 4.3 respectively). These simulations make
use of a modified version of the Smooth Particle Hydrodynamics (SPH) N-body code gadget-3
(Springel, 2005) to follow the evolution of a ∼ 1012 M� dark matter (DM) halo in a zoom-in
fashion from z = 100 to z = 6. A flat ΛCDM cosmology is assumed, with: ΩM,0 = 0.3089,
ΩΛ,0 = 0.6911, ΩB,0 = 0.0486,H0 = 67.74 km s−1 Mpc−1 (Planck Collaboration et al., 2016).
The two suites differ for the particle resolution and subgrid physics implemented, as follows.

B18 simulations

In B18 a DM-halo of Mh = 4.4 × 1012 M� at z = 6 (virial radius R200 = 73 pkpc1) is
chosen inside a comoving volume of (500 cMpc)3 for re-simulation in a zoom-in region of
(5.21 cMpc)3. The highest resolution DM and gas particles in the zoom-in region have a mass of

1Throughout this paper ckpc refers to comoving kpc and pkpc to physical distances in kpc. When not explicitly
stated, we are referring to physical distances.
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mDM = 7.54× 106 M� andmgas = 1.41× 106 M�, respectively. Gravitational forces are soft-
ened on a scale of ε = 1 h−1 ckpc, which corresponds to ≈ 210 pc at z = 6. The physics of
the ISM is described by the multiphase model of Springel & Hernquist (2003), assuming a den-
sity threshold of nSF = 0.13 cm−3 for star formation and a Chabrier (2003) initial mass function
(IMF) in the mass range 0.1− 100 M�. The code accounts for radiative heating and cooling,
for stellar winds, supernova feedback and metal enrichment. Stellar evolution and chemical
enrichment are computed following Tornatore et al. (2007).

BHs are included in the simulation by placing aMBH = 105 h−1 M� BH seed at the centre
of a Mh = 109 h−1 M� DM halo, if it does not host a BH already. BHs can grow either by
gas accretion or via mergers with other BHs. The former process is modelled via the Bondi-
Hoyle-Littleton scheme (Hoyle & Lyttleton, 1939; Bondi & Hoyle, 1944; Bondi, 1952), and the
accretion rate is capped at the Eddington rate ṀEdd. A fraction of the accreted rest-mass energy
is radiated away with a bolometric luminosity:

Lbol = εrṀBHc
2, (7.1)

where c is the speed of light and εr = 0.1 is the radiative efficiency. AGN feedback from the
accreting BHs is modelled by distributing a fraction εf = 0.05 of the energy irradiated by the
BHs onto the surrounding gas in kinetic form. In this work we consider the runs AGNsphere
and AGNcone from B18, in which AGN feedback is distributed in a spherical symmetry and in
a bi-cone with an half-opening angle of 45◦, respectively.

V21 simulations

In V21 a DM-halo of Mh = 1.12 × 1012 M� is chosen for the zoom-in simulation inside a
comoving volume of (148 cMpc)3. A zoom-in region of size (5.25 cMpc)3 is chosen for re-
simulation, with the highest resolution particles of the zoom-in simulation having a mass of
mDM = 1.55 × 106 M� and mgas = 2.89 × 105 M�. The gravitational softening lengths
employed are εDM = 0.72 ckpc and εbar = 0.41 ckpc for DM and baryon particles respectively,
the latter corresponding to≈ 60 pc at z = 6, i.e. a factor of≈ 3 lower than in B18. Instead of the
multiphase model by Springel & Hernquist (2003), the ISM is described by means of the MUlti
Phase Particle Integrator (MUPPI) sub-resolution model (e.g. Murante et al., 2010; Valentini
et al., 2020). It features metal cooling, thermal and kinetic stellar feedback, the presence of a UV
background, and a model for chemical evolution, following Tornatore et al. (2007). In particular,
star formation is implemented with a H2-based prescription instead of a density-based cryterion,
as in B18.

A fraction of the accreted rest-mass energy is radiated away from the BHs according to
eq. 7.1, assuming a radiative efficiency of εr = 0.03. A fraction εf = 10−4 of the radiated
luminosity Lbol is thermally coupled to the gas surrounding the BHs, and it is isotropically
distributed into the gas. BHs withMBH = 105h−1 M� are seeded in a 109h−1 M� BH-less DM
halo, and they grow by accretion and mergers. In this work, we make use of the fiducial run of
the suite by V21, which we will refer to as AGNthermal.

7.2.2 Radiative transfer
For each snapshot of the hydrodynamical simulations we identify all the AGN with Lbol >
1010 L� as per eq. 7.1. We choose for the RT post-processing a number of snapshots sufficient
to well sample the AGN luminosity range between 1010−14 L�. We select for each RT simulation
a cubic region of 60 kpc size (∼ 50% of the virial radius), centered on the center of mass of the
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most-massive halo. We choose snapshots from different simulations in order to make our results
not biased by the subgrid physics and AGN feedback prescription implemented2. By choosing
multiple snapshots for each run, we aim to make our results more general and not depending on
the specific gas/stellar morphology and AGN/star formation activity of a single snapshot. The
selected snapshots are post-processed with skirt3 (Baes & Camps, 2015; Camps et al., 2016).
For the RT setup, a dust component and the radiation sources need to be specified (see Chapter 5
for more details about the RT setup).

Given that the processes related to the dust production and destruction are not explicitly
followed in the hydrodynamic simulations adopted in this work, the dust distribution is assumed
to track the one of the metals. We assume a linear scaling (e.g. Draine et al., 2007) parameterized
by the dust-to-metal ratio fd = Md/MZ , whereMd is the dust mass andMZ is the total mass of
all the metals in each gas particle. This parameter acts as a normalization factor for the overall
dust content. In order to make our results less dependent on the specific choice of this parameter,
we adopt two values for fd: a MW-like value, fd = 0.3, and a lower value, fd = 0.08, found
to reproduce the observed SED of a z ∼ 8 galaxy (Behrens et al., 2018). We adopt dust optical
properties of the Small Magellanic Cloud (SMC, Weingartner & Draine 2001). We assume gas
particles hotter than 106 K to be dust-free because of thermal sputtering (e.g. Draine & Salpeter,
1979).

Dust is distributed in the computational domain in an octree grid, whosemaximumnumber of
levels of refinement for high dust density regions is chosen according to the spatial resolution of
the hydrodynamic simulations. For the runs fromB18, we adopt 8 levels of refinement, achieving
a spatial resolution of ≈ 230 pc in the most refined cells, comparable with the softening length
in the hydrodynamic simulation (≈ 210 pc at z = 6); for the runs from V21, we adopt 10
levels of refinement, with the highest resolved cells having a size of ≈ 59 pc, consistent with
the softening length (≈ 87 pc at z = 6). For illustration purposes, in Fig. 7.1 we show the
dust surface density distribution for the snapshot at z = 6.1 of the run AGNthermal, which we
consider as a representative case. Within the simulated computational box, three quasar-hosts
galaxies with Lbol > 1010 L� are present, and are labelled in the figure.

We make use of the stellar synthesis models by Bruzual & Charlot (2003) to implement the
stellar radiation, according to the mass, age and metallicity of each stellar particle. For the black
holes, we use the composite power-law AGN SEDwe introduced in DM21a, which is derived on
the basis of several observational and theoretical works (Shakura & Sunyaev, 1973; Fiore et al.,
1994; Richards et al., 2003; Sazonov et al., 2004; Piconcelli et al., 2005; Gallerani et al., 2010;
Lusso et al., 2015; Shen et al., 2020a). The AGN SED reads:

Lλ = ci

(
λ

µm

)αi (Lbol

L�

)
L� µm−1, (7.2)

where i labels the bands in which we decompose the spectra and the coefficients ci are deter-
mined by imposing the continuity of the function based on the slopes αi, as detailed in Table 2 in
DM21a. In particular, we make use of the fiducial AGN SED, characterized by an UV spectral
slope αUV = −1.5. The SED is then normalized according to the bolometric luminosity of the
AGN (see eq. 7.1). The radiation field is sampled by using a grid composed of 200 logarith-
mically spaced bins, covering the rest-frame wavelength range [0.1− 103] µm, with 106 photon
packets launched from each source per wavelength bin.

In order to isolate the contribution of the AGN to dust heating, we perform each RT run
with and without AGN radiation: we refer to the first group of simulations as AGN on, and to

2Different feedback prescriptions can significantly affect the gas/metals distribution and the star formation, as
already shown in the original work by B18 and V21, and also in DM21a (see their Figure 1) and Vito et al. (2022).

3Version 8, http://www.skirt.ugent.be.

http://www.skirt.ugent.be
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Figure 7.1: Maps of relevant properties relative to a representative snapshot, the z = 6.1 one of the run AGNther-
mal. Left panel: Surface density distribution of the dust component within the computational box of 60 kpc size.
The coloured circles indicate the 2.5 kpc region around each quasar-host with Lbol > 1010 L�, which we use to
compute the dust temperature PDF in Section 7.3.1 and the synthetic SEDs in Section 7.3.2. Middle panel: UV
emission predicted by our RT calculations around source A in a smaller region of 6 kpc size. The radius of 2.5 kpc
is shown with a dashed red line. Right panel: Same as the middle panel, but for the TIR emission.

the second as AGN off . The runs AGN off and AGN on share the same dust/stellar content and
distribution: they differ from each other solely in the AGN contribution to the radiation field.

As an illustrative case, we show in themiddle and right panel of Fig. 7.1 theUV (0.1−0.3µm)
and total-infared (TIR, 8− 1000 µm) emission in a zoomed region around source A.

7.3 AGN contribution to dust heating
We now investigate the contribution of the AGN radiation to the dust heating, by comparing
the dust temperature distribution of the AGN on and AGN off runs. We first analyze the actual
dust temperature in the host galaxies in Section 7.3.1; then we discuss in Section 7.3.2 the dust
temperature that would be inferred for our quasar-hosts by treating our synthetic SEDs as mock
observations.

7.3.1 Physical dust temperature
For each RT run, we select the region within 2.5 kpc around each AGN, which encloses the AGN
host. This size is comparable to the galaxy sizes in the simulations and to the dust continuum
size of the majority of the quasar-hosts observed at z ∼ 6 (e.g. Venemans et al., 2020). The dust
masses in the AGN hosts are in the range 3.1×106−2.0×108 M�, whereas the AGN bolometric
luminosities are Lbol = 1010−14 L�. We compute the probability distribution function (PDF) of
the dust temperatures in this region for the AGN off and AGN on runs as done in DM21a. For
each AGN, we consider the cells in the dust grid within 2.5 kpc from the BH, and we compute the
mass-weighted dust temperature PDF 〈Td〉M by weighting the dust temperature in each cell Td,i

with its dust massMd,i. We also compute the luminosity-weighted dust temperature PDF 〈Td〉L,
assuming that each cell emits as a grey-bodyLTIR,i ∝Md,iT

4+βd
d,i , where βd is the dust emissivity

index (see Section 7.3.2), which for this calculation is set to βd = 24. Finally, we compute the

4We verified that varying 1.5 < βd < 2.5 does not change significantly our results.



100 7.3. AGN contribution to dust heating

Figure 7.2: Left panel: probability Distribution Function (PDF) of the mass-weighted (red) and luminosity-
weighted (blue) dust temperature (see Section 7.3.1) of the computational cells within 2.5 kpc from a representative
AGN (i.e. source A in Fig. 7.1) in the AGN off case. The red and blue solid lines mark the median values of the
mass-weighted and luminosity weighted PDFs, Td,M and Td,L, respectively. The black solid line indicates the value
of TSED derived from the SED fitting (see Section 7.3.2). Right panel: same as the left panel, but for the AGN on
case. For comparison, we also show in this panel the values of Td,M, Td,L and TSED for the AGN off case with
dashed lines, adopting the same color legend as in the left panel.

median values of the PDFs within the 2.5 kpc regions, 〈Td〉M and 〈Td〉L, and we indicate these
medians with Td,M and Td,L, respectively. The latter is expected to be dominated by the hottest
regions in the AGN proximity, whereas the former should be more representative of the bulk of
the dust in the ISM. As an example, in Fig. 7.2, we compare the PDFs in the AGN off and AGN
on cases derived for the representative quasar-host also used in Fig. 7.1. The presence of AGN
radiation shifts the dust temperature distribution toward higher values. This effect is significant
for the luminosity-weighted distribution, but it is also noticeable in the mass-weighted one.

In order to analyze in a more systematic way the effect of the AGN radiation on the dust
temperature distributions, we compare the median values of the weighted PDFs for all of the
considered AGN off and AGN on cases in Fig. 7.3. We find that although Td,L < 70 K in the
AGN off cases, in agreement with the values usually assumed in observations to deriveMd and
SFR, it increases up to Td,L ≈ 250 K in the AGN on runs, when AGN radiation is accounted
for, showing a strong trend with AGN luminosity. This result is consistent with what found in
Di Mascia et al. (2021a), that AGN radiation can effectively heat dust in the ISM on ≈ 200 pc
scales from the AGN.

A similar trend is also found for themass-weighted dust temperature, even if less pronounced.
In fact, while Td,M . 50 K in the AGN off runs, it increases up to Td,M ≈ 80 K in the AGN
on runs. This result has important consequences: it implies that AGN can heat the bulk of
the ISM dust in their host galaxies, not only in their proximity. The behaviour of Td,M is also
found to correlate with the AGN luminosity. In both themass-weighted and luminosity-weighted
distributions the median dust temperatures in AGN on runs start to deviate (see Fig. 7.3) from the
AGN off values already at Lbol ≈ 1012 L� for most of the AGN hosts. For Lbol & 1013 L�, Td,M

increases by 20−50%. This is a significant effect: since the TIR luminosity scales approximately
as LTIR ∝ T 4+β

dust (where β ≈ 2 is the dust emissivity index, see Section 7.3.2), a 50% boost from
the AGN radiation results in a 10-fold increase of the total IR luminosity. Given that most of
the quasars detected at z > 6 have bolometric luminosities larger than 1013 L� (e.g. Yang et al.,
2021a), our calculations suggest that AGN dominate the dust heating in the majority of these
sources.



7.3. AGN contribution to dust heating 101

Figure 7.3: Comparison of different proxies of dust temperature distribution between the AGN off and AGN on
cases for all the considered AGN and snapshots. Left panel: median of the luminosity-weighted dust temperature
Td,L; Middle: median of the mass-weighted dust temperature Td,M; Right: SED-derived dust temperature TSED

(see Section 7.3.2). Each run is colour-coded according to the AGN bolometric luminosity. The dashed red lines
marks the locus where temperatures in the AGN on and AGN off cases are equal.

7.3.2 Dust temperature inferred from the SED
We derive the synthetic SED of each AGN-host by considering the radiation emitted within
2.5 kpc from the position of the BHs, consistently with the analysis in Section 7.3. The SED of
a representative quasar-host is shown in Fig. 7.4. We then treat the SEDs as mock observations
and we perform an SED fitting of the FIR emission.

The dust emission in the optically-thin limit can be expressed as (e.g. Carniani et al., 2019b):

Sobs
νobs

=
1 + z

d2
L

Mdust κν Bν(TSED), (7.3)

where Sobs
νobs

represents the observed flux at the observed frequency νobs and Bν(TSED) is the
black-body emission at the dust temperature TSED. We underline that TSED should not be in-
terpreted as a “true” dust temperature of the dust component in the galaxy, which has instead
a complex multi-temperature distribution (see Appendix A in Sommovigo et al. 2021a for an
in-depth discussion). The dust opacity κν is usually expressed as a power-law κ0

(
λ0
λ

)β , with the
parameters κ0, λ0 and the dust emissivity index β derived from theoretical models (e.g. Wein-
gartner & Draine, 2001; Bianchi & Schneider, 2007) or from observations (e.g. Beelen et al.,
2006; Valiante et al., 2011). We adopt the dust opacity κν appropriate for the SMC dust model
from Weingartner & Draine (2001), the same used in the RT simulations. This leaves the dust
mass Mdust and the dust temperature Tdust as the only free parameters. In most observations
of z ∼ 6 quasar-hosts only one or a few data points in the rest-frame FIR are available (e.g.
Venemans et al., 2020), without probing the SED peak, therefore the estimate of TSED is very
uncertain, with few notable exceptions (e.g. Pensabene et al., 2021). In order to avoid this prob-
lem, we consider the FIR portion of our synthetic SEDs at λobs > 200 µm (corresponding to
more than 70 bins of the wavelength grid), which is the wavelength range typically probed by
z ∼ 6 quasars observations, and we assign a 10% error to the flux at each wavelength, in order
to mimic the typical experimental uncertainties (e.g. Venemans et al., 2020).

In Fig. 7.2 we mark the value of TSED for the representative quasar-host shown in Fig. 7.1.
TSED has an intermediate value between 〈Td〉M and 〈Td〉L. It also tends to be more similar to
the median of the mass-weighted distribution rather than to the luminosity-weighted one in the
AGN on cases. In the right-most panel of Fig. 7.3 we show how the measured values of TSED

change when including AGN radiation for all the simulated quasar-hosts. We find a significant
increase of the estimated TSED when AGN radiation is included, from TSED . 60 K in the AGN
off to TSED ≈ 90 K in the AGN on runs. In particular, we notice that all the simulated galaxies
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Figure 7.4: Spectral Energy Distribution (SED) emitted from the 2.5 kpc size area selected around a representative
quasar-host (source A in Fig. 7.1). The solid red line shows the flux for the AGN on RT run and the grey solid line
the AGN off case. The black dashed line indicate the SED fit of the rest-frame FIR part of the SED performed
according to the modified black-body function (eq. 7.3). The black circles indicate the points of the SED used for
the fit.

Figure 7.5: Ratio between the AGN on and AGN off runs for the median of the luminosity-weighted temperature
Td,L (blue circles), the median of the mass-weighted temperature Td,M (red circles), and TSED (green circles) as a
function of the bolometric luminosity of the AGN.

with TSED & 60 K are among AGN on runs, suggesting that galaxies with TSED & 60 K are
likely AGN-powered. A trend with the AGN bolometric luminosity is also present, with the most
luminous AGN showing the largest increase of TSED. This result is consistent with the behaviour
of the mass-weighted and luminosity-weighted PDFs shown in Fig. 7.3, as TSED partly reflects
the actual dust temperature distribution in the AGN host. Therefore, the correlation found in
Fig. 7.3 is a direct consequence of the AGN heating of the ISM dust in the simulated galaxies,
as seen in the behaviour of Td,L and Td,M (left and middle panel of Fig. 7.3).

In Fig. 7.5 we show the ratio of the values obtained for these three indicators of the dust tem-
perature distribution. As expected, all the ratios increase withLbol, with the shallowest (steepest)
rise for the mass-weighted (luminosity-weighted) median; TSED is intermediate between the two.
In particular, we note that for the brightest AGN, Lbol & 1013 L�, the SED-derived dust tem-
perature TSED increases by a factor of almost 2, similarly to the median of the mass-weighted
Td,M.
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7.4 Star formation rate estimate from the FIR

The analysis in Section 7.3 shows that in the simulated z ∼ 6 − 7 galaxies AGN radiation can
contribute significantly to dust heating, affecting the temperature of the bulk of the dust in the
ISM. Given that the star formation rate estimates in high-z quasar-hosts are based on the assump-
tion that stellar radiation is the only source of dust heating in the host galaxy, we investigate the
impact of the AGN contribution on the inferred SFRs values. We now take advantage of our RT
simulations by using our synthetic SEDs as mock observations as in Section 7.3.2. Then, we
estimate the star formation rate in the host galaxy from the FIR luminosity, assuming that dust
is heated only by stars. Finally, we compare the inferred star formation rate with the actual star
formation rate in the quasar hosts, which is known from the hydrodynamic simulations.

For each simulated AGN host, we estimate the star formation rate from our synthetic SEDs
as follows. We compute the total IR luminosity LTIR by integrating equation 7.3 over the wave-
length range 8−1000 µm. Then, we make use of the SFRFIR−LTIR calibration in Kennicutt &
Evans (2012), based on Murphy et al. (2011). This relation provides an estimate of the obscured
star formation rate, i.e. the stellar radiation that is absorbed by dust, assuming that dust heating
is purely due to stars. We perform this computation both for the AGN off and the AGN on runs,
in order to quantify the AGN contribution to the SFR estimate.

For AGN off runs we also include the unobscured star formation rate, by adopting the
SFRUV − LFUV calibration from Kennicutt & Evans (2012)5. The contribution of SFRUV is
not accounted for in the AGN on runs, consistently with observational works, since the UV
emission is expected to be dominated by the quasar. We note that accounting also for SFRUV

would increase the discrepancies between the inferred SFRs in the AGN on and AGN off cases,
thus reinforcing our conclusions.

We compare the SFR inferred from the SED as described above with the actual SFR in the
AGN hosts, which is known from the hydrodynamical simulations. The SFR is computed in the
region within 2.5 kpc from the position of each BH in order to be consistent with the synthetic
SED. We consider the SFR averaged over the past 100 Myr, which we found to provide the best
agreement with the UV calibration in the AGN off runs. Fig. 7.6 presents the ratio between the
SED-based SFR and the true SFR as a function of the AGN bolometric luminosity. For the runs
without AGN radiation the SFR estimated from the SED fitting is overall in agreement with the
actual star formation rate in the AGN hosts (see black histogram in the right panel of Fig. 7.6).
This consistency check demonstrates that our procedure correctly recovers the SFR in the host
galaxy if dust heating due to AGN radiation is negligible.

In the AGN on runs, the SFR inferred from the SED tends to over-estimate the actual star
formation rate, with a discrepancy that becomes significant (a factor ≈ 3) at bolometric lumi-
nosities Lbol = 1012 L�, and approximately an order of magnitude of discrepancy for most of
the runs at Lbol & 1013 L�. This behaviour is consistent with our findings in Section 7.3, in
particular with the trend of TSED between AGN on and AGN off runs as a function of AGN lumi-
nosity. As discussed in Section 7.3, an increase by a factor of≈ 2 in the dust temperature results
in a ≈ 10× increase of the total infrared luminosity. Given that the IR luminosity is assumed
to come from dust-reprocessed stellar light only, also the inferred SFR increases by the same
factors.

We fit the relation log(SFRSED/SFRtrue) vs log(Lbol/L�)with a power-law expression, find-

5We use the results from Madau & Dickinson (2014) – see their Fig. 4 – to correct the conversion factor, in
order to take into account the different Initial Mass Function (IMF) adopted in the simulations (Chabrier, 2003)
with respect to the one used in the Kennicutt & Evans (2012) calibration (Kroupa & Weidner, 2003).
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Figure 7.6: Ratio of the total SFR (estimated via FIR SED fitting, as explained in Section 7.4) to the true SFR in
the AGN hosts as a function of the luminosity of the AGN. The blue dashed line indicates the exponential fit as in
eq. 7.4. The upper inset shows the distribution of AGN luminosities. The inset on the right shows the distribution
of the SFRSED to SFRtrue ratio for the AGN on and AGN off runs in red and black histograms respectively. We
note that the distribution of the SFR estimates of the AGN off runs is consistent with the actual SFR.

ing:

log

(
SFRSED

SFRtrue

)
= 7.68× 10−14

[
log

(
Lbol

L�

)]11.7

. (7.4)

This relation quantifies the over-estimate of the star formation rate in AGN-hosts at z & 6, as
a function of their bolometric luminosity. It can be applied to correct the SFR in quasar-hosts
with observed luminosity in the range 1010 . Lbol/L� . 1014, and a well-constrained TSED

from the SED fitting. We assign a 0.15 dex uncertainty to this expression based on the scatter
between the same run performed with different values of the dust-to-metal ratio.

As a practical case, we apply this correction to the quasar J2348-3054, recently studied in
Walter et al. (2022). Instead of SFR ≈ 4700 M� yr−1, we find a SFR ≈ 370 M� yr−1, in broad
agreement with the [C II]-inferred SFR ≈ 530 M� yr−1 from the relation by Herrera-Camus
et al. (2018).

7.5 Summary and conclusions
In this Chapter, we investigated whether stellar radiation can be considered the main source of
dust heating in z ∼ 6 quasar-hosts, and the reliability of the star formation rate (SFR) inferred
from the total infrared (TIR, 8 − 1000 µm) emission in these galaxies. We combined cosmo-
logical hydrodynamic simulations with radiative transfer (RT) calculations, and simulated each
galaxy with and without AGN radiation, in order to isolate the AGN contribution to dust heating.

We find that AGN with Lbol & 1013 L� effectively heat the bulk of the dust in the interstellar
medium (ISM) on galaxy scales, and not only the dust on≈ 100 pc from their surrounding. As a
result, the actual IR emission that comes from dust-reprocessed stellar light can be significantly
over-estimated.
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We quantify this effect by applying the SFR−LTIR relation by Kennicutt & Evans (2012) to
the synthetic Spectral Energy Distribution (SEDs) of the simulated quasar-hosts, and compare
the results with the “true” SFR in the hydrodynamic simulations. We find that the SFR tends to
be overestimated by a factor of ≈ 3 (≈ 30) for Lbol ≈ 1012 L� (Lbol ≈ 1013 L�, see Fig. 7.6).
We also provide a simple relation (eq. 7.4) that quantifies the overestimate of the SFR in terms
of the AGN luminosity.

We note that our results might be sensitive to the spatial resolution of the hydrodynamic
simulations adopted in this work, the assumed models for the ISM physics, and to the numeri-
cal setup of the RT calculations. It would be valuable to repeat this analysis using simulations
achieving higher spatial resolutions and a different implementation of the radiative transfer cal-
culations.
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8The dust attenuation law in
z ∼ 6 quasars

8.1 Introduction

As discussed in Section 3.3, the high dust mass content (Mdust = 107−108 M�) in z ∼ 6 quasar-
hosts (e.g. Bertoldi et al., 2003a; Michałowski et al., 2010; Carilli & Walter, 2013; Gallerani
et al., 2017b) suggests that the dust production mechanisms in place in the early Universe might
be different than in the local one (Gall et al. 2011; Leśniewska & Michałowski 2019, but see
also Valiante et al. 2009).

Individual measurements of extinction curves in z > 6 quasars also point in this direction,
suggesting dust properties compatible with SN origin (Maiolino et al., 2004;Willott et al., 2007).
Extinction curves in dust-reddened (0.82 < A3000 < 2.0) quasars at 3.9 < z < 6.4 were found
to deviate from the SMC extinction curve, with a tendency to flatten at λ . 2000 A◦ (Gallerani
et al., 2010, hereafter G10).

Studies of gamma-ray bursts (GRBs) afterglows have been insteadmore controversial (e.g. Li
et al., 2008b; Zafar et al., 2010; Stratta et al., 2011), showing a variety of extinction curves, com-
patible with the ones found in the local Universe (Zafar et al., 2011, 2018a,b; Bolmer et al., 2018).
However, comparing these results with the ones found in AGN is not straightforward, as AGN-
host galaxies might have a peculiar dust evolution history with respect to normal star-forming
galaxies (e.g. Nozawa et al., 2015), or quasar spectra might reveal only the dust component in
the AGN proximity, whereas GRBs probe the ISM of the host galaxy.

In the last decades, many theoretical works investigated the evolution of chemical species
and dust abundance in galaxies (e.g. Dwek, 1998; Zhukovska et al., 2008; Pipino et al., 2011;
Asano et al., 2013b; Hirashita, 2015; Nozawa et al., 2015; Hirashita & Aoyama, 2019). They
showed that the grain size distribution evolves significantly throughout the galaxy evolution. In
particular, Hirashita (2015); Nozawa et al. (2015); Hirashita & Aoyama (2019), and they have
been used to make predictions for extinction curves of high-redshift galaxies. However, despite
these efforts, many uncertainties in the theoretical models remain and a complete picture of the
dust properties at high redshift is still missing.

A complementary approach to the problem is to study the dust properties at high-redshift by
post-processing hydrodynamical simulations with radiative transfer calculations (e.g. Hou et al.,
2017; Behrens et al., 2018; Narayanan et al., 2018; Aoyama et al., 2020; Shen et al., 2020b).
This strategy has the advantage to combine the knowledge of the dust composition and grain
size distribution of a theoretical model with the detailed gas/stars distributions predicted by the
hydrodynamical simulations. This allows to reliably compute the SED and the attenuation curve,
which can then be compared with data, gaining insight about the dust content and composition
of the observed source. However, most of these studies focused on normal star-forming galaxies,
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run AGN feedback Mgas [M�] M? [M�] SFR [M� yr−1] ṀBH [M� yr−1]

noAGN no 2.9× 1011 1.2× 1011 600 -

AGNcone bi-conical 1.4× 1011 7.0× 1010 189 89

Table 8.1: Summary of the main physical properties of the zoomed-in halo at z = 6.3 within a cubic region of
60 kpc size for the two hydrodynamic runs from B18 used in this work. For each run, we indicate: the feedback
model used in the simulation, the gas mass (Mgas), the stellar mass (M?), the star formation rate (SFR, averaged
over the last 10 Myr), and the sum of the accretion rate of all the BHs in the selected region (ṀBH).

and the AGN contribution has often been neglected in this context. An exception is the work by
Li et al. (2008a), who applied radiative transfer calculations to cosmological hydrodynamical
simulation, taking into account also AGN radiation and different dust models. They were able
to reproduce the SED of the quasar SDSS J1148+5251, and inferring its dust properties, finding
that dust from supernova origin best explain the observations. However, this work was limited
to the analysis of a single quasar.

In chapter 6, we studied the AGN contribution to the IR emission in AGN-host galaxies at
high-redshift, by post-processing cosmological hydrodynamical simulations of z ' 6 quasars
(B18) with skirt (Baes & Camps, 2015; Camps et al., 2016). In this chapter, we make use
of the same simulations to investigate dust attenuation properties at high-redshift. We explore
different dust models, in which we vary the dust chemical composition, mass content and grain
size distribution. Our goal is to constrain these quantities by comparing our synthetic SEDs with
current observations of a large sample of bright z ' 6 quasars.

This chapter is organised as follows: in Section 8.2 we briefly summarise the hydrodynamical
simulations and the numerical setup for the RT calculations. In Section 8.3 we present the
attenuation curves obtained with our calculations, and investigate how their shape is affected by
the AGN activity. In Section 8.4 we compare our results with observations of z ' 6 quasars;
in Section 8.4.1 we identify the best-fit dust model. In Section 8.5 we discuss the implications
of our results and some caveats of the model adopted. Summary and conclusions are given in
Section 8.6.

8.2 Numerical setup
For this work, we make use of the zoom-in cosmological hydrodynamic simulations by B18,
already described in details in Section 4.3. We make use of the AGNcone run, in which kinetic
feedback distributed inside a bi-cone with an half-opening angle of 45◦, and of the control simu-
lation with no BHs (noAGN). We focus on the z = 6.3 snapshots of these runs, already analysed
in chapter 6. The different physical properties among these runs in terms of gas morphology,
star formation rate and black hole activity allow us to study the relative impact of dust and ra-
diation sources distribution on the observed attenuation curves in AGN-host galaxies. For our
analysis we select a cubic region of 60 physical kpc size centred on the halo’s centre of mass (the
virial radius of the most massive halo is ≈ 60 kpc at this redshift). We report the main physical
properties of the zoomed-in halo inside this region in Table 8.1.

The radiative transfer setup is also similar to the one used in the work described in chapter 6.
In particular, the dust mass distribution is again derived by assuming a linear scaling with the
gas metallicity (Draine et al., 2007), parametrizing the mass fraction of metals locked into dust
as:

fd = Md/MZ , (8.1)
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Figure 8.1: Dust surface density distribution of the most-massive halo at z = 6.3 in noAGN (left) and AGNcone
(right) for a cubic region with size 60 kpc. A dust to metal ratio of fd = 0.08 is assumed. Coloured circles indicates
the position of three active BHs (source A, B, C) and a star-forming galaxy (source D), part of a merging system (see
Section 6.4.1). The black contours enclose regions with intrinsic UV emission higher than SUV = 109 L� kpc−2

(outer contours) and SUV = 1010 L� kpc−2 (inner contours).

whereMd is the dust mass andMZ is the total mass of all the metals in each gas particle in the
hydrodynamical simulation. Gas particles hotter than 106 K are assumed to be dust-free because
of thermal sputtering (Draine & Salpeter, 1979; Tielens et al., 1994). The parameter fd acts as a
normalization factor for the total dust content. In this work, we adopt a value (fd = 0.08) tuned
for hydro-simulations (Pallottini et al., 2017; Behrens et al., 2018) to reproduce the observed
SED of a z ∼ 8 galaxy (Laporte et al., 2017) and a MW-like value (fd = 0.3).

Dust is distributed in the computational domain in an octree grid with a maximum of 8 lev-
els of refinement for high dust density regions, achieving a spatial resolution of ≈ 230 pc in the
most refined cells, comparable with the softening length in the hydrodynamic simulation (≈ 200
physical pc at z = 6.3). In Figure 8.1, we show the dust distribution derived under these assump-
tions for our reference line of sight (los), namely the one aligned with the angular momentum of
the particles inside the selected region. Regions with higher dust densities correspond to active
star-forming regions, where gas metal enrichment is more effective. The dust distribution is af-
fected by the AGN feedback, as also discussed in chapter 6. In noAGN , the higher star formation
rate and the absence of AGN feedback lead to a more compact dust distribution, with a surface
density Σd that peaks at Σd ≈ 50 M� pc−2, whereas in AGNcone it reaches Σd ≈ 2 M� pc−2.

The dust chemical composition and its detailed grain size distribution in early (AGN-host)
galaxies are still a matter of debate, as discussed in Section 3.3 and in Section 8.1. We consider
dust compositions and grain size distributions appropriate for the SMC and Milky Way (MW),
by using the results of Weingartner & Draine (2001). However, we consider also dust models
derived from the Weingartner & Draine (2001) models by modifying the grain size distribution
(see Section 8.4). We defer the inclusion of a SN-type extinction curve to a future work. We note
that these extinction curves are somewhat intermediate between the SMC and MW curve, with
the notable difference that SN-type curves are essentially flat in the wavelength range 1700 −
2500 A◦. We sample in skirt the grain size distribution of graphite, silicates and polycyclic
aromatic hydrocarbons (PAHs) using 5 bins for each component. In the SMCmodel the fraction
of dust in PAHs is set to zero. Note that the assumed dust properties do not necessarily imply
that the resulting attenuation curves in our simulations match the extinction curve of the dust
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model used, because attenuation curves depend not only on the dust properties but also on the
geometry of the distributions of dust and radiative sources and on radiative transfer effects (e.g.
Witt & Gordon, 1996; Bianchi et al., 2000; Behrens et al., 2018; Narayanan et al., 2018). We
discuss this point in detail in Section 8.3.

8.3 Synthetic attenuation curves
The extinction curve entangles information on the dust composition and grain size distribution,
which determine how dust grains absorb and scatter photons at different wavelengths. The ab-
solute value of the attenuation at a given wavelength depends also on the overall dust content.
Moreover, the spatial distribution of radiative sources and absorbers play a crucial role in de-
termining the observed flux via radiative transfer effects. The same extinction curve, i.e. the
same dust properties, can produce different attenuation curves depending on the dust-sources
geometry (see e.g. Witt & Gordon, 1996; Bianchi et al., 2000; Seon & Draine, 2016; Behrens
et al., 2018; Narayanan et al., 2018; Salim & Narayanan, 2020; Liang et al., 2021b). Dust atten-
uation is therefore a complex process that depends on dust content, dust composition and on the
geometry of the system.

Fig. 8.2 shows the attenuation curves resulting from the RT simulations performed by
DM21a for the runs noAGN008, noAGN03, AGNcone008, AGNcone03. The noAGN run (left
panels) is representative of a high star-forming (SFR ≈ 600 M� yr−1) z ∼ 6 galaxy, whereas
the AGNcone run (right panels) is representative of a bright,MUV ∼ −26, z ∼ 6 quasar. This
comparison allows us to study the role of AGN (if any) in shaping the attenuation curve of its
host galaxy. The attenuation curves shown are obtained by normalizing Aλ to its value at 3000
A◦, where Aλ = 1.086τλ, and τλ = − ln(F obs

λ /F int
λ ), with F obs

λ and F int
λ being the observed

and the intrinsic flux, respectively. In these simulations an intrinsic SMC-like extinction curve
is adopted. In the next two subsections, we investigate the origin of the different attenuation
curves, by focusing on the slope and the los-to-los variations.

8.3.1 Slope of the attenuation curve
The attenuation curves in the noAGN run are flatter than in AGNcone, for a fixed dust-to-
metal ratio. In particular, the ratio of the attenuation at 0.1 (A0.1) and 1 µm (A1) rest-frame
is A0.1/A1 ≈ 3− 4 in noAGN , whereas it can be as high as ≈ 10 in AGNcone runs. The flatten-
ing of the attenuation curve in the noAGN case is due to the high dust optical depth characterising
this run (Σd ≈ 50 M� pc−2 for fd = 0.08, see Fig. 8.1). Regions characterized by these large
surface densities become optically thick even to rest-frame NIR photons. This is evident by
comparing the intrinsic and observed flux in the SED (see Fig. 8 in DM21a). Instead, the dust
surface density is at most ≈ 2 M� pc−2 in AGNcone, such that the attenuation is significant at
the shortest wavelengths (where the extinction is higher because of the dust optical properties),
but the dust is optically thin in the NIR.

The importance of the dust surface density in shaping the attenuation curve in our simulations
can also be appreciated by comparing the results of the same run for different dust contents. In
fact, for the reference los, the ratio between the attenuation at 0.1 µm, A0.1, and the attenuation
at 1 µm, A1, decreases in AGNcone from the case fd = 0.08 to fd = 0.3. As a result, the
attenuation curves in AGNcone tend to become flatter when increasing the dust content.

We also compare our predicted attenuation curves with the Calzetti et al. (1994) curve, and
we find that noAGN is in very good agreement, whereas the curves inAGNcone are much steeper.
We also consider the results obtained by Seon & Draine (2016), which performed radiative
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Figure 8.2: Attenuation curves (normalised to their value at 3000A◦) corresponding to four of the runs performed in
DM21a (see their Figure 8). The first column refer to noAGN , the second to AGNcone. The first row shows the case
fd = 0.08, the second row fd = 0.3. The shaded area indicate the scatter between different lines of sight, used for
the RT calculation. The solid line refers to our reference los. We also plot the SMC extinction curve (grey dashed
line) and the Calzetti attenuation curve (light brown solid line, Calzetti et al., 1994). We also show with a grey
solid line the attenuation curves derived in Seon & Draine (2016) (assuming an SMC extinction curve) that best
match our attenuation curves for the reference los, and we quote the corresponding parameters (τV, Rs/Rd,MS)
describing the geometry adopted for that model (see text for more details). For AGNcone we also show in purple
the extinction curve (MEC, dashed line) and attenuation curve (MEC attenuated, solid line) obtained in G10 for
high-redshift quasars.

transfer simulations of a single turbulent cloud, in order to study how the geometry of the cloud
shapes the attenuation curves at fixed extinction curve (i.e. SMC, MW, LMC). A comparison
between our results and simulations of a single cloud is quite difficult, but it can give useful
insights. In the Seon & Draine (2016) models, dust and stars are assumed to be distributed in
spherical symmetry inside a turbulent cloud (characterised by a Mach number MS), within a
radiusRd andRs respectively. Rs = 0 represents a cloud with a bright point source at its center,
whereas Rs/Rd = 1 corresponds to a case in which dust and stars are uniformly distributed. A
model is uniquely determined by the triplet (τV, Rs/Rd, MS), where τV is the V-band optical
depth.

In each panel of Fig. 8.2 we show the model in Seon & Draine (2016) that best fits the atten-
uation curve for the reference los, based on a minimum squares criterion. For the noAGN run,
we find that this model is characterised by a high optical depth (τV = 20, which is the maximum
value adopted in their work) and by Rs/Rd = 1. This further confirms our explanation that the
flatness of the attenuation curves in noAGN is determined by a very high dust surface density.
The ratio Rs/Rd = 1, corresponding to the case of stars and dust well mixed, is consistent with
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the compactness of the galaxies in noAGN (see also the left panel in Fig. 8.1). For the AGNcone
run, the best-fit model by Seon & Draine (2016) has a lower optical depth τV = 4 with respect
to noAGN , which is again consistent with the dust surface density, and a ratio Rs/Rd = 0. This
case corresponds to a geometry with a bright point source at the center of the cloud, which is a
reasonable approximation for the geometry in the AGNcone.

The relation between the dust optical depth and the steepness of the attenuation curves, and
how they change among the different simulations, can be understood with the following analyt-
ical argument. For this calculation, we make use of two simplified geometries, but it is useful
to get a physical insight about how the dust optical depth affects the shape of the attenuation
curves.

The attenuation at a specific wavelength λ is defined as: Aλ = 1.086τλ =
−1.086 ln(T (τλ, ζλ, ξλ)), where T is the transmissivity, i.e. the fraction of emergent light. ζλ
and ξλ are functions of the albedo ω(λ) and the asymmetry parameter g(λ) of the Henyey-
Greenstein scattering phase function at the wavelength considered. The albedo is defined as
ω(λ) = σscat(λ)/σext(λ), where σscat(λ) and σext(λ) are the scattering and extinction cross sec-
tions at the wavelength λ, respectively. We consider two different geometries: i) a point source
surrounded by dust in a spherically symmetric distribution (point source model); ii) a sphere
with dust and emitters uniformly distributed (intermixed model). For the first case, we adopt the
classical solution for the transmissivity derived by Code (1973):

Tps(τλ, ζλ, ξλ) =
2

(1 + ζλ)eξλτλ + (1− ζλ)e−ξλτλ
, (8.2)

where the functions ζλ and ξλ have the following functional form:

ζλ(ωλ, gλ) =
√

(1− ωλ)/(1− ωλgλ) (8.3)

ξλ(ωλ, gλ) =
√

(1− ωλ)(1− ωλgλ). (8.4)

For the homogenous sphere, we make use of the solution obtained by Osterbrock (1989) (see
also Appendix C in Városi & Dwek 1999):

Tmix(τλ) =
3

4τλ

{
1− 1

2τ 2
λ

+

(
1

τλ
+

1

2τ 2
λ

)
e−2τλ

}
, (8.5)

which expresses the escaping probability for photons in a sphere where sources and absorbers are
homogeneously distributed and the opacity from the centre to the surface is τλ. We then rewrite
eq. 8.2 and 8.5 by expressing the optical depth τλ in terms of the optical depth in the V-band,
τλ = (σext, λ/σext,V)τV, and making use of the formulas above, we can write the attenuation at
a given wavelength Aλ in terms of the V-band optical depth.

In order to explore how the attenuation changes with optical depth, both in the optical/UV
regime and in the NIR, we compute the attenuation at 0.1 µm and 1 µm. For this calculation,
we adopt the appropriate values for ωλ, gλ and σext according to the results by Draine (2003b)
for the SMC model (see their Fig. 4). In the left panel of Fig. 8.3 we plot the ratio A0.1/A1

as a function of τV with thick solid lines, for the point source (purple) and intermixed (orange)
model; dashed lines represent A0.1 and A1, separately.

At low optical depths, the ratio A0.1/A1 converges to a constant in both cases, which is a
function only of the optical properties of the dust mixture assumed. In particular,

A0.1

A1

τV�1−→ ζ0.1ξ0.1σ0.1

ζ1ξ1σ1

' 46.87 (point source)

A0.1

A1

τV�1−→ σ0.1

σ1

' 21.81 (intermixed),
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where ζλ, ξλ, σλ have been evaluated at the wavelength indicated in the subscript. At high optical
depths, the ratio converges to:

A0.1

A1

τV�1−→ σ0.1

σ1

' 21.81 (point source)

A0.1

A1

τV�1−→ 1 (intermixed).

In both cases, the ratioA0.1/A1 decreases with increasing optical depth. This effect is limited
in the point sourcemodel, whereas it is muchmore significant in the homogeneous spheremodel,
for which this ratio tends to 1, corresponding to a flat attenuation curve.

We compare this analytical prediction with our simulations. We convert the dust surface
density into an optical depth by using the extinction coefficient κV = 1.72× 104 cm2 g−1. The
maximum value of the V-band optical depth estimated in this way over the field of view for
the chosen line of sight is ≈ 200 and ≈ 7 for noAGN and AGNcone respectively, assuming
fd = 0.08.

We emphasize that the quoted opacity is the slab opacity, i.e. it represents the attenuation
expected for a light beam passing through a slab with the assumed dust density and properties.
The corresponding attenuation would read simply as e−τ , with τ being the opacity considered.
However the effective opacity depends also on two essential ingredients: i) radiative transfer
effects; ii) the relative distribution of dust grains and radiation sources. Both these factors can
contribute in making the effective opacity much lower than the slab one.

Therefore, in order to make a more fair comparison of the results from the RT simulations
(which include all the physical processes in play) with our analytical calculation (which include
RT effects, but it is limited to a point-source geometry), we need to examine in more details how
the slab opacity is distributed in the hydrodynamical runs. In fact, for a given line of sight, the
optical depth varies from region to region, while the attenuation curves shown in Fig. 8.2 refer
to the whole field of view.

We compute the Probability Distribution Function (PDF) of the slab opacity from the dust
distribution maps in Fig. 8.1. We perform the calculation for the reference line of sight, in order
to directly compare the results with the estimates provided above. We restrict the computation
to the subregion of the field of view for which the slab V-band optical depth is τV & 10−3, and
we compute the PDF by weighting τV with the intrinsic UV emissivity, in order to emphasize
the contribution from the regions responsible for the emission.

In the right panel of Fig. 8.3 we show the UV-weighted PDF of the slab τV for noAGN
(blue) and AGNcone (red), for the selected subregion of the field of view. The low density
regions (τV � 1) contribute only to a small fraction of the weighted distribution, i.e. . 15%
in noAGN and . 1% in AGNcone. The weighted fraction of dust in the range 1 < τV < 10
is ≈ 16% in noAGN , whereas it constitutes almost the totality (≈ 98%) in AGNcone. This
is because the dusty regions around active BHs in AGNcone, which are the most UV-emitting
regions (see black contours in Fig. 8.1), are characterised by optical depths in this range. In
noAGN , the most star-forming regions have τV > 10, which account for ≈ 69% of the weighted
distribution. Overall, the fraction of the field of view observed that has very high slab opacity
is much higher in noAGN than in AGNcone. The low A0.1/A1 ratio in noAGN suggests that the
sphere model is a reasonable approximation of the simulated object, characterised by a compact
distribution. This is also consistent with the comparison with the attenuation curves derived
by Seon & Draine (2016). AGNcone is instead better described by a combination of the point
source and intermixed models. In fact, the point source model alone predicts a A0.1/A1 ratio a
factor of ≈ 4 higher than what we find from the simulations in the relevant optical depth range,
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Figure 8.3: Left panel: Ratio (solid lines) of the attenuations A0.1 and A1 (dashed lines), at 0.1 µm and 1 µm
respectively, as a function of the V-band optical depth τV. The attenuation is computed from equations 8.2 and 8.5,
for the point source model (purple line) and the intermixed model (orange line) respectively, adopting parameter
values appropriate for SMC dust. Right panel: PDF of the slab dust optical depth derived from the dust density
distribution in the V-band, τV, for the reference los, assuming fd = 0.08. The PDF is weighted by the intrinsic UV
emissivity in the field of view. The histograms show the case noAGN (blue) and AGNcone (red).

1 < τV < 10. Despite the simplicity of these two analytical models, they are still able to explain
why the resulting attenuation curve in noAGN is almost flat, whereas the ratio A0.1/A1 reaches
up to ≈ 10 in AGN runs.

The different optical depth distribution between the noAGN and AGNcone runs is the result
of AGN feedback effects. The kinetic feedback prescription adopted in Barai et al. (2018) (see
Section 4.3) generates powerful outflows that affect the gas distribution (and therefore the dust
distribution) in the host galaxy, removing gas from the central regions and distributing it over
several kpc, causing a more diffuse gas distribution as compared with the noAGN case. There-
fore, the steep attenuation curves we predict for AGN-host galaxies are a direct consequence of
a gas distribution affected by AGN activity. We further discuss this point in Section 8.5.3.

8.3.2 Line of sight attenuation variations

The los-to-los variation of the slope of the attenuation curves is much smaller in noAGN than in
AGN runs, as can be seen from the width of the shaded regions in Fig. 8.2. In fact, A0.1/A1 ≈
3 − 4 in noAGN , while it is ≈ 6 − 9 in AGNcone, for the fd = 0.08 case. This scatter is also
due to the role of AGN in shaping the gas distribution in its surrounding1. In the noAGN case,
the gas distribution is more compact and uniform around star-forming regions with respect to
AGNcone. As a result, not only the attenuation curve for each los is flat, but also the scatter
between each los is small. In AGNcone, feedback from accreting BHs alters the surrounding
matter distribution by cleaning gas along some directions: some los are characterised by low
dust column densities, resulting into steep attenuation curves, as the extreme ones in AGNcone,
some other by high dust column densities, providing flat attenuation curve, similar to the ones
found in noAGN .

1We underline that we are focusing here on how the attenuation curve changes with the line of sight, whereas
in Section 8.3.1 we focus on the slope of the attenuation curve for a single los.
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8.4 Comparison with quasar data
In Section 8.3, we studied the attenuation curves predicted by our simulations from a general
point of view, in order to get insight about how the AGN activity affects the shape of the attenu-
ation curves. In this Section we compare our results with observations of high-redshift quasars.

In Fig. 8.4, we show the synthetic SEDs obtained from our RT calculations for the AGN-
cone run (MUV = −27.97 before accounting for dust attenuation) and we compare them with
observations of z ≥ 6 bright (−29 .MUV . −26) quasars (see Table A.1 in Appendix A.5 for
all the sources of the sample) in the rest-frame UV-to-FIR (see also Fig. 9 in DM21a). We find
qualitatively an overall agreement between the results of our model with fd = 0.3 and the fidu-
cial AGN SED2 with the photometric data points, with a notable exception. In the optical/UV
band, the predicted SEDs luminosities fall short with respect to the data by G10; also, they show
a steep decline in the far-UV, which is not observed. Different dust models might help in solving
these mismatches. In fact, G10 fitted the spectra with extinction curves flatter than the SMC,
hinting at different dust composition and/or grain size distribution at high-redshift.

In order to verify this working hypothesis, we considered several models, which we sum-
marised in the following. We assume the dust-to-metal ratio to vary between fd = 0.08 and
fd = 0.3, by considering also an intermediate value fd = 0.15, in addition to the ones consid-
ered in the previous analysis. Given that a steep slope (−2.9 < αUV < −2.3) is suggested in the
analysis of reddened high-z quasars by G10 (see their Table 2), we include both the fiducial and
UV-steep AGN SEDs in this calculation (see Section 5.4). We adopt a grain size distribution and
composition that match the extinction properties either of the SMC or theMW (the latter was not
included in the previous work). We also consider alternative dust models, which have the same
dust composition of the fiducial SMC/MW cases, but with a cut in the dust grain distribution at
amin. We use amin = 0.01 µm and amin = 0.1 µm. We note that the grain size distribution of the
SMC/MW dust models by Weingartner & Draine (2001) implemented in skirt extends down
to amin = 0.001 µm for silicates and carbonaceous grains, and down to amin = 0.0003548 µm
for PAH molecules. Grain size distributions deficient in small dust grains are suggested by flat
attenuation curves measured in AGN (e.g. Gaskell et al., 2004; Czerny et al., 2004; Gallerani
et al., 2010) and justified by theoretical models (e.g. Hirashita & Aoyama, 2019; Nozawa et al.,
2015).

We end up with a total of 20 models, which are summarised in Table 8.2. We show as a
reference the total SED of these models in the left-hand panel in Fig. 8.4.

8.4.1 Best-fit model
In order to find the model that best matches the observational data, we perform a χ2 analysis
by comparing our synthetic SEDs with the observational data of the quasars selected. In the
following, we will refer to rest-frame wavelengths 1 . λ . 5 µm as Near-Infrared (NIR),
5 . λ . 40 µm as Mid-Infrared (MIR) and 40 . λ . 350 µm as Far-Infrared (FIR).

We first group the data in different bins: two bins for the rest-frame UV/optical wavelengths
(0.145 µm and 0.3 µm rest-frame), ten bins for the NIR/MIR/FIR corresponding to the pho-
tometric bands of the Spitzer/Herschel telescopes, and a single bin for the rest-frame FIR, at
1.18 mm3. However, our models do not include the emission from hot dust in the torus around

2In DM21a we considered two values for the dust-to-metal ratio, fd = 0.08 and fd = 0.3, an SMC-like dust
composition and both the fiducial and the UV-steep AGN SED.

3The rest-frame optical/UV data for the quasars in the sample are the spectra studied in G10 taken with the
TNG/GEMINI telescopes. We take the flux at rest-frame 0.145 µm and 0.3 µm from these spectra. Regarding
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AGN, which might be significant in the NIR, as we also pointed out in DM21a (see Figure 11).
To overcome this limitation, we exclude from our analysis those bins characterised by a torus
contamination above 5%4. This procedure excludes the bins at 8 µm and 24 µm. However, we
argue that our results are not much affected by this choice, because the strongest constraints to
the χ2 fitting come from the rest-frame UV/optical data, as discussed below. We end up with a
total of eleven bins at the following wavelengths: 0.145 µm (rest-frame), 0.3 µm (rest-frame),
3.6 µm, 4.5 µm, 5.8 µm, 100 µm, 160 µm, 250 µm, 350 µm, 500 µm, 1.18 mm. We assign to
each bin an average flux estimate, given by the mean value of all the fluxes in the bin, and an
error, given by the standard deviation. Given that the fluxes span few order of magnitudes, we
consider for each bin the logarithm of the flux. For what concerns the optical/UV bins, since
errors in the observed spectra are not provided at these wavelengths, we assume a 10% error on
the average value of the logarithm of the flux. Furthermore, given that if a bin has few sources,
the standard deviation might produce very small errors, we impose a minimum relative error for
the average measure equal to 10% of the mean value for that bin.

For what concerns the comparison between our predicted SEDs and optical/NIR/FIR obser-
vations, we first remind that our simulated field of view contains a merging system, composed by
three AGN, which we labelled as A, B, C (see Section 6.4.1 and Fig. 8.1) and one star-forming
galaxy (source D). We use the SED of source (A) at 0.145 µm and 0.3 µm rest-frame, and the
SED of source (C) at 1.18 mm5, since they are the brightest in the UV and IR, respectively (for
a detailed discussion, see Section 6.4.1). For what concerns the NIR/MIR/FIR, we have to take
into account that the resolution of Spitzer and Herschel data does not allow to resolve the two
dominant emitting regions6. Thus, for the bins from 3.6 µm to 500 µm, we compare the data
with the total synthetic SED.

Finally, we compute the reduced χ2 between the binned data and the predictions by our
models. In particular, we use the following formula:

χ2 =
1

N

∑(
logFmodel − F log

obs

σlog
obs

)2

, (8.6)

where the sum is performed over the total N bins, Fmodel is the flux of our synthetic SEDs, F log
obs

is the average flux of the logarithm of the data in a given bin as

F log
obs = 〈logFobs〉bin, (8.7)

and the error considered in each bin reads as

σlog
obs = max(0.1 logFobs, σ(logFobs)), (8.8)

the rest-frame FIR measures by ALMA, we collect into a single bin the points with observed wavelengths between
1.1 mm and 1.3 mm. Then, we simply assume that they are all taken at the average wavelength of the sample,
namely 1.18 mm. In the other cases the wavelength of the bin simply corresponds to the observed wavelength.

4We model the torus emission as a single-temperature greybody, with dust massMtorus = 10 M�, Ttorus =
1000 K and emissivity βtorus = 2. The contamination from the torus is then computed as the ratio between the flux
from the torus component to the total (torus plus model) flux. We acknowledge that this is a simplification of the
torus physical properties, whose temperature is expected to follow a power-law profile ∝ T−3/4

torus , with a maximum
corresponding to the sublimation temperature of the grains at ≈ 1500− 1800 K (e.g. Netzer, 2015). However, we
find that the wavelength range mostly affected by the torus emission is consistent with what found in SED fitting of
AGN including a torus component (e.g. Hernán-Caballero et al., 2016).

5The SED of an individual source is extracted from a circle of 2.5 kpc centred at the position of the source in
the field of view.

6Source (A) is in fact only ∼ 10 kpc away from source (C).
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where σ(logFobs) represents one standard deviation of the logarithm of the fluxes in a bin. For
each model, we considered all the six lines of sight for which the RT calculation is performed
and we take the lowest χ2.

The results of the χ2 analysis applied to our 20 models are reported in Table 8.2. We find
six models with χ2 ≤ 1, which are favoured by this analysis. Among these six models, five of
them have a grain size distribution cut at amin = 0.1 µm. This is mainly a consequence of the
constraints imposed by the optical/UV data, which are best explained by those models that have
a grey extinction at these wavelengths. The only marginally favored (χ2 = 1.00) model without
the cut amin = 0.1 µm has a MW-type intrinsic extinction curve, which produces strong PAHs
features, whose presence in high-redshift quasars is still questioned7.

Five of the six models have either a small or intermediate dust-to-metal ratio (fd = 0.08 or
fd = 0.15), suggesting dust masses of (3.3 − 6.2) × 107 M�. In particular, the models with
fd = 0.15 have the lowest χ2, indicating that an intermediate dust content provides the best
compromise between the attenuation at the shortest wavelengths and re-emission in the FIR.
The best model with fd = 0.3 has χ2 = 0.89, so it is only marginally favoured, emphasizing the
fact that models with high fd lead to a stronger attenuation in the optical/UV than suggested by
the data, even if a grey extinction curve is assumed.

Overall, we find no strong preference in favor of any specific dust model composition, with
three models having an intrinsic SMC-type dust and three models MW-type dust. However,
this is mostly due to the fact that the grain size distribution of silicates and carbonaceous grains
are quite similar for the SMC and MW dust models if considering only grains with sizes larger
than 0.1 µm. In particular, we underline that, in the MW models with amin = 0.1 µm, PAH
molecules are effectively removed. All of the six models have the fiducial AGN SED, therefore
we conclude that the UV-steep SED is disfavoured by this analysis.

In the right-hand panel of Fig. 8.4 we show the best fit model, given by fd = 0.15, the
fiducial AGN SED and the cut in the grain size distribution at amin = 0.1 µm from an original
SMC-type dust composition. The cut in the grain size distribution results in a grey extinction
at short wavelengths, and provides the best agreement with the optical/UV data, whereas the
intermediate dust content given by fd = 0.15 (i.e. dust masses of ≈ 6× 107 M�) gives the best
compromise between UV attenuation and IR emission. We further comment on the attenuation
curves in Section 8.4.2.

8.4.2 Attenuation curves in high-redshift quasars

The χ2 analysis in Section 8.4.1 provides us with important insights concerning the dust abun-
dance, composition and grain size distribution in z ∼ 6 quasars. We can therefore infer an
attenuation curve that correctly reproduces the current observations, according to our frame-
work.

In the left panel of Fig. 8.5 we show the attenuation curve for our best-fit model, which
has the fiducial AGN SED, fd = 0.15 and a SMC-like dust composition, with a grain size
distribution cut at amin = 0.1 µm. It displays an almost flat attenuation curve, with small los-
to-los variations. Compared to the SMC extinction curve, it shows a large deviation at short
wavelengths, where the SMC curve steepens. The second best-fit model has the same setup

7The presence of PAHs in AGN hosting galaxies is unlikely both for observational and theoretical reasons.
From the observational point of view, Spitzer/IRS spectra of low redshift quasars do not show PAHs features as
prominent as in normal star-forming galaxies (e.g. Hernán-Caballero et al., 2016). From the theoretical side, these
complex, small, fragile molecules may not survive to the intense radiation of AGN, because of Columb explosion
(Tazaki et al., 2020) and/or drift-induced sputtering (Tazaki & Ichikawa, 2020).
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AGN SED fd Dust model amin [µm] χ2

fiducial 0.08 SMC - 1.10

fiducial 0.3 SMC - 3.23

fiducial 0.08 MW - 1.00

fiducial 0.3 MW - 3.99

UV-steep 0.08 SMC - 1.48

UV-steep 0.3 SMC - 4.82

UV-steep 0.08 MW - 2.34

UV-steep 0.3 MW - 7.00

fiducial 0.08 SMC 0.01 1.06

fiducial 0.3 SMC 0.01 3.10

fiducial 0.08 SMC 0.1 0.68

fiducial 0.3 SMC 0.1 0.97

fiducial 0.08 MW 0.1 0.60

fiducial 0.3 MW 0.1 1.31

UV-steep 0.08 SMC 0.1 1.31

UV-steep 0.3 SMC 0.1 3.17

UV-steep 0.08 MW 0.1 1.71

UV-steep 0.3 MW 0.1 4.14

fiducial 0.15 SMC 0.1 0.52

fiducial 0.15 MW 0.1 0.57

Table 8.2: The set of 20 models considered in our χ2 analysis, in order to find the best match with the observed
sample. The columns indicate: (first) the AGN intrinsic SED adopted, (second) the dust-to-metal ratio, (third)
the dust model as in Weingartner & Draine (2001), (fourth) the minimum grain size in the modified grain size
distribution (if it is not specified, no cut is applied, and the standard grain size distribution is considered), (fifth)
the χ2 for the model.

of the best one, except with a MW-like dust composition. However, the results are almost the
same, because the modified grain size distribution in these two models result in a very similar
dust extinction curve. The corresponding attenuation curve is shown in the right panel of Fig.
8.5. We note that in the MW-derived model the characteristic bump at 2175 A◦ is absent because
both the PAH molecules and small graphite grains, which contribute to the feature (e.g. Li &
Draine, 2001b), are removed by the cut at amin = 0.1 µm. The attenuation curves of these two
models predicted by our calculation are slightly flatter than the Calzetti et al. (1994) one, and
they are in excellent agreement with the average attenuation8 curve deduced in G10, with a small

8We note that G10 refer to their results in terms of extinction curve. This notation is commonly used in the
case of quasars, typically represented as a point source plus a foreground screen geometry. However, in this work
we find that the attenuation curve substantially differs from the extinction curve even in the case of AGN (see for
example Fig. 8.2 and Fig. 8.5). This implies that a simplified geometry cannot fairly represent quasars for at least
two reasons: 1) emission from stars cannot be neglected in these systems since quasar host galaxies are typically
highly star-forming (SFR ∼ 102 − 103 M� yr−1); 2) dust distribution in quasar host galaxies is shaped by quasar
feedback and presents a complex, disturbed morphology. In light of these results, the curves found by G10 from
their fitting procedure should be interpreted as attenuation curves, and not as extinction curves.
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Figure 8.4: Left: Comparison of the total SEDs of the 20 models considered in the χ2-analysis (coloured lines)
with UV-to-FIR data. The model fd = 0.3, SMC-type dust and the fiducial AGN SED, considered as fiducial in
DM21a, is plotted with a black solid line. We also color-code each model according to the value of χ2: models
with χ2 > 1 are shown in red, models with χ2 ≤ 1 in blue. The photometric data of the sources considered are
shown with grey points, redshifted at the redshift of the simulated snapshot. The optical/UV spectra for the z > 6
quasars analysed in G10 are shown with grey lines. Right: Synthetic SEDs of the individual sources for the best fit
model, which has fd = 0.15, fiducial AGN SED, and SMC dust composition modified with amin = 0.1 µm. The
color legend for each source is the same as in Fig. 8.1, and the SED of the whole field of view is shown in blue.
In particular, the SED of the UV-bright source (A) is plotted in red, while the one of the IR-bright source (C) in
green. We mark with grey crosses the fluxes of our synthetic SEDs used for the χ2 computation. We also show the
observed data grouped into eleven bins (see text for more details) with black circles. The χ2 of the best fit model is
reported in the top right corner.

deviation only at the shortest wavelengths, where our curves are flatter.
We underline that the attenuation curves of our two best models shown in Fig. 8.5 are derived

by collecting the radiation of the whole field of view. However, for a fair comparison with
the observations of optical/UV-selected quasars, it might be more appropriate to investigate the
attenuation curve relative to the brightest UV source in the field of view. We checked that the
attenuation curve inferred by considering only the radiation from source A differ by less than
10 % from the attenuation curve derived by considering the whole field of view, shown in in Fig.
8.5.

8.5 Discussion

8.5.1 Implications
Our calculations support a scenario in which dust in AGN-hosting galaxies is dominated by
large grains (i.e. amin = 0.1 µm). This can either be explained by very efficient coagulation
of small grains into larger ones in the dense molecular clouds of quasar-hosts (see e.g Nozawa
et al., 2015) or by physical mechanisms that preferentially destroy small grains in the extreme
environments around AGN. Recently, two processes have been studied in this context. First, dust
destruction by charging can wipe out small grains due to the intense radiation field in the AGN
proximity (Tazaki et al., 2020). Second, grains might be destroyed by drift-induced sputtering
while they are moved from the equatorial plane toward the polar region by the radiation pressure
from the AGN. This mechanism is more effective at destroying small grains than large grains,
effectively selecting the dust component that is directly irradiated by the central source and that
is responsible of the extinction (Tazaki & Ichikawa, 2020). The two processes might also act at
the same time.
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Figure 8.5: Attenuation curves for the best-fit models, characterised by fd = 0.15, fiducial AGN SED, amin = 0.1
µm and SMC (left panel) or MW (right panel) original dust composition. As a reference, we also plot the SMC
extinction curve (grey dashed line), in the left panel, whereas we show the MW extinction curve (black dashed line)
in the right panel. We also plot the Calzetti attenuation curve (light brown solid line, Calzetti et al., 1994), and the
extinction curve (MEC, purple dashed line) and attenuation curve (MEC attenuated, purple solid line) obtained in
G10 for high-redshift quasars. Finally, we show the intrinsic extinction curve for the modified grain size distribution
used in the SMC (red dotted line) and MW (blue dotted line) case.

The framework used in this work assumes a linear scaling relation between dust and metals;
furthermore, the same grain size distribution is assumed for all the dust in the field of view.
Therefore, we cannot discriminate between a scenario in which small grains are absent in most
of the ISM of AGN-host galaxies, or if the grain size distribution supported by our analysis
reflects only the properties of a dust component located in the proximity of the AGN. An accurate
description of the dust content and the grain size distribution would require to follow in detail
the processes involved in the grains formation and destruction, whose efficiency depends on
the local gas physical conditions, such as density, temperature, metallicity (see e.g. Hirashita &
Aoyama, 2019; Aoyama et al., 2020). This detailed treatment of the dust physics is beyond the
scope of our work.

Moreover, if large grains are dominant because of dust production mechanisms in place at
high redshift, this evidence further supports the role of SNe as the main dust factories in the early
Universe (Todini & Ferrara, 2001). A SN-origin for dust at high redshift was also suggested
by the extinction curve of J1048+4637, measured by Maiolino et al. (2004), which flattens at
λ > 1700 A◦ and then rises again at λ < 1700 A◦. This evidence suggests that, even though we
find attenuation curves in AGN to be flatter than the SMC on average (G10, as also found in),
we cannot exclude the presence of a minor component of small grains, which can be unveiled by
studying individually each source. We plan to improve our work in the future in this direction,
and to include also models of dust grains from SN origin in our RT calculations. Furthermore,
in order to reproduce the extinction curve of J1048+4637 measured by Maiolino et al. (2004),
Nozawa et al. (2015) had to assume in their dust models that carbonaceous grains were in the
form of amorphous carbon and not graphite, which allowed them to remove the 2175 A◦ bump.
We also plan to consider models with amorphous carbon in a future work.

8.5.2 Effective dust-to-metal ratio in presence of efficient dust destruction
The models favored by our χ2-analysis in Section 8.4.1 all lack small grains. In practice, their
grain size distribution has the same functional form of the original model used (i.e. SMC or
MW) with a cut at amin = 0.1 µm. Instead, the dust mass considered in the simulations for
these models, which is inferred from the dust-to-metal ratio (equation 8.1), is the same as for
the models with the standard grain size distribution, i.e. it is simply re-distributed among larger
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grains.
In this Section, we assume that the dominance of large grains is the result of some destruction

process in AGN environments (see e.g. Tazaki et al., 2020; Tazaki & Ichikawa, 2020). Under this
hypothesis, the effective dust production in the AGN-hosting galaxy is higher than if destruction
is not accounted for. Therefore, the effective dust-to-metal ratio (i.e. before accounting for the
removal of small grains) is actually higher, and this discrepancy depends on the fraction of grains
destroyed. In the following, we quantify the factor that relates the assumed dust-to-metal ratio
with the effective one for the models with amin = 0.1 µm, under the assumption that small grains
are destroyed.

Given a grain size distribution dn/da, which extends from a minimum grain size amin to a
maximum grain size amax, the total dust mass can be expressed as:

M total
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Mgas
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where µ is the average molecular weight of the gas,mp is the proton mass, and δg represents the
bulk density of the grain, which we assume to be δcarb = 2.24 g cm−3 for carbonaceous grains
and δsil = 3.5 g cm−3 for silicate grains as in Weingartner & Draine (2001). The total mass
fraction of grains smaller than 0.1 µm for a fixed species is then given by the ratio:
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where we introduced the reduced mass of small and large grainsRsmall andRlarge respectively,
which do not depend on the bulk density. We also indicateRtotal = Rsmall +Rlarge for a single
species. In skirt the SMC and MW dust models are implemented according to the model by
Weingartner & Draine (2001)9. By using the appropriate values for the SMC model, we get:

RSMC,sil
small

RSMC,sil
total

= 0.62, (8.10)

RSMC,carb
small

RSMC,carb
total

= 0.20. (8.11)

Thus, in the SMC models without grains . 0.1 µm, 62% of the dust mass in silicates and
20% of the dust mass in carbonaceous grains of the original grain size distribution is removed.
These results are summarised in Fig. 8.6. Overall, the amount of dust mass in small grains (i.e.
removed) is:

MSMC,small
d

MSMC,total
d

=
δsil RSMC,sil

small + δcarb RSMC,carb
small

δsil RSMC,sil
total + δcarb RSMC,carb

total

= 0.59. (8.12)

Therefore, the overall dust mass formed, i.e. without considering destruction of small grains,
is a factor 1/(1 − 0.59) ≈ 2.5 higher. This implies that, for a given value of the dust-to-metal

9Grain size distribution as in equations 4, 5 and 6, coefficients from their Table 1 and Table 3.
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Figure 8.6: Grain size distributions for the SMC, according to the Weingartner & Draine (2001) model. The solid
line refers to carbonaceous grains and the dashed line to silicates. The red regions indicate the grains removed in
our models without small grains, i.e. amin = 0.1 µm, while the green regions the grains kept. The percentage
quoted refer to the mass fraction of the corresponding grains removed (when the number is in the red region) or
kept (green region), for silicate (upper values, close to the dashed line) or carbonaceous (lower values, close to the
solid line).

ratio fd, an SMCmodel without small grains has an effective dust-to-metal ratio of f eff
d ≈ 2.5fd.

For the best-fitting model found in Section 8.4.1, which has fd = 0.15, we derive f eff
d = 0.38,

which is very similar to the Milky-Way value. This might indicate that dust production at high-
redshift was already quite efficient in AGN-hosting galaxies. The calculation illustrated above
also implies that there is a maximum dust-to-metal ratio for which we can assume the existence
of a physical process responsible for the selective removal of grains smaller than 0.1 µm, which
is fmax

d = 0.4.

8.5.3 AGN feedback and dust spatial distribution
In Section 8.3, we studied how the shape of the attenuation curves of a simulated galaxy depends,
among many other factors, on the dust-sources geometry. In particular, we find that the attenua-
tion curves in AGN-host galaxies tend to be steeper than in normal star-forming galaxies because
of lower dust densities. We argue that this behaviour is a consequence of the AGN feedback,
which drives powerful outflows, pushing away the gas from the BH surrounding and outside the
galaxies, thus reducing the overall gas density. This finding motivates the need for assuming a
peculiar grain size distribution in order to reproduce the grey attenuation curves suggested by
optical/UV data. We are able to match the observations if grains smaller than amin = 0.1 µm
are removed (see Section 8.4.1).

However, another possibility to ease the tension with the data is that the dust distribution in
observed quasars is actually much more compact than what predicted by the hydro-simulations
considered in this work. For example, it is possible that the kinetic feedback implemented is
too effective in powering winds, and that other prescriptions, such as thermal feedback, might
instead be better suited to reproduce the observations. If that is the case, then the higher density
would also result in higher dust attenuation. Therefore, in order to investigate this point, we
consider the absolute dust attenuation at 3000 A◦, A3000, of our best-model and we compare its
value with the observations. The six quasars with optical/UV measurements used in Section
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8.4.1 have A3000 = 0.82 − 2.00 (G10). Our best-fit model has A3000 = 1.32, which is nicely
consistent with these results. Dust surface densities an order of magnitude higher (required to
mimic a grey extinction curve in AGNcone, see Section 8.3) would result in an attenuation of a
factor of ≈ 10 higher than what predicted, which is too high with respect to the observations.
Furthermore, with a higher dust attenuation, a higher intrinsic magnitude would also be required
in order to match the far-UV flux of observations. Given that in our framework the bolometric
luminosity of an AGN is directly linked with its accretion rate (see Section 4.3), this would likely
imply super-Eddington accretion. Therefore, we argue that the gas distribution predicted by the
hydrodynamic simulations adopted is consistent with observations. Nevertheless, we plan to
investigate attenuation curves in simulated galaxies with different feedback prescriptions in a
future work.

8.5.4 Caveats
In this work, we consider the snapshot at z = 6.3 of the run AGNcone performed in B18, and
we post-process it with RT calculations in order to compare it with the observations of z ∼
6 quasars. It is natural to question how representative the chosen DM halo and the specific
snapshot we selected are of the quasars sample we compare with. In the low resolution, DM-only
simulation performed in B18 the selectedDMhalo has amass ofMhalo = 4.4×1012 M� at z = 6,
which is compatible with results from clustering studies (e.g. Allevato et al., 2016). However,
this DM halo experiences a specific merging and accretion history and cannot be representative
of the whole population of high-redshift quasars. Moreover, the evolution of the halo and its
host galaxies is also affected by the numerical model implemented, in particular on the AGN
feedback, the subgrid physics adopted and the resolution limits. As such, our results might
be sensitive to the structure of the simulated halo, and to the properties down to ISM scales,
which are ultimately affected by the details of the numerical models implemented. It would be
valuable to repeat this analysis by exploring several realizations of the Universe via cosmological
hydrodynamical simulations, by considering a wide range of DM halo masses, histories, and the
parameters describing the AGN feedback and the subgrid physics. This is beyond the scope of
this work.

Moreover, in the analysis performed in Section 8.4.1, we compare our simulated AGN with
the average properties of the z ∼ 6 quasars. It would be valuable to also perform this analysis by
considering the observed quasars individually, and finding for each of them a simulated object
that best matches their SEDs. However, there is only handful of objects with a SED sampled
well enough for such calculation. Furthermore, a very high number of simulations would be
required for this kind of study.

The snapshot at z = 6.3 we focus on was already analysed in DM21a, where we show it
matches reasonably well the average properties of high-redshift quasars, underestimating only
the UV emission. In particular, this system is consistent with recent observations of quasars-
SMGs companions (e.g. Decarli et al., 2017). However, three AGN are active (see Section 6.4.1)
at this snapshot, thus it might represent a peculiar moment in the DM halo evolution. As a
check, we post-process additional snapshots (see Section A.4), when a different number of AGN
is active. We find that in all cases the dust-attenuation in the UV make our simulated objects
under-luminous with respect to the observations, confirming that the need of less extinction at
short wavelength is not special of the snapshot selected for the detailed analysis in this work.

As discussed in Section 4.3, the simulations considered in this work achieve a maximum
spatial resolution of ≈ 200 pc, and a maximum density of ≈ 200 cm−3. Therefore, we are not
able to resolve dense, clumpy molecular structures on ∼ pc scales, which might dominate the
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extinction with respect to the diffuse gas in the ISM. Even the highest resolution cosmological
simulations do not reach sub-pc scale-resolution, i.e. cannot follow in detail all the physical
processes inside such clumpy molecular clouds. Resolving such structures might decrease the
effective opacity of the medium, because of their low volume filling factor, as shown in radiative
transfer simulations in two-phases clumpy media (e.g. Witt & Gordon, 1996; Bianchi et al.,
2000). This might in turn imply a higher dust mass than suggested by our simulations in order
to match the observational data. However, this effect is highly dependent on the ISM properties,
for example Decataldo et al. (2020) find that only 10% of the UV flux can escape such clumpy
structures. While dedicated works will be needed to fully explore the subject, the predicted
attenuation curve steepening should only be marginally affected by such differential variation.
Thus we expect our main conclusion that small grains are removed in AGN environment to still
hold.

8.6 Summary and conclusions
We have studied dust attenuation in z ∼ 6 quasar-host galaxies by post-processing with radiative
transfer (RT) calculations a suite of cosmological zoom-in hydrodynamical simulations. Our
main goal has been to clarify whether extinction curves such as those found in the the Small
Magellanic Cloud (SMC) or in theMilkyWay (MW) can explain multi-wavelength observations
of high-redshift quasars spectra. Using the cosmological simulations presented in B18, in which
the evolution of a ∼ 1012 M� dark matter halo at z ' 6 is followed in a zoom-in fashion, we
focus on the snapshot at z = 6.3 of the run AGNcone, previously analyzed in detail in DM21a.
At this evolutionary stage, the simulated halo hosts three galaxies with active black holes at their
centres, corresponding to an (unattenuated) UV magnitude of MUV = −28. We have post-
processed the snapshot with the code skirt (Baes et al., 2003; Baes & Camps, 2015; Camps &
Baes, 2015; Camps et al., 2016), which solves the radiative transfer problem in dusty systems.
We considered different models for the overall dust mass content, dust composition, grain size
distribution, and intrinsic AGN spectrum. We have first examined the effects of relative dust-
sources geometry on the synthetic attenuation curves by comparing the results of AGNconewith
a control run without BHs, namely noAGN . We find that, at fixed dust composition, noAGN
shows flatter attenuation curves and smaller los-to-los variations than AGNcone (Fig. 8.2).

We quantify the steepness of the attenuation curves by the ratioA0.1/A1, which compares the
total attenuation at 0.1µm and 1µm respectively. We provide an analytical model that relates this
ratio with the V-band optical depth, for two simplified geometries: i) a point source surrounded
by a spherical distribution of dust (point source model) and ii) a sphere with dust and emitters
uniformly distributed (intermixed model). In both cases, the ratioA0.1/A1 decreases for τV � 1,
and in the intermixed model it goes to 1, thereby resulting in a flat attenuation curve. The sphere
model well describes the compact dust/stars distribution in noAGN run, and the low A0.1/A1

ratio predicted at high optical depths is consistent with the most (intrinsic) UV-emitting regions
having τV > 10 in this run (Fig. 8.3, right panel). In the AGNcone run, they are characterised
by 1 < τV < 10, and the value of the A0.1/A1 ratio lies in the middle of the results of the point
source and intermixed models. Overall, the fact that the attenuation curve in noAGN is flatter
than in AGNcone is well explained by the higher dust optical depths. The different optical depths,
i.e. dust distribution, among the two runs is a consequence of the AGN feedback, which drives
powerful outflows that remove gas from the central regions, and distribute it over several kpc.
We conclude that the steep synthetic attenuation curves predicted for the simulated AGN-host
galaxies in AGNcone are a direct consequence of a gas distribution affected by AGN activity.

We then compare the synthetic Spectral Energy Distributions (SEDs) obtained by RT post-



8.6. Summary and conclusions 125

processing AGNcone with multi-wavelength observations of a sample of bright z ∼ 6 quasars
with comparable UVmagnitudes (−29 .MUV . −26). Among the twenty models considered,
only six are favoured by a χ2-analysis (Table 8.2 and Figure 8.4). Five of these six models have
a modified grain size distribution, obtained from the one underlying the original dust model
(SMC-like or MW-like) by removing grains with sizes a < amin = 0.1 µm. The attenuation
curves inferred for these models are close to flat (Fig. 8.5). These findings are consistent with the
results by G10, who fit the spectra of a sample of 3.9 ≤ z ≤ 6.4 reddened quasars, suggesting
extinction curves flatter than the SMC.

The standard dust models tend to produce attenuation curves that are too steep to match
the data, because of the low optical depths in AGN-host galaxies caused by AGN activity. A
modified grain size distribution is needed in order to reconcile the synthetic SEDs with the
optical/UV data. Therefore we caution toward the applicability of the SMC extinction law in
high-z quasar-hosts when interpreting observations.

Our calculations finally suggest a dust-to-metal ratio fd . 0.15, which implies dust masses
Md . 6×107 M� for the AGN-hosts in the sample. However, if we attribute the modified grain
size distribution to efficient destruction processes in place in AGN-environments (e.g. Tazaki &
Ichikawa, 2020; Tazaki et al., 2020), the original dust mass produced might instead be a factor
≈ 2.5 higher, thus implying an effective dust-to-metal ratio of ≈ 0.4 before accounting for dust
removal (Fig. 8.6). This would suggest very efficient dust production in high-redshift AGN-
hosting galaxies. Alternatively, the dominance of large grains in AGN-hosts might suggest a
supernova origin for dust at high redshift (e.g. Todini & Ferrara, 2001) or efficient coagulation
of small grains into larger ones (see e.g Nozawa et al., 2015). Which of the two scenarios ap-
plies, i.e. efficient destruction of small grains vs. preferential production of large grains, cannot
be assessed from our calculations, because of limited spatial resolution and the lack of detailed
physics in the hydrodynamical simulations. A framework describing the dust content and grain
size evolution according to the local gas physical conditions (e.g. density, temperature, metal-
licity) in the galaxy, paired with a higher spatial resolution, is required to disentangle the two
scenarios. These improvements are left for a future work.

The upcoming James Webb Space Telescope (JWST) will significantly improve current rest-
frame optical/NIR data with deeper observations and it will provide us with high-resolution
spectra, effectively probing the spectral region more sensitive to dust attenuation with an un-
precedented sensitivity. This will drive a significant contribution in our understanding of the
dust origin in the early Universe.
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9Feedback effect on the
observable properties of
z > 6 AGN

9.1 Introduction
In Section 2.5 we discussed how the existence of super-massive black holes (SMBHs) with
masses larger than billion solar masses at z & 6 (e.g., Bañados et al., 2018; Matsuoka et al.,
2018b; Wang et al., 2021a), when the Universe was < 1 Gyr old, challenges our current un-
derstanding of SMBH and galaxy formation and evolution, and is thus one of the most pressing
open issues in modern astrophysics (e.g., Woods et al., 2019). Their distance and faintness make
observations of these objects difficult and strongly biased towards the most luminous and mas-
sive accreting SMBHs. A complementary approach is to use numerical simulations as tools
to study the largely unknown phases of SMBH growth in the early Universe (e.g. Tanaka &
Haiman, 2009; Sijacki et al., 2009; Habouzit et al., 2016, 2019). However, observed properties
of high-redshift accreting SMBHs, or active galactic nuclei (AGN), and predictions of numeri-
cal simulations have been compared only seldom (e.g. Ni et al., 2020; Habouzit et al., 2021; Di
Mascia et al., 2021a; Zana et al., 2022).

An important ingredient entering in numerical simulations focused on the early growth of
SMBHs is the effect of AGN feedback (e.g. Costa et al., 2014a, 2020; Barai et al., 2018; Habouzit
et al., 2019; Valentini et al., 2021), as it is often considered to have a major role in shaping the
evolution of AGN and galaxies along the whole cosmic history (e.g., Fiore et al., 2017). In
particular, optically-selected luminous quasi-stellar objects (QSOs) in the early Universe often
present evidence for the launching of fast and massive multi-phase outflows (e.g., Maiolino et al.
2012; Cicone et al. 2015; Bischetti et al. 2019; Carniani et al. 2019a; Schindler et al. 2020; Izumi
et al. 2021; but see also, e.g., Decarli et al. 2018; Novak et al. 2020; Meyer et al. 2022), which
are expected to affect the observable properties of the QSOs themselves and their host galaxies,
such as X-ray oscuration, UV extinction, and gas content (e.g., Brusa et al., 2015; Ni et al.,
2020).

Outflows observed in QSOs are though to originate from fast nuclear winds, which, in turn,
may be accelerated by several physical mechanisms, including radiation pressure, due to UV
photons produced in the accretion disc, on dust grains or on partially ionized gas mediated by
UV transitions, and magnetic effects (e.g. Proga et al., 2000; Murray et al., 2005; Fabian et al.,
2008; Yuan et al., 2015; Ricci et al., 2017b). The physical scales involved in these processes are
those of the accretion disk (e.g. Giustini & Proga, 2019). Since such scales cannot be resolved
by large-scale cosmological simulations, different authors have modeled AGN feedback using
several different recipes (e.g., Barai et al. 2018; Costa et al. 2020; Ni et al. 2020). Moreover, the
effect of the outflow on the surrounding material can potentially depend on its geometry (e.g.
Zubovas et al., 2016). Since the exact acceleration physics, and thus launching direction, of
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nuclear winds is not well understood, numerical simulations typically assume either spherical
(e.g., Feng et al., 2016) or bi-conical (e.g., Sala et al., 2021) outflow geometry as study cases.

Beside the properties of the individual galaxies hosting accreting SMBHs, numerical sim-
ulations provide also information on the environment of high-redshift luminous AGN. While
these objects are expected to reside in the peaks of the dark matter halo distribution, which are
generally characterized by large overdensities of galaxies (e.g., Costa et al. 2014a; Wise et al.
2019), although with some scatter (e.g., Habouzit et al. 2019), observations struggle to provide
us with a clear view of typical high-redshift QSO environment. In fact, z > 6 QSOs have been
reported to reside in a variety of environments, including underdense, normal, and overdense
regions (e.g. Ota et al. 2018; Mazzucchelli et al. 2019; Overzier 2021). The first spectroscop-
ically confirmed galaxy overdensity around a z > 6 QSOs was presented recently by Mignoli
et al. (2020), followed by a tentative confirmation of another structure by Overzier (2021).

A significant fraction (≈ 40%) of z & 6 QSOs has ALMA-detected dusty companion galax-
ies at distances of a few kpc (e.g. Willott et al., 2017; Decarli et al., 2018; Neeleman et al., 2019;
Venemans et al., 2020). These satellite galaxies might host heavily reddened and buried AGN
(see for example Section 6.4.1), although currently there is no strong observational evidence for
the presence of accreting SMBHs in their centres (e.g., Connor et al., 2019, 2020; Vito et al.,
2019a, 2021). Such objects would be typically brighter than inactive galaxies, expecially in the
X-ray band. Therefore, their predicted number in numerical simulations can be tested against
observational results to infer how well simulations approximate reality.

In this Chapter, we present a study of the effect of AGN kinetic feedback on the observable
properties of z > 6 AGN in cosmological simulations. In particular, we analyse a set of numer-
ical simulations presented by Barai et al. (2018) with different kinetic feedback prescriptions,
focusing on the most massive SMBH at z = 6 and its surrounding environment. We extract
multiwavelength observables such as column density and radial extent of the gas distributed in
the host galaxies, UV and X-ray AGN fluxes, and number of satellite AGN detectable over small
(i.e., a few kpc) distances from the central SMBH. We compare these properties with results
from multiwavelength observations.

The Chapter is structured as follows. In Section 9.2 we describe the numerical setup of the
simulations, the AGN selection, and the method used to measure the gas column density and
distribution. In Section 9.3 we discuss the redshift evolution of the column densities for the con-
sidered AGN. In Section 9.4 we present the observable properties of the simulated AGN and their
host galaxies, and we compare them with empirical findings. In Section 9.5 we investigate the
presence of multiple AGN systems over scales of a few kpc, and we compare their detectability
rates in the X-ray band with results from observations of high-redshift AGN. Finally, in Sec-
tion 9.6 we discuss and interpret the results, and in Section 9.7 we provide a summary.

9.2 Method

9.2.1 Numerical model
We consider the simulation runs AGNcone and AGNsphere by B18, which include kinetic feed-
back. We provide here a summary of the numerical setup and refer to the original works for an
in-depth discussion.

B18 used a modified version of the Smooth Particle Hydrodynamics (SPH) N-body code
gadget-3 (Springel, 2005) to follow the evolution of a comoving volume of (500 Mpc)3, starting
from cosmological initial condition generated with music (Hahn & Abel, 2011) at z = 100, and
zooming-in on the most massive (i.e., 4× 1012 M�) dark matter (DM) halo, corresponding to a
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≈ 3σ overdensity (e.g., Barkana & Loeb, 2001), inside the box down to z = 6. Therefore, the
final zoomed-in simulations focus by construction on a highly biased cubic region, with a volume
of (5.21 Mpc)3. The highest level of the simulation has a mass resolution ofmDM = 7.54× 106

M� andmgas = 1.41× 106 M� for DM and gas particles, respectively. The softening length for
gravitational forces for these high-resolution DM and gas particles is Rsoft = 1h−1 ckpc.

The code accounts for gas heating and cooling (including metal-line cooling) depending
on the gas metal content, based on eleven element species (H, He, C, Ca, O, N, Ne, Mg,
S, Si, Fe) that are tracked in the simulation (Tornatore et al., 2007). Star formation in the
inter-stellar medium (ISM) is implemented following the multiphase effective subresolution
model by Springel & Hernquist (2003), adopting a density threshold for star formation of
nSF = 0.13 cm−3. The simulations include stellar winds, supernovae feedback, and metal
enrichment, and assume a Chabrier (2003) initial mass function in the mass range 0.1−100 M�
(Tornatore et al., 2007; Barai et al., 2013; Biffi et al., 2016).

When a DM halo that is not already hosting a black hole (BH) reaches a total mass ofMh ≥
109 M�, a MBH = 105 M� BH is seeded at its centre. BHs are treated as collisionless sink
particles and are allowed to grow by accretion of the surrounding gas or by mergers with other
BHs. Gas accretion onto BHs is modelled via the classical Bondi-Hoyle-Littleton accretion rate
ṀBondi (Hoyle & Lyttleton, 1939; Bondi & Hoyle, 1944; Bondi, 1952), capped at the Eddington
rate ṀEdd:

ṀBH = min(ṀBondi, ṀEdd). (9.1)

Accreting BH radiate away a fraction εr of the accreted rest-mass energy, with a bolometric
luminosity

Lbol = εrṀBHc
2, (9.2)

where c is the speed of light. B18 fixed the radiative efficiency to εr = 0.1, a fiducial value for
radiatively efficient, geometrically thin, optically thick accretion disks around a Schwarzschild
BH (Shakura & Sunyaev, 1973).

A fraction εf = 0.05 of the total output energy is distributed to the surrounding gas in a
kinetic form1. In AGNcone the kinetic energy is distributed along two cones with a half-opening
angle of 45◦. The direction of the cone axis is chosen randomly for each BH at the seeding
time, and is kept fixed throughout the simulation (Barai et al., 2018), similarly to what is done in
Zubovas et al. (2016). Instead, the AGN feedback in AGNsphere pushes away the gas particles
along random directions, thus mimicking a spherical geometry.

9.2.2 AGN selection
We analyse the simulation snapshots in steps of ∆z = 0.2 from z = 10 to z = 8 and ∆z = 0.1
from z = 8 to z = 6. In particular, we follow the most massive SMBH at z = 6 in each
simulation set, and consider a box with side size of 60 kpc centred on it. We refer to all of
the SMBHs in the box accreting at ˙MBH > 0.02 M� yr−1 (i.e., Lbol ≈ 1044 erg s−1) as AGN.
Fig. 9.1 presents the BH mass evolution of AGN in the two simulations. Each AGN is labelled
with the initial letter of the run (C for AGNcone, S for AGNsphere).

AGNcone forms two verymassive (> 109M�) BHs at z < 7, while only lessmassive BHs are
formed in the AGNsphere run. This behaviour is linked to the implementation of the feedback:
AGNcone allows the gas to accrete continuously along the equatorial directions, while the lack
of a preferential direction along which the outflow is launched in AGNsphere does not allow

1We refer to B18 for details about the choice of the value for εf and the numerical implementation of the kinetic
feedback.
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Figure 9.1: BH masses as a function of redshift for the AGNcone (left) and AGNsphere (right) runs. Only SMBHs
accreting at Ṁ > 0.02 M� are considered. The arrows mark the mergers between BHs. AGN considered in
Section 9.3 and Section 9.4 (i.e., those that reach z = 6 withMBH > 108 M�) are plotted as filled symbols.

Figure 9.2: Mass accretion rate as a function of redshift for the AGNcone (left) and AGNsphere (right). The
corresponding bolometric luminosity (Eq. 4.6) is reported in the right axis.

for a steady and efficient accretion onto the SMBH. This effect can be appreciated in Fig. 9.2:
the accretion rate of AGNcone is generally higher than that of AGNsphere, at least up to Ṁ ≈
1 − 30 M� yr−1. At higher accretion rates, which are reached by the most accreting BHs at
z < 7, AGN feedback prevents further increase of the accretion rate.

Hereafter, we focus our analysis on the AGN that reach z = 6 with MBH > 108 M� and
Lbol > 1046 erg s−1; (see filled symbols in Fig. 9.1 and Fig. 9.2), which we refer to as “bright
AGN" (i.e., C1, C2, and C3 in AGNcone; S1 and S2 in AGNsphere). These BH mass and lumi-
nosity values are typical of known z > 6QSOs (e.g., Yang et al., 2021b), allowing us to compare
the physical properties of simulated and observed AGN in a consistent way. We note that, since
the simulations focus on a single cosmic region at high redshift, the derived expectations on the
AGN observable properties might be affected by cosmic variance.

9.2.3 Gas column density and radial distribution
Here we describe the method that we use to derive the distribution of hydrogen, helium, and
metal column densities in the ISM for galaxies hosting AGN in the considered simulations. We
make use of the hydrogen column density to derive the observational properties predicted by the
two considered simulations.
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We estimate the distribution of the column densities for the bright AGN in the simulations
by launching 1000 randomly selected lines of sight (LOSs) toward each AGN from a distance
d = 30 kpc. Each LOS is considered as the axis of a cylinder with basis radius ofRsoft. We note
that the resolutions of the simulations do not allow us to probe structures on smaller scales, as,
for instance, the existence of a dusty torus on pc scales. Then, each cylinder is divided along its
length into bins of lbin = 0.25 kpc width, for a total of d

lbin
= 120 radial bins. We compute the

density of each chemical element in a bin of the cylinder from the mass carried by each particle
included in that bin. With this approach, we also obtain the radial distribution of the gas density.
Finally, we integrate along the cylinder to compute the total column density of hydrogen (NH)
and of the other elements. The resulting total NH is not sensitive to reasonably different values
of lbin (i.e., from 0.25 kpc to 1 kpc). Therefore, we used lbin = 0.25 as this value allows us to
sample well the radial distribution of the gas (see Section 9.4.2). Fig. 9.3 (upper panel) presents
an example of the derived column-density map centred on the QSO C1 in AGNcone. Each circle
represents one of the 1000 random LOSs, which sample homogeneously the entire solid angle
as seen from C1.

To assess the effect of feedback on the column density (Section 9.3), we also consider an
additional simulation run presented in Barai et al. (2018), that is identical in terms of initial
conditions and physical prescriptions to the AGNcone and AGNsphere, except that BHs are not
seeded. The only type of feedback in this run, which we refer to as noAGN , is due to supernovae
explosions (see Barai et al. 2018 for detailed discussion).

We associate each AGN in a simulation to the corresponding galaxy in the noAGN runs
following a method similar to that described in Zana et al. (2022): first, we identify the DM halo
hosting the AGN as the one having its centre of mass closest to the position of the SMBH. Then,
we identify the corresponding halo in the noAGN run by cross-matching the DM particle IDs
in the two runs, and selecting the halo in noAGN which shares the largest fraction of particles
with the initial AGN halo, further imposing that the mass difference must be within a factor of
10-50.%2 Finally, we repeat the procedure described above on the selected halo in noAGN , and
derive the column density distribution in absence of AGN feedback. At z > 8, the redshifts at
which the noAGN snapshots are taken are significantly different from those of the runs including
AGN, making the DM-halo match procedure highly uncertain. Thus, we limit the identification
of the AGN-hosting galaxies counterparts in the noAGN run to z < 8.

9.3 Column density evolution
Fig. 9.4 presents the evolution of the column density for bright AGN in the AGNcone and AGN-
sphere simulations. Considering the AGNcone simulation, the AGN column densities are similar
to, or slightly lower than, those derived for the corresponding galaxies in the noAGN run until
the AGN accretion rate reaches Ṁ ≈ 10 − 30 M� yr−1. This happens at z ≈ 7 for C1 and C2,
and z ≈ 6.3 for C3 (see Fig. 9.2). At later times, the AGN column density drops significantly by
up to≈ 1 dex and the accretion rate starts to oscillate. The 10% and 90% percentiles span up to
one order of magnitude, especially at z = 6 − 7, when the accretion rates reach the maximum
values, producing the most powerful conical outflows.

Instead, the column densities of the corresponding galaxies in noAGN (grey stripes in
Fig. 9.4) keep on increasing relatively smoothly. This finding confirms the AGN NH drop and
the presence of unobscured LOSs to the effect of the conical kinetic feedback. At low accretion
rates the produced outflow cannot stop the infall of material, but once the accretion rate reaches

2The exact threshold is adjusted at each time step in order to find at least one halo counterpart.



132 9.3. Column density evolution

Figure 9.3: Upper panel: Mollweide projection of the column density along 1000 random lines of sights centred
on the QSO C1 at z = 7.1. Lower panel: Mollweide projection of the radial velocities of all particles within 10 kpc
from C1 at z = 7.1. The different sampling of the maps is intended to show the homogeneity of the 1000 LOSs
used to computeNH in the upper panel, and the velocity of the individual gas particles in the lower panel. The map
is aligned with the outflow cone direction. Regions where the particles have high positive velocities correspond to
the two cones along which the kinetic energy is distributed by the AGN feedback in the AGNcone simulation. Such
cones are characterised by the lowest values of column densities.

high enough values, the energy carried by the outflow impacts a significant part of the gas in the
halo, hindering further infalling, especially along the conical outflow directions. As a result, the
NH decreases, as well as the AGN accretion rate, until more material is allowed to accrete, pro-
ducing a new burst of powerful feedback. Such a cyclic activity explains the decreasing median
NH , the wider NH distribution, and the oscillating Ṁ behaviour at later cosmic times. This re-
sult is in qualitative agreement with the self-regulation scenario discussed by, e.g., Sijacki et al.
(2009); Dubois et al. (2013); Costa et al. (2014a); Feng et al. (2014); Richardson et al. (2016);
Trebitsch et al. (2019), according to which the AGN feedback controls the growth of the black
hole and limits the duration of high accretion episodes by emptying the host galaxy gas reservoir,
provided that the accretion rate is sufficiently high.

However, we note that the physical interpretation of our results is complicated by the effect
that one AGN may have on other AGN-hosting galaxies passing through its feedback cone. In
fact, C1, C2, and C3 in AGNcone at z < 7 are always closer than 30 kpc, and reach minimum
distances as small as 4 kpc. At these distances, powerful outflows launched from one AGN may
affect nearby galaxies (e.g., Zana et al., 2022).
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Figure 9.4: Evolution of column density for bright AGN in the AGNcone (C1, C2, C3) and AGNsphere (S1, S2)
simulations. We show the median value (solid line, color coded according to the AGN bolometric luminosity and
accretion rate), and the 10% and 90% percentiles (dashed lines) computed by launching 1000 lines of sight. The
gray stripes enclose the 10% to 90% percentiles of the column densities of matched galaxies in the same simulation
sets where, however, BHs have not been seeded (i.e., the noAGN case). To compare with observational results
(Section 9.4.1), the red arrows mark the 3σ upper limits derived for X-ray detected QSOs with > 10 counts from
Nanni et al. (2018) and Connor et al. (2019).

As an example of the feedback effect on the column density, in Fig. 9.3, we compare the
NH map centred on C1 with the radial velocity map of all particle within 10 kpc from C1. The
maps correspond to z = 7.1, when C1 reaches a local maximum in accretion rate before the
strong AGN feedback starts to impact significantly the NH (Fig. 9.4) and Ṁ starts to oscillate.
Comparing the column density map (upper panel) with the map of the radial velocity of indi-
vidual particles (lower panel), we notice that the two conical outflows, identified as regions with
positive radial velocities, correspond to LOSs with low column densities. Such LOSs are those
along which high-redshift AGN are more easily to be detected in the rest-frame UV band, as
we investigate in details in Section 9.4.3. Fig. 9.5 presents the fraction of LOSs along which
NH < 1022 cm−2 (solid lines) andNH < 1023 cm−2 (dashed lines) for each bright AGN. Here-
after, we use the widely used threshold NH = 1022 cm−2 to separate obscured and unobscured
AGN.3 For instance, Merloni et al. (2014) found that such a value returns the best agreement
between samples of obscured AGN as defined in optical (e.g., narrow emission-line AGN) and
X-ray bands. From Fig. 9.5 we infer that only at z . 7 a fraction of the LOSs would appear as
unobscured. In particular, at z . 7 C1 presents unobscured LOSs over 10 − 40% of the solid
angle, while this fraction is much more variable with redshift (i.e., 0− 80%) for C2 and C3.

3However, we note that we consider the dust extinction as a more relevant quantity when we study the AGN
rest-frame UV emission in Section 9.4.3.
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Figure 9.5: Fraction of lines of sight obscured by column densities < 1022 cm−1 (solid lines) and < 1023 cm−1

(dashed lines) as a function of redshift for the bright AGN in the AGNcone (C1, C2, C3) and AGNsphere (S1, S2)
simulations. The symbols are color coded according to the AGN bolometric luminosity and accretion rate.

The most massive BH in the AGNsphere simulation, S1, follows a somewhat similar NH

evolution to that of the AGN in AGNcone: a roughly constant median NH value up to z ≈ 7
followed by a slightly decreasing and wider NH distribution (Fig. 9.4), and the appearance of
unobscured LOSs (Fig. 9.5) at later cosmic times. However, some differences exist: first, the
AGN NH is always significant lower than that of the corresponding galaxy in the noAGN run
(grey stripe), even at z > 7. Secondly, the column density drop at z < 7 is not as strong as in
the AGNcone case. Finally, at z > 7 the accretion rate of S1 is not as smooth as in the AGNcone
case, and keeps on increasing even at z < 7. These differences may be due to the prescripted
geometry of the kinetic feedback in the AGNsphere case, in which gas particles are accelerated in
a random direction during every accretion event. Therefore, in contrast with the AGNcone case,
there is no preferential direction (i.e., the equatorial plane of the conical outflow) along which
material can keep on accreting undisturbed for long periods of time at z > 7. In particular,
the accretion rate of S1 never exceeds ≈ 10 M� yr−1, which is the approximate threshold after
which the AGN kinetic feedback affects more evidently the NH distribution and the accretion
rate of AGN in the AGNcone run.

The column density evolution of S2, instead, does not appear to be strongly influenced by the
AGN feedback. Although the median NH is slightly lower than the values found in the noAGN
case, it remains constant with time, and does not drop even at z < 6.5, when S2 reaches similar
accretion rate to S1. As a result, S2 would never appear as an unobscured AGN. We note that
the typical column density of S2 is a factor ≈ 3 higher than that of S1 at any redshift, and its
accretion rate rises smoothly from z = 7 to z = 6. These properties suggest that higher accretion
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rates than the values reached by S2 are required in order to launch outflows powerful enough to
sweep away the gas in the case of large column densities (e.g., Trebitsch et al. 2019), even when
kinetic energy is distributed along random directions by the AGN feedback.

The median values of NH we derive from the Barai et al. (2018) simulations are consistent
with typical values found by Lupi et al. (2022). However, the resolution of that work is ×85
higher than our simulations, and allows the authors to sample compact regions of dense gas with
NH & 1024 cm−2, especially at z > 8, when AGN feedback has not yet affected significantly the
ISM distribution and density in the host galaxies. One of the main methodological differences
with that work is that we compare the ISM densities in the same galaxies in which SMBHs are
actively accreting or are not seeded at all. Thus, we probe directly the effect of AGN feedback
on the ISM in the host galaxy.

9.4 Comparison with observations
In this section, we compare the observable properties derived from the NH distributions of the
AGNpredicted by the simulations (Section 9.3) with observational results. In particular we focus
on the comparison with constraints from X-ray observations (Section 9.4.1), the radial distribu-
tion of the gas reservoirs (Section 9.4.2), and the observed UV magnitudes (Section 9.4.3).

9.4.1 X-ray obscuration
X-ray observations are routinely used to constrain the column density of obscuring material
along the LOSs of AGN. Low and moderate values of column densities (NH . 1022 cm−2)
can absorb soft X-ray photons (rest-frame energies . 2 keV), whereas larger column densities
are required to absorb a high fraction of more energetic photons. However, X-ray observations
of high-redshift QSOs (e.g. Vito et al., 2019b; Wang et al., 2021b) sample rest-frame energies
E > 3 keV, and are thus sensitive only to high column densities (NH & 3×1023 cm−2), at least at
the sentivities of currently available facilities. Moreover, all of the known z > 6QSOs have been
selected based on their unobscured rest-frame UV emission (i.e., they are optically classified as
type 1 QSOs), and thus are not expected to be heavily obscured in the X-ray band. For these
reasons, existing X-ray observations of bright z > 6 QSOs provide us with only loose upper
limits of NH . The downward-pointing red arrows in Fig. 9.4 are the observed upper limits on
NH derived for a sample of z > 6QSOs by Nanni et al. 2017 and Connor et al. 2019, with typical
luminosities Lbol = 1046 − 1047 erg s−1. The column densities derived for bright AGN in all of
the considered simulations are lower than, or consistent with, such loose upper limits. Although
theNH values found for the noAGN case are typically higher, they are still consistent with some
measured upper limits. Therefore, the constraints on NH obtained from X-ray observations of
high-redshift QSOs only marginally favour the presence of kinetic feedback.

We note that constraining AGN obscuration using X-ray observations requires an assump-
tion on gas metallicity, as X-ray photons are mainly absorbed by metal atoms. Typically, solar
metallicity is assumed, whereas the ISM metallicity of the host galaxies of the AGN in the B18
simulations is sub-solar (e.g., by factors of ≈ 2 − 3 at z = 6; e.g., Zana et al. in prep.). This
consideration reinforces the overall consistency between the NH values constrained from X-
ray observations and found in the simulations, as significantly larger column densities would
be required in the case of sub-solar metallicities to produce X-ray obscuration in excess to that
observed in real QSOs. In Section 9.5 we discuss the X-ray detectability of the QSOs in the
simulations.
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Figure 9.6: Median radius (R90, computed over all of the lines of sight) containing the 90% of the total gas as a
function of redshift. The color code indicates themedian totalNH , averaged over all of the lines of sight. The dashed
grey lines mark the same quantity computed for matched galaxies in the same simulation sets where, however, BHs
have not been seeded (i.e., the noAGN case). The black ticks mark R90 for 25 z > 6 QSOs, as estimated from the
[C II] emission beam-deconvolved sizes presented by Venemans et al. (2020).

9.4.2 Gas radial distribution
We investigate the effect of kinetic feedback on the observable sizes of the gas reservoirs in
high-redshift QSOs. From the radial distribution ofNH derived for each LOS in Section 9.2, we
computed the radius from the centre of the galaxy which includes 90% of the gas contributing to
the total NH . Then, for each galaxy, we computed the median value considering all of the 1000
LOSs, and define it as R90. We use such a quantity to quantify the size of the gas reservoir in a
galaxy.

Fig. 9.6 presents R90 as a function of redshift for every bright AGN in the AGNcone and
AGNsphere simulations, as well as for the matched galaxies in the noAGN runs. All of the
bright AGN in the AGNcone simulation (C1, C2, C3) have a similar evolution of R90: their gas
reservoir sizes are constant (≈ 1 kpc) at z & 7. At lower redshift, where NH decreases due to
strong effect of the kinetic feedback, which is proportional to Ṁ and Lbol (see the color-code of
the circles in Fig. 9.4 and Fig. 9.6), R90 increases up to several kpc. This behaviour is expected
considering that the AGN feedback applies a mechanical push to the surrounding gas particles.
In fact, the size of the gas reservoir in the noAGN run, where the AGN feedback lacks (grey
dashed lines in Fig. 9.6), remains constant or tends to even decrease at later cosmic times.

The evolution ofR90 for S1 in the AGNsphere simulation is similar to that of the AGN in the
AGNcone simulation. However, the increase ofR90 is stronger and begins at earlier cosmic times.
We recall that the accretion rate of S1 is typically lower than that of the AGN in AGNcone (see
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Fig. 9.2), and therefore the stronger evolution of R90 is not due to intrinsically stronger outflows
launched by the AGN, but, as discussed in Section 9.3, to the different geometry of the outflow:
being launched along random directions at every accretion event, the outflow is more likely to
transmit the kinetic energy to the gas particles in the galaxy even at low or moderate accretion
rates. Instead, S2 does not follow the same evolution as S1. On the contrary, R90 decreases to
sub kpc values approaching z = 6. As discussed in Section 9.3 we ascribe this behaviour to
the relatively low accretion rate, which does not produce feedback strong enough to efficiently
affect the gas distribution in the host galaxy.

We compare our findings with the observed extent of the [C II] emission of 25 z > 6 QSOs
presented by Venemans et al. (2020), assuming that the [C II] emission line is a good tracer of
the spatial extent of the total gas reservoir (e.g., Zanella et al., 2018; Sommovigo et al., 2021b).
We used the major axis of the deconvolved [C II] emission size (Tab. 3 of Venemans et al. 2020),
which represents the FWHMof the emitting source, and converted it into the radius that includes
90% of the [C II] light, assuming a Gaussian distribution.4 The resulting values are reported in
Fig. 9.6) as black ticks at the redshift of each QSO.

The AGN in the AGNcone simulation have R90 consistent with the observed values, while
the median gas size of S1 is larger at nearly every redshift. S2 have a size consistent with the
most compact QSOs in the Venemans et al. (2020) sample. However, this comparison is not fair:
the ISM in S2 produces very large column densities at all redshifts and all LOSs (Fig. 9.4), and
thus large expected values of dust extinction. All of the QSOs studied in Venemans et al. (2020)
are instead rest-frame UV selected objects: we lack observational information about the extent
of the gas reservoirs of buried high-redshift QSOs, as is S2. In all cases, the median gas size
of the noAGN control galaxies are smaller than the observed values for QSOs, suggesting that
kinetic feedback is required to produce the gas extents observed in real QSOs.

9.4.3 UV magnitudes
In Section 9.4.1 we discussed how the available X-ray observations of z > 6 QSOs are not
sensitive to the column density values that we derived for bright AGN in the simulations. Instead,
the rest-frame UV emission of high-redshift AGN is expected to be severely affected by dust
extinction even for low values of NH . In this section, we compare the expected rest-frame UV
magnitudes of bright AGN in the simulations with the observed values of known z > 6 QSOs.

We assumed that the intrinsic (i.e., unextincted) rest-frame UV spectra of the AGN-hosting
galaxies in the simulations are dominated by the AGN (i.e., we do not include stellar emission)
and are well represented by the Vanden Berk et al. (2001) composite spectrum of type 1 QSOs,
rescaled to their bolometric luminosity via the bolometric correction of Venemans et al. (2016)
and Decarli et al. (2018)

log

(
Lbol

erg s−1

)
= 4.553 + 0.911× log

(
λLλ(1450A◦)

erg s−1

)
. (9.3)

We assumed a simple uniform slab of dust located in front of each AGN and an SMC extinc-
tion curve, and computed the measured rest-frame UV flux as

F obs
λ = F intr

λ e−τλ , (9.4)
4We note that the conclusions hold if we use an exponential profile (e.g., Fujimoto et al. 2020) and convert the

FWHM values reported by Venemans et al. (2020) into exponential scale lengths. In this case, we obtain larger
radii than in the Gaussian case by a factor of ≈ 1.75.
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Figure 9.7: Apparent magnitude at rest-frame λ = 1450A◦ as a function of redshift for bright AGN in the AGNcone
(C1, C2, C3) and AGNsphere (S1, S2) simulations. The purple regions encompass the 50% least extincted LOSs,
while the grey hatched regions represent the 50% most extincted LOSs. The grey circles are z > 6 QSOs collected
from Bañados et al. (2016, 2018), Chehade et al. (2018), Matsuoka et al. (2018b,a, 2019a,b), Mazzucchelli et al.
(2017a), Reed et al. (2017), Tang et al. (2017), Wang et al. (2017, 2018a,b, 2019, 2021a), and Yang et al. (2020a,b).

where τλ = kλΣmfdust, kλ is the extinction cross section at wavelength λ, Σm is the mass column
density of metals, which we computed in Section 9.2.3, and the fraction of metal mass locked
into dust is assumed to be fdust = 0.15 as in Di Mascia et al. (2021b). Finally, we computed the
apparent magnitude at the wavelength corresponding to rest-frame 1450 A◦, that ism1450.

For all considered AGN, the metal mass is computed from the column densities of metals
derived in Section 9.2.3 for 1000 LOSs at every simulation snapshot. Thus, we obtain a distri-
bution of 1000 values of m1450 at every redshift. In Fig. 9.7 we show the magnitudes obtained
for the 50% least (purple regions) and most (grey hatched regions) extincted LOSs. To allow for
a comparison with observations, we add the magnitudes of a sample of z > 6 QSOs collected
from Bañados et al. (2016, 2018), Chehade et al. (2018), Matsuoka et al. (2018b,a, 2019a,b),
Mazzucchelli et al. (2017a), Reed et al. (2017), Tang et al. (2017), Wang et al. (2017, 2018a,b,
2019, 2021a), Yang et al. (2020a,b), with typical magnitudes of 19 . m1450 . 24.

Among the considered simulations, AGNcone produces the UV brightest AGN, which are
consistent with the magnitudes of known QSOs at z . 7. As discussed in Section 9.3, such
redshift range corresponds to the period when the AGN strong kinetic feedback strongly affects
the gas column density in the host galaxy, strongly suggesting that known, optically selected
z > 6AGN are indeed observed preferentially along directions where AGN feedback has cleared
the LOS ofmost of the gas and dust. This prediction is hard to be tested observationally. Not only
estimating the outflow direction is a difficult task, but the incidence of outflow in high-redshift
AGN itself is still a matter of debate (e.g., Maiolino et al. 2012; Cicone et al. 2015; Bischetti et al.
2019; Novak et al. 2020; Izumi et al. 2021; Meyer et al. 2022). Moreover, z > 6 QSOs might
have been detected along LOSs which have been previously cleared of most of the gas and dust
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by past outflows. In this respect, a caveat arises from the numerical implementation of the ISM
properties in the Barai et al. (2018) simulations, which, as described in Section 9.2.1, follow the
prescription of Springel & Hernquist (2003). This model does not capture the ISM porosity and
therefore is not able to resolve clumpy structures on pc scales. Resolving such structures might
decrease the effective opacity of the medium and possibly produce more unobscured lines of
sight, even in the absence of AGN feedback.

In Fig. 9.7, only < 50% of the LOSs of an individual AGN have extinction values small
enough to reproduce the observed magnitudes. We computed the probability that multiple AGN
appear as UV bright (i.e., m1450 . 24) sources along the same LOS, and found that it is negli-
gible. This result is consistent with observations, according to which, to date, no such a system
of multiple UV-bright AGN has been discovered at high redshift.

The most luminous AGN in the AGNsphere run, S1, reaches magnitudes as bright as the
observed values only at z ≈ 6.5, while it fails at reproducing the magnitudes of z > 6.5 QSOs.
This is due to the lower accretion rate, and thus lower intrinsic luminosity, of S1 than the ac-
cretion rates of bright AGN in AGNcone. The large column density of S2 results in dramatic
extinction levels along all of the LOSs, such that only along a small fraction of the LOSs S2 has
apparent magnitude consistent with those of observed high-redshift QSOs, despite its intrinsic
luminosity being similar to that of S1 at z < 6.5 (Fig. 9.2).

Figure 9.8: Expected X-ray flux in the 0.5–7 keV band as a function of redshift for the AGNcone (left panel), and
AGNsphere (right panel) runs. For each AGN at each redshift, we assumed the median NH computed for 1000
lines of sight. The horizontal dotted lines mark the flux limit computed for Chandra (50 ks observation), Athena
(10 ks), AXIS (10 ks), and Lynx (10 ks).

9.5 Multiple high-redshift AGN on 1-10 arcsec scales
Typical separations between AGN in the Barai et al. (2018) simulations are ≈ 5 − 50 kpc,
corresponding to only a few arcseconds in projection. To date, no multiple AGN system has
been discovered observationally at z > 6 (e.g., Greiner et al. 2021), with the highest redshift
AGN pair being recently discovered at z = 5.7 (Yue et al., 2021). This result could be due
to dust extinction preventing the detection of other possible accreting SMBHs close to high-
redshift QSOs, as we found in our simulations (Section 9.4.3). Alternatively, QSOs observed
at z & 6 intrinsically have no AGN satellite. The latter hypothesis implies that the simulations
overpredict the number of bright AGN, due to, e.g., the specific numerical setup and seeding
prescription. In addition, as discussed in Section 9.2.1, the simulations focus on an overdense
region, which maximizes the probability of forming multiple SMBHs, and thus bright AGN, in
a small volume.
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To investigate better the relation between the predicted and observed number of systems of
multiple AGN at high redshift, in Section 9.5.1 we produce mock X-ray observations with the
Chandra X-ray observatory5 based on the AGNcone and AGNsphere simulations. Then, in Sec-
tion 9.5.2 we compute the probability of detecting multiple AGN on small angular separations,
and compare the findings with observational results. Finally, in Section 9.5.3 we investigate the
potential of future X-ray facilities in detecting possible multiple faint AGN over small scales
around bright high-redshift QSOs.

9.5.1 Mock X-ray observations

As discussed in Section 9.4.1, the column densities that we derived in Section 9.3 for simulated
z > 6 AGN have a negligible effect on the X-ray emission at the observed-frame energies probed
by X-ray telescopes, allowing us to factor out the effect of varying NH along different LOSs.
However, we have to take into account another effect related to the specific choice of the LOS:
the emission of different AGN might be blended along some LOSs due to projection effects,
and appear as a single X-ray source. This effect might be important as the projected angular
separations of the AGN in the considered simulations are comparable with the angular resolution
of Chandra (i.e., ≈ 0.5′′), which is the existing X-ray observatory with the sharpest view.

We produce mock observations using the SOXS v. 3.0 software,6 using Chandra response
matrices and ancillary files suitable for Cycle 20. SOXS accounts for three background compo-
nents: a uniform Galactic component, a cosmic background due to point-like sources, and an
instrumental component. For each simulation, we produce two sets of mock images, assuming
an exposure time of 30 ks or 50 ks, which are typical lengths of real Chandra observations of
z > 6 QSOs (e.g., Vito et al., 2019a; Wang et al., 2021b). For each set, we considered 100
random LOSs, along which all AGN have been projected on the sky plane according to their tri-
dimensional positions in the simulations. This allows us to statistically take into account 1) the
possible blending of multiple sources due to projection effects, and 2) the Poisson fluctuations
of the number of detected X-ray photons at a given intrinsic flux.

We convert the bolometric luminosities of AGN in the simulations into X-ray luminosities in
the rest-frame 2− 10 keV energy band using the Duras et al. (2020) relation. Then, we compute
the fluxes in the 0.5-7 keV band (i.e., one of the standard energy bands used to analyse Chandra
observations) for every AGN, and use them as input values to simulate the images. We adopt
intrinsic powerlaw emission with photon index Γ = 2. This is a typical value for AGN up to
z ≈ 6.5 (e.g. Nanni et al., 2017; Vito et al., 2019b), although Vito et al. (2019b) and Wang
et al. (2021b) find hints for a steepening at higher redshifts. We also include absorption due to
the measured value of column density along the considered LOS, although, as discussed above,
the produced obscuration is negligible for our high-redshift objects, and a Galactic absorption
component with NH = 5× 1020 cm−2. These computations have been performed with XSPEC
v.12.11 (Arnaud 1996; model phabs× zvphabs× powerlaw)7, which takes into account all the
main absorption processes affecting X-ray photons (see also Section 2.2.1). Fig. 9.8 presents the
expected X-ray flux of every AGN in the simulations as a function of redshift.

5https://cxc.harvard.edu/
6https://hea-www.cfa.harvard.edu/soxs/
7https://heasarc.gsfc.nasa.gov/xanadu/xspec/

https://cxc.harvard.edu/
https://hea-www.cfa.harvard.edu/soxs/
https://heasarc.gsfc.nasa.gov/xanadu/xspec/
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9.5.2 X-ray detection of multiple AGN
We ran a blind source detection procedure on the Chandra mock observations in the 0.5-7 keV
band using the wavdetect tool in CIAO v.4.128 (Fruscione et al., 2006), with a significance
threshold of 10−5, over an area corresponding to< 30 kpc from the central QSO, to be consistent
with the volume considered throughout this work (see Section 9.2). We repeated this procedure
for all snapshots in the z = 6− 7 range, which includes most of the z > 6 QSOs observed with
Chandra, thus allowing for a fair comparison with real observations.

Fig. 9.9 presents the number of AGN detected in the mock Chandra observations with 30
ks and 50 ks exposures, averaged over the 100 LOSs, for each simulation. AGNcone predicts an
average of ≈ 1 detectable AGN already with relatively short exposures (30 ks) and multiple de-
tected X-ray sources using slightly longer observations (50 ks) over all of the considered redshift
range. Instead, according to the AGNsphere run, 30 ks (50 ks) Chandra observations of z & 6.2
(z & 6.5) should typically return no detected source, but the probability to detect one or more
AGN increases quickly approaching z = 6.

Figure 9.9: Average number of detected X-ray sources, averaged over 100 LOSs, detectable in the two simulations
within < 30 kpc from the central AGN with 30 ks (left) and 50 ks (right) Chandra observations. The black dashed
line mark the average number of detected sources in real observations of z > 6 QSOs.

In order to compare these results with real data, we collected all of the available Chandra
observations of z = 6− 7 QSOs with exposure times of 20-40 ks and 40-80 ks (Tab. 9.1). The
median exposure time of the 20-40 ks (40-80 ks) observations is 38 ks (54 ks) and the median
redshift of the targeted QSOs is z = 6.4 (z = 6.5). These values are well matched to our sets
of 30 ks and 50 ks mock images, respectively. We repeated the detection procedure described

8https://cxc.harvard.edu/ciao4.12/

https://cxc.harvard.edu/ciao4.12/
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Table 9.1: Comparison sample of Chandra observations of z = 6− 7 QSOs (see Section 9.5.2).

ID z Ref ObsID texp [ks] Ndet

(1) (2) (3) (4) (5) (6)

20-40 ks sample

J002429.77+391319.0 6.621 W21 20416 20 0

J005006.67+344521.6 6.253 V19 20393 34 1

J022601.87+030259.4 6.541 V19 20390 26 1

J084229.43+121850.5 6.076 V19 20392 29 0

J104819.09-010940.2 6.676 W21 20415 35 0

J150941.78-174926.8 6.122 V19 20391 27 1

J152637.84-205000.7∗ 6.586 C20 22165 33 0

J163033.90+401209.7 6.065 V19 5618 27 1

40-80 ks sample

J010953.13-304726.3 6.791 V19 20398,22214 66 0

J030516.92-315055.9 6.614 V19 20394 50 0

J103027.11+052455.1∗ 6.308 N17 19926 50 1

J111033.98-132945.6∗ 6.515 V19 20397 54 0

J114816.65+525150.4 6.419 G17 17127 78 1

J164121.73+375520.2 6.047 V19 20396,21961 54 1

J203210.0-211402.3∗ 6.24 C19 20470 45 1

J223255.14+293032.3 6.666 V19 20395 54 1

J234833.34-305410.0 6.902 W21 20414 42 0
(1) ID of targeted QSO; (2) redshift of targeted QSO; (3) reference for published X-ray data.
C19: Connor et al. (2019). C20: Connor et al. (2020). G17: Gallerani et al. (2017b). N17:
Nanni et al. (2017). V19: Vito et al. (2019b). W21: Wang et al. (2021b). (4) Chandra
observation ID considered in this work; (5) Exposure time; (6) number of detected X-ray
sources according to the procedure described in Section 9.5.2. ∗ These QSOs have been
observed with multiple ObsIDs, resulting in longer total exposure times than those reported
here. We only consider the reported ObsIDs to allow for a fair comparison with our 30 ks and
50 ks mock observations.
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above on the real Chandra observations, considering only an area of R < 30 kpc from the
targeted QSO, to allow for a fair comparison with the mock image results. We stress that the
blind detection procedure prevents any bias related to rest-frame UV pre-selection of possible
X-ray sources.

The last column of Tab. 9.1 reports the number of detected sources in the real observations,9
which are almost equally split between no detected source and one detected source (i.e., the
targeted QSO): the average numbers of detected X-ray sources in one observation are 0.50 and
0.56 for the 20-30 ks and 40-80 ks samples, respectively. Similar values are obtained by split-
ting each sample according to its median redshift. Comparing these results with the expected
numbers of detected sources in simulations (Fig. 9.9), we find that AGNcone overestimates the
number of detectable AGN at all redshifts, assuming both 30 ks and 50 ks exposure times. In-
stead, AGNsphere underestimates such number assuming 30 ks observations, while shows a
strong dependence on redshift for longer exposures: at z > 6.5 and z < 6.5 it underestimates
and overestimates, respectively, the average number of detected X-ray sources.

Due to the small sample sizes of real QSO observations and the narrow range covered by
the number of detectable X-ray sources, it is difficult to provide a quantitatively robust com-
parison with the predictions from simulations. Nonetheless, we attempt to do it by comparing
the normalized histograms of detected sources in the mock and real observations over the entire
z = 6 − 7 range (Fig. 9.10). This is justified by the relatively flat redshift distribution of the
QSOs targeted by real observations (Tab. 9.1). For each set of mock images, we computed the
two-sample Anderson-Darling test.10 The null hypothesis is that the mock and real observations
are drawn from the same parent population, for what the number of detected X-ray sources is
concern. We found that the null hypothesis can be rejectedwith high significance (i.e., Anderson-
Darling test sigificance level . 0.001) for almost all combinations of simulations and exposure
times: Fig. 9.10 confirms thatAGNcone andAGNsphere overestimate and underestimate, respec-
tively, the number of detectable X-ray sources. Mock simulations of AGNsphere with texp = 50
ks is the only set for which the null hypothesis cannot be rejected, although this simulation is
not consistent with real observations for texp = 30 ks. It is worth noting that few z > 6 QSOs
have been pointed with long Chandra exposures (100–500 ks; e.g. Nanni et al. 2018, Connor
et al. 2020, Vito et al. 2021). Some of these observations were performed to check the presence
of faint and possibly obscured AGN around z > 6 QSOs, for which companion galaxies have
been detected with ALMA and HST. However, to date, no solid detection of such satellite AGN
has been obtained (Vito et al. 2019a, 2021; Connor et al. 2019, 2020).

9.5.3 Predictions for future X-ray facilities
The high sensitivities of future X-ray facilities will allow us to push the search for AGN satellites
of luminous optically selected QSOs at z > 6 down to intrinsic luminosities significantly lower
than those probed with Chandra. In Fig. 9.8 we report as dotted grey lines the approximate
expected sensitivity limits of future missions such as Athena/WFI (Nandra et al., 2013), AXIS
(Mushotzky et al., 2019; Marchesi et al., 2020), and Lynx/HDXI (Gaskin et al., 2019), each
one computed assuming 10 ks exposure time, and compare them with the sensitivity of a 50 ks
Chandra observation. We computed these values by simulating X-ray observations of an X-ray

9We note that for almost all of the QSOs considered here, the results of the blind detection procedure agree
with what reported in the literature, but for J084229.43+121850.5. Vito et al. (2019b) reported a detection of X-ray
emission from this QSO, while here we report it as undetected. This apparent discrepancy is due to the different
detection procedure (i.e., blind detection vs. rest-frame UV pre-selection of the target position) and significance
threshold.

10We used the anderson_ksamp method of the SciPy package (Virtanen et al., 2020).
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Figure 9.10: Normalized histograms of the number of detected X-ray sources in the mock and real Chandra ob-
servations of z = 6− 7 AGN, for texp = 30 ks (left) and 50 ks (right).

source, assuming a simple power-law spectrum with photon index Γ = 2 and varying flux. In
particular, for each instrument, we loaded response matrices and background files11 in XSPEC,
and computed the expected source and background count rates in a region including ≈ 90%
of the expected point spread function (PSF); i.e., R = 1′′ for Chandra, AXIS, and Lynx, and
R = 5′′ for Athena. Then, we computed the flux that returns a binomial no-source detection
probability (i.e., PB; Weisskopf et al., 2007) such that (1 − PB) = 0.997, corresponding to 3σ
in the Gaussian approximation.

Fig. 9.8 shows that all of the considered next-generation X-ray mission will provide us with
a huge improvement in the capability of detecting faint AGN at z > 6, including satellite AGN
around bright QSOs at z > 6, in a fraction of the time of a typicalChandra observation. Fig. 9.11
presents simulated X-ray observations with Chandra (50 ks), Lynx (10 ks), AXIS (10 ks), and
Athena (10 ks) of a representative snapshot (i.e., z = 6.5) and LOS of the two simulation runs.
The satellite AGN will appear as multiple X-ray sources on a few arcsec scales. This implies
that, in addition to high sensitivity, excellent angular resolution, such as that provided by AXIS
and Lynx, is required to detect them individually. To probe this issue, we performed a blind
detection run with wavdetect on these images, and compared the detected sources (black stars in
Fig. 9.11) with the input AGN (colored circles): the identification of close objects like C1 and
C2 is difficult even with missions with ≈ 0.5 arcsec angular resolution. The problem is clearly
more evident with Athena, due to its PSF of a few arcsec.

9.6 Discussion
As discussed in Section 9.2.1, the outflow directions in the considered simulations are assumed
not to be physically related to the host-galaxy properties and to be time-independent. In partic-
ular, the AGNcone simulation does not assume the outflow to be perpendicular to the plane of
the host galaxy, as suggested by several observations of kpc-scale outflows or radio jets in the
local universe (e.g., García-Burillo et al., 2014; Cresci et al., 2015; Morganti et al., 2015; Ven-
turi et al., 2021), where the outflow geometry can be studied in details, and by some numerical
simulations (e.g., Hopkins et al., 2012).

11We use real response matrices and background files for Chandra, and the preliminary files included in SOXS
for Lynx, AXIS, and Athena.
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Figure 9.11: Simulated X-ray observations in the 0.5–7 keV band of the most-massive AGN at z = 6.5 and the
surrounding satellite AGN in the AGNcone (upper row) and AGNsphere (lower row) simulations. From the leftmost
to the rightmost columns, we simulated observations with Chandra/ACIS-S (50 ks), Lynx/HDXI (10 ks), AXIS (10
ks), and Athena/WFI (10 ks). For presentation purpose, the angular scale of the Athena image is different from the
other cases, due to the larger PSF. The circles mark the location of the simulated AGN for a representative line of
sight, and are color coded as in Fig. 9.1. The black stars mark the position of X-ray detected sources obtained with
a blind detection procedure.

Several physical mechanisms can concur in the acceleration of winds at sub-pc scales that
eventually produce large-scale outflows, including magneto-hydrodynamic effect (e.g., Sad-
owski et al. 2013), thermal driving (e.g., Proga 2007), radiation pressure acceleration, either
applied on dust (e.g., Ishibashi & Fabian 2015) or mediated by UV transitions (e.g. Proga &
Kallman, 2004; Mizumoto et al., 2021), which might produce outflows with different geome-
tries. Moreover, the outflow geometry might be affected by interactions with the surrounding
environment as the outflow expands (e.g. Nelson et al., 2019; Talbot et al., 2021), and might
change with time. Cosmological simulations cannot describe in detail such a complex, and
largely unknown, physics and evolution of outflows with relatively simple numerical recipes.

The goal of this work is to investigate the effect of two particular large-scale outflow ge-
ometries (i.e., a spherical outflow and a bi-conical outflow parametrized as described in Sec-
tion 9.2.1) on the observable properties of high-redshift AGN, regardless of the sub-grid phys-
ical mechanisms responsible for their acceleration. Extensive numerical simulations with iden-
tical initial conditions and physics except for the outflow parameters would be required to check
whether and how the results are sensitive to different choices of the outflow parameters.

Kinetic feedback produced during the phases of fast accretion of SMBHs in the Barai et al.
(2018) simulations has a significant impact on the surrounding material and is required to
match the predicted observable properties of bright AGN with observational results. One of
the strongest piece of evidence is represented by the study of the gas extent in the AGN host
galaxies (Fig. 9.6): the gas reservoirs in the noAGN case (i.e., in absence of AGN feedback)
are always more compact than those derived from ALMA observations of z > 6 QSOs (see
also, e.g., van der Vlugt & Costa 2019). The effect of AGN feedback pushes the gas in the host
galaxies to larger distances (i.e., up to a few kpc) from the centres, in agreement with observa-
tions (e.g., Cicone et al. 2015; Bischetti et al. 2019; Venemans et al. 2020; Izumi et al. 2021).
Although other mechanisms related to AGN feedback may produce such an observable, by, for
instance, preventing gas infall from large scales (e.g., Trussler et al. 2020) or causing fluctuations
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in the gravitational potential, which may lead to a radial migration of the material (e.g., van der
Vlugt & Costa 2019), Barai et al. (2018) found that the mechanical removal of gas from the inner
region of the host galaxies is the main process that affects their gas content in their simulations.
We underline that also some 5 < z < 7 star-forming (1− 70 M� yr−1) galaxies have been found
to show both an extended [C II] halo (e.g., Fujimoto et al., 2020) and broad wings in the [C II]
emission-line profile (e.g., Gallerani et al., 2018; Ginolfi et al., 2020), suggestive of outflows
possibly powered by a yet undetected accreting MBH (e.g., Orofino et al., 2021).

At z < 7 the feedback produces a general decrease of the NH (Fig. 9.4), allowing for the
appearance of unobscured (i.e., NH < 1022 cm−2) LOSs (Fig. 9.5). Such directions are most
probably those along which known z > 6 QSOs are preferentially observed, as the rest-frame
UV selection of these objects requires low dust extinction. In fact, at z . 6.5, when the feed-
back effect is the strongest, bright AGN in the AGNcone simulation are able to reach the UV
magnitudes observed for known z > 6 QSOs (Fig. 9.7). However, such LOSs represent only a
fraction of the total LOSs of an AGN (see also, e.g., Ni et al. 2020; Trebitsch et al. 2019; Lupi
et al. 2022): more than half of the LOSs would appear too faint to be selected as high-redshift
objects in current optical/near-IR surveys, suggesting that a large fraction of the high-redshift,
intrinsically luminous QSO population is observationally missed due to strong UV extinction
produced by the ISM only. The presence of a dusty torus on pc scales, which is not included in
the simulations we have analysed, would further increase such a fraction.

The outflow geometry likely plays an important role: in the case of a conic outflow,
SMBH accretion proceeds at maximum efficiency through equatorial infalling of gas until
Ṁ ≈ 10 − 30 M� yr−1 (Fig. 9.2), producing BHs with masses of > 109 M� at z = 6 − 7
(Fig. 9.1). At these accretion rates, the feedback regulates further accretion and reduces the typ-
ical obscuring column density, in particular along the cone direction (Fig. 9.3). In the case of
outflows launched along random directions, the feedback can affect the growth of the SMBH and
theNH distribution even at lower accretion rates, resulting in< 109 M� BHs at z = 6, provided
that the gas in the host galaxy is not too dense, as in the case of S2. Thus, the ISM properties
(i.e., NH and radial size of the gas) of the brightest AGN in the AGNsphere run is in agreement
with observations. However, hindering the formation of> 109 M� BHs, the spherical geometry
of the feedback in AGNsphere prevents AGN from reaching intrinsic luminosities comparable
to known z > 6 QSOs at most redshifts (Fig. 9.7).

Interestingly, even the most luminous AGN in AGNcone cannot explain the detection of UV-
bright QSOs at z ≈ 7.5 (Fig. 9.7), due to the combination of the relatively small BHmasses, and
hence low accretion rates, which, by construction, are capped at the Eddington rate, and typically
high NH at that early cosmic time in this simulation. The existence of bright QSOs at z ≈ 7.5
(e.g., Bañados et al., 2018; Wang et al., 2021b) requires different physical conditions for the
SMBH formation and mass growth from those adopted in the considered simulations.12 Future
numerical simulations may explore such conditions as viable ways to reconcile the expected and
observed properties of z > 7 AGN. Non-mutually exclusive possibilities are:
(a) different BH seeding mechanisms, that is, bright and massive QSOs discovered at z ≈ 7.5
may be grown from more massive BH seeds or have been seeded at earlier redshift than the
SMBHs in the simulations.
(b) Sustained periods of super-Eddington accretion at z > 7.5, whereas in the simulations the
SMBH accretion rate is capped at the Eddington limit.
(c) Mass accretion characterized by a lower radiative efficiency than the value used in the sim-
ulations (i.e., εr = 0.1). In this case, the mass that is not converted into radiation contributes to

12As mentioned in Section 9.2.2, cosmic variance may affect our conclusions, as the simulations focus on a
single cosmic region at high redshift.
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the growth of SMBH, which can reach higher masses than those found in simulations at a given
time. For instance, Davies et al. (2019) report observational evidence for possible low radiation
efficiency (εr ≈ 0.001) in high-redshift QSOs.
(d) High-redshift AGN typically reside in regions which are evenmore overdense than that inves-
tigated in the Barai et al. (2018) simulations, thus favouring the formation of SMBHs at earlier
epochs. However, this possibility would arguably make the discrepancy between the observed
and expected number of multiple X-ray detected AGN on small scales even worse. In addition,
observational studies return contradictory results on the typical large-scale environment of high-
redshift AGN (e.g., Ota et al., 2018; Mazzucchelli et al., 2019; Mignoli et al., 2020; Overzier,
2021).

The analysis that we have performed demonstrates that the comparison between several ob-
servable properties of AGN predicted by the Barai et al. (2018) simulations and the observational
results, including both the properties of the individual galaxies and the environment, can help us
to validate the recipes and assumptions adopted in numerical simulations. In particular, we found
that AGN in the considered simulations match the gas radial distributions and apparent UVmag-
nitudes of high-redshift QSOs. In addition, the same set of simulations has been demonstrated
to reproduce well a number of physical properties of z > 6 QSOs, such as dust properties (Di
Mascia et al., 2021b), multi-wavelength spectral energy distribution (Di Mascia et al., 2021a),
and the number of UV-detected and [C II]-detected satellite galaxies (Zana et al., 2022).

However, we also found that the predicted number of X-ray detectable satellite AGN located
over small scales around luminous high-redshift QSOs both in the AGNcone and AGNsphere
simulations does not agree with the observational results. This observable is relatively easy to
estimate from simulations as it depends primarily on the BH accretion rate only, once a suitable
conversion to X-ray luminosity is assumed. Moreover, gas and dust absorption does not affect
significantly the observed X-ray emission from high-redshift AGN, as opposed to UV emission,
up to high column densities (log NH

cm−2 ≈ 23.5− 24.0; see Section 9.4.1 and Section 9.4.3).
The mismatch between the number of multiple X-ray detected AGN on small scales between

simulations and observations may be related to numerical issues and physical prescriptions. In
particular, the simplistic BH seeding recipe implemented in the considered simulations (i.e., a
105 M� BH is placed in the centre of a galaxy when this reaches a givenmass threshold) naturally
leads to the formation of a large number of SMBHs, that would appear as bright AGN at later
cosmic times. Similar seeding recipies have been commonly adopted by most cosmological
simulations (e.g., Costa et al. 2014a, Di Matteo et al. 2017, Barai et al. 2018, Smidt et al. 2018,
Lupi et al. 2019, Valentini et al. 2021), and typically mimic the “heavy seed" formation channel
for SMBHs (e.g., Lodato & Natarajan, 2006; Ferrara et al., 2014). However, theoretical models
of “heavy seed" formation require stringent physical conditions on, e.g., metallicity, physical
state of the gas, ad radiation fields (e.g., Ferrara et al., 2014). Accounting for such conditions
in cosmological simulations is particularly difficult, but would reduce the number of formed
SMBHs, and thus the discrepancy with observational results.

Another possibility is that observed QSOs at high redshift do not reside in regions as dense
as those probed in the analysed simulations (but see, e.g., Zana et al. 2022). In this case, the
formation of multiple SMBHs is expected to be hindered, helping us reconcile the expected
number of X-ray sources with observational results. In addition, we would also expect to form
less massive BHs, with direct consequences on the observational expectations discussed in this
Chapter, as the BH mass is tightly linked with the maximum accretion rate, and thus AGN lumi-
nosity and feedback strength. Qualitatively, we would expect to derive fainter rest-frame UV and
X-ray fluxes, weaker feedback, and, as a consequence (see Fig. 9.6), more compact gas reser-
voirs (i.e., similar to the noAGN case) than the values discussed in Section 9.4.2, Section 9.4.3,
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and Section 9.5. Future X-ray facilities will provide us with the required sensitivity and angular
resolution to investigate the presence of multiple faint AGN around bright high-redshift QSOs
down to unprecedented flux limits (see Section 9.5.3).

9.7 Summary and conclusions
We studied the observable properties of z = 6−10 bright AGN in a suite of zoom-in cosmolog-
ical simulations by Barai et al. (2018) characterized by the inclusion of AGN kinetic feedback
with either bi-conical (namely, AGNcone) and spherical (AGNsphere) outflow geometry. We
focused our investigation on the gas column density and size in the host galaxies, the AGN rest-
frame UV magnitude and X-ray fluxes, and the detectability of systems of multiple AGN over
a few kpc scale in the X-ray band. We compared these quantities with a control simulation
in which SMBHs are not seeded (i.e., noAGN), and observational results of z > 6 AGN. We
summarize our findings as follows.

• AGNcone produces three bright AGN that grow up to 5 × 108 < MBH < 5 × 109 M�
at z = 6. These objects are characterized by a steady increase of their accretion rate up
to ≈ 10 − 30 M� yr−1. Once such high values are reached (at z ≈ 6.5 − 7), the strong
AGN feedback prevents further increase of the accretion rate. This behaviour is linked
with the bi-conical geometry of the outflow, that allows steady infalling of material along
the equatorial directions, at least until the feedback grows strong enough to affect most of
the gas in the galaxy halo. In AGNsphere, the spherical geometry of the outflow affects
gas accretion already at low and moderate SMBH growth rate. For this reason, the two
bright AGN produced in AGNsphere reach lower values of BH masses (i.e., 2 × 108 <
MBH < 5× 108 M�) and accretion rates (Ṁ < 10 M� yr−1) than objects in AGNcone.

• AGN host galaxies in AGNsphere have gas column densities of NH ≈ 1023 cm−2 from
their formation up to z = 6.5− 7, when NH presents a remarkable drop due to the strong
AGN feedback. In fact, the NH in matched galaxies in noAGN continues to increase
during the entire considered redshift range. The brightest AGN in AGNsphere presents a
similar behaviour as those in AGNcone, although the NH is typically slightly lower. We
interpret this difference again as due to the assumed spherical symmetry of the outflow.
Instead, the second bright AGN in AGNsphere do not reach accretion rate sufficiently high
to significantly affect the gas in the host galaxy. Our findings are consistent with the upper
limits on NH recently reported for a set of z > 6 AGN observed in the X-rays.

• Kinetic feedback is required to match the gas extent reported for high-redshift QSOs (i.e.,
up to a few kpc). In fact, galaxies in noAGN present typical gas sizes of < 1 kpc, while
the extents of the gas reservoirs of AGN in AGNcone and AGNsphere increase up to the
observed values of a few kpc at z . 7. The exception is the second bright AGN in AGN-
sphere, due to its relatively low values of accretion rate.

• All AGN in the simulations would appear as obscured (i.e., NH > 1022 cm−2) along all
lines of sight (LOSs) at z > 7. These objects would be missed by currently employed UV-
based selection methods, which are heavily affected by dust extiction, and would require
observations in different bands (e.g., X-ray or infrared) to be unveiled. At later cosmic
times, a fraction of LOSs (up to ≈ 80%, depending on the specific AGN and redshift)
have NH < 1022 cm−2. These are the preferential directions along which known, UV-
selected z > 6 QSOs are observed.
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• Under simple, but reasonable, assumptions on the gas-to-dust mass scaling and dust dis-
tribution, we estimate the apparent UV magnitudes (m1450) of the AGN in the simulations
along different LOSs. We found that AGN in AGNcone have m1450 consistent with those
observed for real high-redshift QSOs (i.e., m1450 < 25) along . 50% of the LOSs at
z < 7. AGN in AGNsphere, instead, have fainter magnitudes, due to the lower instrinsic
luminosities, and, for the second AGN, the high extinction levels along most of the LOSs.
No AGN in the simulations can reproduce the observed UVmagnitudes of the few z ≈ 7.5
QSOs known to date, whose formation and accretion history are likely not well captured
by the prescriptions assumed in the simulations.

• The presence of multiple bright AGN over scales of a few kpc led us to investigate their
detectability in X-ray observations with Chandra, and to compare the results with real
observations of z > 6 QSOs. We found that the AGNcone run significantly overpredicts
the number of X-ray detectedmultiple AGN at high redshift. Instead, AGNsphere produces
AGN with lower rate of X-ray detection than typical values derived in relatively shallow
(i.e., 30 ks) observations, while it is consistent with the results obtained with longer (i.e.,
50 ks) observations.

These results demonstrate that the AGN in the considered simulations have physical properties
consistent with those of real QSOs for what the column density and extent of the gas in the host
galaxies and the UVmagnitudes are concerned. A bi-conical geometry for the outflow is favored
over a spherical geometry, as it reproduces AGN with the high luminosities and SMBH masses
observed for z = 6 − 7 QSOs. However, both simulations cannot explain the recent discovery
of luminous QSOs at z ≈ 7.5, which may have been formed at higher redshift than the assumed
seeding time in our simulations, or may have undergone extensive periods of super-Eddington
accretion.

Moreover, we showed that the number of multiple AGN detectable in X-ray band over few
kpc scales is the observable property that the considered simulations struggled the most to re-
produce. We propose that this issue can be due to the simplistic BH seeding methods generally
implemented in cosmological simulations, that do not account for the complex physics related
with the formation and rapid growth of massive BHs in the early Universe. Future X-ray ob-
servatories will provide us with the sensitivity required to investigate the possible presence of
multiple faint AGN satellites around luminous QSOs at high redshift.
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10Summary

The existence of supermassive black holes (SMBHs) powering bright quasars already during the
first Gyr of life of our Universe is one of the most important and fascinating puzzles in modern
Cosmology. The processes regulating their formation and growth are also profoundly interwoven
with the evolution of their host galaxies. Therefore, the study of early black holes is fundamental
in order to understand the evolution of galaxies across cosmic history. However, our knowledge
is limited by the data provided by current observational facilities, that are likely able to probe
just the tip of the iceberg of the whole black hole population at high redshift. Among many, the
following questions are still open:

• What are the physical properties of early SMBHs and their hosts?

• What are the spectral signatures of their progenitors?

• How did the AGN activity affect the host galaxy?

In this PhD Thesis, we tackled the aforementioned questions by exploiting two suites of
zoom-in cosmological hydrodynamic simulations, which follow the evolution of SMBHs and
their host galaxies under different prescriptions for the AGN feedback. In particular we anal-
yse a run with kinetic spherical feedback (AGNsphere), a run with kinetic bi-conical feedback
(AGNcone) and a run with thermal spherical feedback (AGNthermal). We then combined these
simulations with advanced radiative transfer calculations, performed with the code skirt, mak-
ing observational predictions for early SMBHs and exploring the contribution and the signatures
of AGN emission to the observed spectrum. Amulti-wavelength study of these objects, from the
Infrared (IR) band to the optical/UV and up to the X-ray wavelengths, allows us to explore dif-
ferent processes related with the intrinsic properties of this primeval objects, the gas distribution
around them, and the dust properties in early galaxies.

First, we parameterized the intrinsic AGN SED via a composite power-law Fλ ∝ λα con-
strained through observational and theoretical arguments, and we implement this model in a
customized version of the skirt code. We then investigated how different assumptions on dust
mass content (expressed in terms of the dust-to-metal ratios fd = 0.08 and fd = 0.3) affect the
observed spectral energy distributions (SEDs) of z ∼ 6 galaxies. We found that in the most mas-
sive galaxies (Md & 3× 107 M�) a large fraction (& 50%) of UV emission is obscured by dust,
with a significant scatter (up to a factor of ≈ 5) between different lines of sight (los), due to the
inhomogeneous distribution of dusty gas on scales & 100 pc. The simulated quasars reside in
complex, dust-rich merging systems, containing both multiple accreting SMBHs and star form-
ing galaxies. However, due to the strong dust absorption, many of the AGN can be undetected
in the optical/NIR and appear as SMG companions, consistently with recent ALMA data.
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We have also investigated the dust temperature in AGN hosts, finding that a clumpy, warm
(≈ 200− 300 K) dust component, coexists with a colder (≈ 50− 70 K) and more diffuse dusty
medium, heated by stars. In galaxies hosting the most-active AGN, this warm dust component
provides up to 50% of the total infrared luminosity, though constituting only a small fraction
(. 0.1%) of the overall mass content. The presence of warm dust is also imprinted in the galaxy
SEDs, with an increase of the flux in the MIR band. The enhanced MIR flux can be exploited by
future MIR facilities, like the proposed Origins Space Telescope (OST). We also compared our
synthetic SEDs with the sensitivity limits of OST, finding that both highly star forming galaxies
and bright quasars (MUV < −26) at high-z can be detected with high signal-to-noise ratios even
at this large distances. Finally, we found that the FIR/MIR flux ratio in star forming galaxies is
one order of magnitude higher with respect to AGN hosts, even in the case of low accretion rates
(ṀBH ∼ 3 M� yr−1). We predict that, by following up with OST galaxies already detected with
ALMA it will be possible to unveil faint and/or dust-obscured AGN, whose fraction is expected
to be large (> 85%) at high redshift.

Next, we used our numerical framework to investigate the reliability of the star formation
rates inferred for high redshift quasar-hosts, which are based on the assumption that the IR emis-
sion is dominated by dust-reprocessed stellar light. We performed multiple radiative transfer
computations to carefully isolate the contribution of AGN radiation, and we found that AGN
with Lbol & 1013 L� effectively heat the bulk of the dust in the interstellar medium (ISM) on
galaxy scales, and not only the dust on≈ 100 pc from their surrounding. By applying a calibra-
tion of the SFR − LTIR relation we find that the SFR tends to be overestimated by a factor of
≈ 3 (≈ 30) for Lbol ≈ 1012 L� (Lbol ≈ 1013 L�). Our results suggest that the SFR in all the
high-z quasar-hosts might be over-estimated by at least an order of magnitude.

Next, we focused on the optical/UV portion of the spectra, in order to study the dust proper-
ties in z ∼ 6 quasars. Our main goal have been to investigate whether extinction curves such as
those found in the the Small Magellanic Cloud (SMC) or in the Milky Way (MW) can explain
multi-wavelength observations of high-redshift quasars spectra. We first examined the effects of
relative dust-sources geometry on the synthetic attenuation curves, finding that AGN feedback
lead to steeper attenuation curves with higher los-to-los variations with respect to galaxies not
experiencing AGN feedback. We provide an analytical model that relates the steepness of the
attenuation curve with the V-band optical depth, finding that the attenuation curves tend to be
flat with high dust optical depths. The steepness of attenuation curves in presence of AGN feed-
back is ultimately determined by gas distribution affected by AGN activity, as powerful outflows
remove gas from the central regions, reducing the overall column densities.

We then compared the synthetic SEDs produced from the AGNcone run, which has the in-
trinsically brightest AGN (MUV . −26), with multi-wavelength data of a sample of bright z ∼ 6
quasars with comparable UV magnitudes (−29 .MUV . −26). Among the twenty different
RTmodels implemented, the ones favoured by aχ2-analysis have a grain size distribution lacking
grains with sizes a < amin = 0.1 µm. This grain size distribution is needed in order to reconcile
the synthetic SEDs with the optical/UV data. The attenuation curves inferred for these models
are close to flat and consistent with recent analysis of 3.9 ≤ z ≤ 6.4 reddened quasars. Therefore
we caution toward the applicability of local extinction laws (e.g SMC or MW) in high-z quasar-
hosts when interpreting observations. The dominance of large grains in AGN-hosts might either
indicate efficient selective dust destruction processes in place in AGN-environments, or alterna-
tive dust-formation and evolution mechanisms, such as supernova origin or efficient coagulation
of small grains into larger ones.

Finally, we focused on the high-energy spectrum, by investigating the gas column density
and size in the host galaxies, the AGN rest-frame UV magnitude and X-ray fluxes, and the de-
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tectability of systems ofmultiple AGNover a few kpc scale in theX-ray band. First, we found that
bi-conical feedback allows steady infalling of material along the equatorial directions, whereas
a spherical geometry of the outflow affects gas accretion already at low and moderate SMBH
growth rate. Overall, kinetic feedback is required to match the gas extent reported for high-
redshift QSOs (i.e., up to a few kpc). The gas column density is found to evolve with redshift:
all AGN in the simulations would appear as obscured (i.e., NH > 1022 cm−2) along all lines of
sight at z > 7. At later cosmic times, a fraction of los (up to ≈ 80%, depending on the specific
AGN and redshift) have NH < 1022 cm−2. These are the preferential directions along which
known, UV-selected z > 6 QSOs are observed.

We made use of the computed column densities to estimate the apparent UV magnitudes
(m1450) of the AGN in the simulations along different los. We find that AGN in AGNcone have
m1450 consistent with those observed for real high-redshift QSOs (i.e.,m1450 < 25) along. 50%
of the LOSs at z < 7. Instead, in AGNsphere, they have fainter magnitudes, either due to the
lower instrinsic luminosities, or to high extinction levels along most of the LOSs. These results
demonstrate that the AGN in the considered simulations have physical properties consistent with
those of real QSOs for what the column density and extent of the gas in the host galaxies and the
UVmagnitudes are concerned. A bi-conical geometry for the outflow is favored over a spherical
geometry, as it reproduces AGN with the high luminosities and SMBH masses observed for
z = 6 − 7 QSOs. However, both simulations cannot explain the recent discovery of luminous
QSOs at z ≈ 7.5, which may have been formed at higher redshift than the assumed seeding time
in our simulations, or may have undergone extensive periods of super-Eddington accretion.

Finally, we investigated their detectability in X-ray observations with Chandra, and compare
the results with real observations of z > 6 QSOs. We found that the AGNcone run significantly
overpredicts the number of X-ray detected multiple AGN at high redshift. Instead, AGNsphere
produces AGNwith lower rate of X-ray detection than typical values derived in relatively shallow
(i.e., 30 ks) observations, while it is consistent with the results obtained with longer (i.e., 50
ks) observations. We propose that this issue can be due to the simplistic BH seeding methods
generally implemented in cosmological simulations, that do not account for the complex physics
related with the formation and rapid growth of massive BHs in the early Universe.

Overall, the work presented in this Thesis represents few steps towards a better understanding
of SMBHs at high-redshift and in answering the open questions we highlighted above:

• What are the physical properties of early SMBHs and their hosts? The simulations adopted
in our work suggest that SMBHs at z > 6 are characterized by very high accretion rates
(& 10 M� yr−1) and bolometric luminosities (& 1013 L�). However, they are obscured
by high column densities (NH > 1022 cm−2) for the majority of their lifetimes, and only
at z < 7 they become unobscured along most of the lines of sight. Moreover, we find the
ISM dust in their hosts to be be dominated by large grains with sizes a & 0.1 µm. This
results in their attenuation curves to be grey, consistently with recent data.

• What are the spectral signatures of their progenitors? The complex gas distribution in
early galaxies results in large variations of the UV radiation with the line of sight, with
some systems that can appear completely UV-obscured by dust absorption. However, we
predict them to be very bright at MIR wavelengths, due to the presence of a warm dust
component in their surroundings.

• How did the AGN activity affect the host galaxy? We find AGN to suppress the star forma-
tion rate in their host galaxy via kinetic feedback. Feedback is also responsible of reducing
the gas column density at later times, clearing lines of sight from dust obscuration. On
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the other hand, AGN radiation heats the dust in the host galaxy, increasing the overall flux
in the IR. As a result, we caution that the SFR of the host galaxy measured from its IR
emission can be over-estimated by over an order of magnitude.

New and planned science missions, such as the recently-launched James Webb Space Tele-
scope (JWST), Athena, AXIS, the Origin Space Telescope (OST), Roman and Euclid, planned to
operate in the next decades, will provide an invaluable amount of data related with the formation
and growth of the first BHs in the Universe. The work presented in this Thesis constitutes a first
step in order to make a bridge between the data of next generation telescopes and the predictions
from new and more sophisticated cosmological simulations. These objects would be missed by
currently employed UV-based selection methods, which are heavily affected by dust extinction,
and would require observations in different bands (e.g., X-ray or infrared) to be unveiled.

In particular, we highlight the importance of a new generation of MIR and X-ray telescopes,
in order to unveil dust-obscured and faint AGN. These objects would be missed by currently em-
ployed UV-based selection methods, which are heavily affected by dust extinction, and would
require observations in different bands (e.g., X-ray or infrared) to be unveiled. This will signif-
icantly increase the population of known z > 6 SMBHs and help to understand the processes
regulating their growth. Future X-ray observatories will provide us with the sensitivity required
to investigate the possible presence of multiple faint AGN satellites around luminous QSOs at
high redshift. The upcoming James Webb Space Telescope (JWST) will significantly improve
current rest-frame optical/NIR data with deeper observations and it will provide us with high-
resolution spectra, effectively probing the spectral region more sensitive to dust attenuation with
an unprecedented sensitivity. This will drive a significant contribution in our understanding of
the dust origin in the early Universe.



ASupplementary material

A.1 Convergence of the dust grid

The dust content derived from the hydrodynamical simulations is distributed in an octree grid
with a maximum of 8 level of refinement, achieving a maximum resolution of ∼ 234 pc, as
described in Section 5.4. This spatial resolution is comparable with the resolution of the hy-
drodynamical simulations, i.e. ∼ 200 pc at z = 6. In this Section, we check if the number of
refinement levels adopted in our fiducial setup is sufficient to achieve converge of the results.
We perform three control simulations, in which the maximum refinement levels are 6, 7 and 9,
corresponding to a spatial resolution of 937 pc, 469 pc and 117 pc respectively. In Fig. A.1, we
show the SED plot for the AGNcone run, adopting fd = 0.08 and the fiducial AGN SED, for the
aforementioned values of the maximum refinement levels. The four SEDs mainly differ in the
MIR range (6 − 15 µm rest-frame). The MIR emission increases when increasing the number
of refinement levels, because dust around AGN, which is heated to the highest temperatures, is
better resolved. However, the variation between our fiducial model and the model at the highest
resolution is less than 30% in the MIR band, thus we conclude that the spatial resolution of the
dust grid adopted in our calculations is sufficient to achieve reasonable numerical convergence.

FigureA.1: Spectral EnergyDistribution of theAGNcone run (fd = 0.08, fiducial AGNSED) for different numbers
of the maximum refinement levels: 6, 7, 8 (fiducial) and 9, corresponding to 937 pc, 469 pc, 234 pc (fiducial) and
117 pc, respectively.
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A.2 Dust thermal sputtering
We have assumed that dust grains with temperature above a given threshold (T > 106 K) are
destroyed by thermal sputtering (Draine & Salpeter, 1979; Tielens et al., 1994; Hirashita, 2015),
as commonly done in simulations (Liang et al., 2019; Ma et al., 2019). However, this dust de-
struction process may be inefficient in the proximity of AGN, because of grain charging (Tazaki
& Ichikawa, 2020; Tazaki et al., 2020). To quantify how this assumption affects our results we
re-run the AGNcone model with the lower dust content, i.e. fd = 0.08 (fifth row in Table 6.2),
after removing the threshold on the dust temperature. In this case, the mass of emitting dust is
a factor ∼ 2 higher with respect to the fiducial run (Md = 6 × 107 M�). In Fig. A.2 we com-
pare the SEDs obtained with fd = 0.08 and fd = 0.3 (red and brown lines, respectively) with
the model in which dust sputtering is ignored (grey line). The higher dust mass in the model
without dust sputtering increases both the attenuation in the UV and the re-emission in the FIR.
The resulting SED lies between the fd = 0.08 and fd = 0.3 model results, underlining that the
temperature threshold adopted does not affect significantly the main results of our work.

Figure A.2: Comparison of the SEDs of the AGNcone run, assuming fd = 0.08 (red), fd = 0.3 (brown) and
fd = 0.08 without dust sputtering (grey).

A.3 ṀBH −MUV relation
For a radiation efficiency εr = 0.1, the bolometric luminosity Lbol can be related to the BH
accretion rate as follows:

Lbol ≈ 1.5× 1012

(
ṀBH

M� yr−1

)
L�. (A.1)

Using the bolometric corrections reported in Table 5.2, we can convert the accretion rate into an
UV luminosity by multiplying the bolometric luminosity by a factor1 fUV = LUV/Lbol. Then,
we adopt the definition of the AB magnitude

mAB = −2.5 logFν − 48.6,

1In the case of the fiducial SED, fUV ≈ 0.29. The results are however very similar in the case of the UV-steep
SED.
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where Fν is in cgs units, and we expressMUV in terms of the product λLλ:

MUV = 89.9− 2.5 log

(
λLλ

erg s−1

)
, (A.2)

where2 ν and λLλ are evaluated at λ = 1450 A◦. By combining the previous equations we obtain:

MUV = −23.1− 2.5 log10

(
ṀBH

M� yr−1

)
. (A.3)

A.4 Dust properties at different redshifts
The analysis shown in Chapter 8 is focused on the snapshot at z = 6.3. In order to check that
the conclusion we derive are not sensitive to this particular choice, we also post-process the
snapshots at z = 6.2, 6.7, 7, exploring moments in the halo history, characterised by a different
AGN activity. In particular: at z = 7 a single AGN with ṀBH = 7 M� yr−1 is present; at
z = 6.7, an AGN with ṀBH = 16 M� yr−1 is in place, with other two much less active ones
with ṀBH . 2 M� yr−1; at z = 6.2, a very powerful AGN with ṀBH = 68 M� yr−1 dominate
the emission, with other two AGN accreting at ṀBH . 2 M� yr−1. In each of these snapshots
the intrinsic UV emission is provided mainly by a single source.

In Fig. A.3 we show the SEDs at these snapshots for a dust model with fd = 0.08 and an
SMC extinction curve (left panel) and for the best-fit model found in Section 8.4.1 (right panel).
We find that the SEDs produced with the former dust model fail to reproduce the UV data, as for
the snapshot at z = 6.3. Instead, the discrepancy with the observations is significantly reduced
for the best-fit model.

The models that do not agree well with the data have a lower intrinsic bolometric luminosity
with respect to the observations, suggesting that the mismatch is due to the fact that the observed
quasars are probably in a more active phase with respect to the AGN in the simulation at these
snapshots.

This analysis confirms that the need of less extinction at short wavelength is not special of
the snapshot at z = 6.3.

A.5 Collection of high-redshift quasars
In the work presented in this Thesis, we compare the results of our model with multi-wavelength
(NIR to FIR) observations of z ∼ 6 bright (−29 .MUV . −26) quasars. The objects used for
this comparison are shown in Table A.1 below.

2In this expression we do not include k-corrections for the distance modulus (µ) calculations. At z = 6.3, the
difference between µ and the k-corrected one µk is µ = µk + 2.1.
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source z MUV Reference

J1030+0524 6.31 -27.12 [1-2,8]
J1048+4637 6.23 -27.60 [1-2,8]
J1148+5251 6.43 -27.85 [1-8]
J1306+0356 6.03 -26.76 [1-2,8-9]
J1602+4228 6.07 -26.85 [1-2,8]
J1623+3112 6.25 -26.71 [1-2,8]
J1630+4012 6.07 -26.16 [1-2,8]
J0353+0104 6.07 -26.56 [8]
J0818+1722 6.00 -27.44 [8]
J0842+1218 6.08 -26.85 [8,9]
J1137+3549 6.01 -27.15 [8]
J1250+3130 6.13 -27.18 [8]
J1427+3312 6.12 -26.48 [8]
J2054-0005 6.04 -26.15 [8]
P007+04 6.00 -26.58 [9]
P009-10 6.00 -26.50 [9]
J0142-3327 6.34 -27.76 [9]
P065-26 6.19 -27.21 [9]
P065-19 6.12 -26.57 [9]
J0454-4448 6.06 -26.41 [9]
P159-02 6.38 -26.74 [9]
J1048-0109 6.68 -25.96 [9]
J1148+0702 6.34 -26.43 [9]
J1207+0630 6.04 -26.57 [9]
P183+05 6.44 -26.99 [9]
P217-16 6.15 -26.89 [9]
J1509-1749 6.12 -27.09 [9]
P231-20 6.59 -27.14 [9]
P308-21 6.23 -26.30 [9]
J2211-3206 6.34 -26.65 [9]
J2318-3113 6.44 -26.06 [9]
J2318-3029 6.15 -26.16 [9]
P359-06 6.17 -26.74 [9]
J0100+2802 6.33 -29.30 [10]
P338+29 6.66 -26.01 [14]
J0305-3150 6.61 -26.13 [15]

Table A.1: Quasars used for the comparison with the prediction by our model. Columns indicate: (first) source
name, (second) redshift, (third) MUV and (fourth) references for the photometric data used in the comparison,
according to the legend. [1] Gallerani et al. (2010); [2] Juarez et al. (2009); [3] Walter et al. (2003); [4] Bertoldi
et al. (2003b); [5] Riechers et al. (2009); [6] Gallerani et al. (2014); [7] Stefan et al. (2015); [8] Leipski et al. (2014);
[9] Venemans et al. (2018); [10] (Wang et al., 2016); [11] (Venemans et al., 2012); [12] (Venemans et al., 2017b);
[13] (Willott et al., 2017); [14] (Mazzucchelli et al., 2017b); [15] (Venemans et al., 2016).
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Figure A.3: Comparison of the predicted SEDs with quasar observations for the snapshots at z = 6.2, 6.3, 6.7, 7
(with z = 6.3 being the snapshot analyzed in this work). The left panel shows the result obtained with a dust model
with fd = 0.08 and SMC extinction curve. The right panel refers to the best-fit model, characterised by fd = 0.15,
SMC extinction curve and minimum grain size amin = 0.1 µm. The quasar data shown refer to the sources in Table
A.1.
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