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Abstract We prove that if a linear group � ⊂ GLn(K ) over a field K of
characteristic zero is boundedly generated by semi-simple (diagonalizable)
elements then it is virtually solvable. As a consequence, one obtains that infi-
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groups over number fields are never boundedly generated. Our proof relies
on Laurent’s theorem from Diophantine geometry and properties of generic
elements.
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1 Introduction

An abstract group � has the property of bounded generation (BG) if there
exist elements γ1, . . . , γr ∈ � (not necessarily distinct) such that

� = 〈γ1〉 · · · 〈γr 〉, (BG)

where 〈γ 〉 denotes the cyclic subgroup of� generated by an element γ ∈ �. (In
this case, we also say that � is boundedly generated by γ1, . . . , γr .) Obvi-
ously, every group satisfying (BG) is finitely generated. Conversely, every
finitely generated (virtually) abelian, or more generally (virtually) nilpotent,
group has bounded generation - note that such a group is also linear. On the
other hand, the fact that there exist non-virtually solvable linear groups hav-
ing (BG) is rather nontrivial. Historically, the first examples emerged as a
consequence of the result of D. Carter and G. Keller [6] that for any n ≥ 3
and any ring O of algebraic integers, every unimodular (n × n)-matrix with
entries in O is a product of a bounded number (with a bound depending on
n and the discriminant of O) of elementary matrices over O. Indeed, this fact
immediately implies the existence for � = SLn(O) of a presentation (BG)
in which the γi ’s are suitable elementary (in particular, unipotent) matrices.
Although SL2(O) does not have (BG) when O is either Z or the ring of inte-
gers of an imaginary quadratic field1, it does have (BG) in all other arithmetic
situations, i.e. when O is the ring of S-integers of a number field with infinite
unit group O×. Again, this is derived from the fact that in the situation at
hand every matrix in SL2(O) is a product of at most 9 elementary matrices
[23], and then the resulting presentation (BG) involves a mix of unipotent
and semi-simple (diagonalizable) matrices, with the unipotent ones definitely
present. The result of [6] was extended by O.I. Tavgen [40] to all Chevalley
groups of rank > 1, and also to most quasi-split groups. Bounded generation
of S-arithmetic subgroups in isotropic, but not necessarily quasi-split, orthog-
onal groups of quadratic forms over number fields was established (under
some natural assumptions) in [9]. These (and some other) results generated
the expectation that higher rank S-arithmetic subgroups of absolutely almost
simple algebraic groups over number fields should have (BG).

To put this problem into perspective,we recall thatwhile being a purely com-
binatorial property of groups, bounded generation has a number of interesting
consequences and applications in different areas. First, a group having (BG) in
which every finite index subgroup has finite abelianization is SS-rigid, i.e. has
only finitely many inequivalent completely reducible complex representations
in each dimension [26, Appendix A]. Second, it was shown in [20] and [25]

1 This follows from the fact that the group SL2(O) is virtually free in the first case and virtually
has a nonabelian free quotient in the second [16].
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that S-arithmetic subgroups of absolutely almost simple algebraic groups that
have (BG) under some natural assumptions possess the congruence subgroup
property in the sense that the corresponding congruence kernel is finite. Third,
property (BG) played a crucial role in the proof of the Margulis-Zimmer con-
jecture on commensurated subgroups for higher rank S-arithmetic subgroups
of Chevalley groups [39], estimation of Kazhdan constants [17], [38] and other
situations. For the sake of completeness, we also mention that the natural ana-
log of (BG) is of significance in the theory of profinite groups; in particular,
the pro-p groups with bounded generation are precisely the p-adic analytic
groups [8]. Thus, bounded generation has long been regarded as an abstract
property that can potentially provide a uniform approach to some important
problems for S-arithmetic subgroups including Serre’s congruence subgroup
and the Margulis-Zimmer conjecture, and also explain some rigidity phenom-
ena. This would be particularly valuable in the anisotropic case where many
results involving arithmetic groups often rely on ad hoc techniques. We recall
that a semi-simple algebraic group G over a field K of characteristic zero is
K -anisotropic (i.e., has K -rank zero) if and only if the group G(K ) contains
no nontrivial unipotent elements [4], hence consists entirely of semi-simple
elements. Building on this characterization, we will call anisotropic any sub-
group � ⊂ GLn(K ) (in other words, any linear group) that contains only
semi-simple elements. It should be noted that while quite a few examples
of S-arithmetic subgroups of absolutely almost simple algebraic groups that
possess (BG) have been found over the years, none of these was anisotropic,
which brings us to the following.

Question A. Can (BG) possibly hold for an infinite S-arithmetic subgroup of
an anisotropic absolutely almost simple algebraic group?

To approach this question, one may first try to re-examine the nature of
presentations (BG) that arise in the known examples of boundedly generated
groups. As we pointed out above, in the presentations (BG) for SLn , n ≥ 2,
over the rings of algebraic S-integers in appropriate situations that are derived
from bounded generation of these groups by elementary matrices, some or
even all elements γi are unipotent. So, one may wonder if in these (or some
other) examples one can produce a presentation (BG) with all the γi ’s being
semi-simple – in which case we would say that � is boundedly generated by
semi-simple elements. Along these lines, one can ask the following general
question which in a way subsumes Question A.

Question A. Which linear groups are boundedly generated by semi-simple
elements?

The goal of this paper is to give, in the case of arbitrary linear groups
over a field of characteristic zero, a powerful necessary condition for bounded
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generation by semi-simple elements. This condition, in particular, leads to a
negative answer to Question A.

Theorem 1.1 Let � ⊂ GLn(K ) be a linear group over a field K of charac-
teristic zero, which is not virtually solvable. Then in any possible presentation
(BG) for � at least two of the elements γi must be non-semi-simple. In partic-
ular, a linear group over a field of characteristic zero boundedly generated by
semi-simple elements is virtually solvable.

There exist virtually solvable finitely generated linear groups that do not
admit bounded generation by any elements - semi-simple or not (see Example
6.1), soTheorem1.1 isnot a criterion.However, it yields the following criterion
in the case of anisotropic groups.

Corollary 1.2 An anisotropic linear group � ⊂ GLn(K ) over a field of char-
acteristic zero has (BG) if and only if it is finitely generated and virtually
abelian.

To formulate our result for S-arithmetic groups, we need to introduce one
additional notation. Let G be a linear algebraic group defined over a number
field K , and let S be a finite set of valuations of K containing all archimedean
ones. We set

GS :=
∏

v∈S
G(Kv),

where Kv denotes the completion of K with respect to v, and recall that for
G semi-simple, the non-compactness of GS is equivalent to the fact that the
S-arithmetic subgroups of G are infinite (cf. [26, §5.4]).

Theorem 1.3 Let G be an algebraic group over a number field K , and let S
be a finite set of valuations of K containing all archimedean ones. Assume that
the quotient G◦/R of the connected component of G by its radical possesses
a K -defined semi-simple K -anisotropic normal subgroup H such that the
group HS is non-compact (which automatically holds if G◦ itself possesses
such a subgroup). Then the S-arithmetic subgroups of G are not boundedly
generated. In particular, infinite S-arithmetic subgroups of absolutely almost
simple K -anisotropic groups are not boundedly generated.

The notion of bounded generation has a profinite version. More precisely, a
profinite group� has the property of bounded generation (BG)pr as a profinite
group if there exist elements δ1, . . . , δr ∈ � (not necessarily distinct) such
that

� = 〈δ1〉 · · · 〈δr 〉,
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where 〈δi 〉 is the closure of the cyclic subgroup generated by δi . If a (discrete)
group � has property (BG), i.e. admits a factorization (BG) as above, then its
profinite completion �̂ inherits the following factorization

�̂ = 〈γ1〉 · · · 〈γr 〉,
and hence has property (BG)pr of bounded generation as a profinite group. The
question ofwhether the converse is true, i.e.whether (BG)pr for �̂ implies (BG)

for �, remained open for a long time. Combining Theorem 1.3 with the known
results on the congruence subgroup problem, one obtains the negative answer
to this question.

Corollary 1.4 There exist residually finite finitely generated groups � that do
not have property (BG) of bounded generation but whose profinite completion
�̂ does have property (BG)pr of bounded generation as a profinite group.

(We note that our construction produces such groups � that are actually
S-arithmetic subgroups of absolutely almost simple algebraic groups defined
over number fields where S is a finite set of valuations of the base field con-
taining all archimedean ones.)

Now, wewould like to make a remark about themethods used to prove these
results. One general technique that has been used to show that various groups,
including free amalgamated products and HNN-extensions subject to certain
conditions2, lattices in rank one groups etc., do not have bounded generation
involves bounded cohomology, cf. [11–15]. More precisely, one observes that
if a group is boundedly generated then its second bounded cohomology is a
finite-dimensional real vector space, and then disproves bounded generation by
showing that in the cases of interest this space is actually infinite dimensional.
Unfortunately, this approach cannot be used to show the absence of bounded
generation in the higher rank S-arithmetic subgroups of anisotropic abso-
lutely almost simple algebraic groups as for these groups the second bounded
cohomology vanishes [5]. Instead, our method hinges on the results from Dio-
phantine geometry (more specifically, Laurent’s theorem—see Theorem 4.2
below) and uses the existence of generic elements in Zariski-dense subgroups
[27–29]. The application of these techniques, particularly in such combination,
in the context of group theory appears to be novel, so it would be interesting
to see whether these can be employed to tackle some other group-theoretic
problems.

Finally, bounded generation of SLn(O) by elementaries over the ring O of
S-integers of a number field when either n ≥ 3 or n = 2 and the group of
units O× is infinite can be used to construct a polynomial parametrization

2 See Sect. 6 for a precise formulation in the case of free amalgamated products.
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of SLn(O) in those cases. This means that there exists a polynomial matrix
A(x1, . . . , xr ) ∈ SLn(Z[x1, . . . , xr ]) such that the values A(a1, . . . , ar ) with
ai ∈ O fill up all of SLn(O). It is rather remarkable, however, that a polynomial
parametrization of SL2(O) exists even when the group does not have bounded
generation, i.e. when O is either Z or the ring of integers of an imaginary
quadratic field - see [19], [41]. Likewise, bounded generation of SLn(O) by
semi-simple elements would give its parametrization by purely exponential
polynomials. Since now we know that bounded generation of this group by
semi-simples is impossible, it would be interesting to determine if SLn(O)

in all or at least some cases can still be parametrized by purely exponential
polynomials.

The structure of the paper is the following. In Sect. 2, we show that it is
enough to prove Theorem 1.1 for a subgroup � ⊂ GLn(K ) where K is a
number field. In Sect. 3 we recall a result on the existence of generic elements
in Zariski-dense subgroups and derive consequences needed for our argument.
In Sect. 4, we use Laurent’s theorem to establish a key statement about finite
product of cyclic subgroups in GLn(K ) (where K is a number field) gener-
ated by elements which are semi-simple with one possible exception – see
Theorem 4.1. We then prove Theorems 1.1, 1.3 and Corollaries 1.2 and 1.4 in
Sect. 5. Finally, in Sect. 6 we give an example of a finitely generated linear
solvable group without (BG), make concluding remarks and formulate some
open problems.

2 A reduction to linear groups over number fields

The goal of this section is to reduce the proof of Theorem 1.1 to the case
of linear groups over number fields. The argument is based on the following
proposition that enables us to construct a suitable specialization.

Proposition 2.1 Let R be a finitely generated Q-algebra without zero divi-
sors. Given a non-virtually solvable subgroup � ⊂ GLn(R) and semi-simple
elements γ1, . . . , γr ∈ �, there exists a Q-algebra homomorphism θ : R → F
to a number field F such that for the corresponding group homomorphism
� : GLn(R) → GLn(F), the image �(�) is not a virtually solvable group
and each of the elements �(γ1), . . . , �(γr ) is semi-simple.

We note that similar statements but without the assertion of the semi-
simplicity of the images of the given semi-simple elements can be found in [10,
§3] and [21, Proposition 16.4.13]. For the proof we need the following lemma.
Given a group �, we let Dm(�) denote the m-th term of the derived series of
�, and for � ∈ N let �(�) denote the (normal) subgroup of � generated by the
�-th powers of its elements.
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Lemma 2.2 There exists � = �(n) ∈ N such that for any virtually solvable
subgroup � ⊂ GLn(E), where E is a field of characteristic zero, we have

Dn+1(�(�)) = {In}.

Proof We can assume without loss of generality that E is algebraically closed.
Let G be the Zariski-closure of�. Since� is virtually solvable, the connected
component G◦ is solvable, hence triangularizable by the Lie-Kolchin theorem
(cf. [3, Corollary 10.5]). It follows that

Dn(G◦) = {In}. (1)

On the other hand, according to Bass’s generalization of Jordan’s theorem [2,
Theorem 1], there exists j ∈ N depending only on n such that G/G◦ has
an abelian normal subgroup H of index at most j . Set � = j !. Then for the
canonical morphism f : G → G/G◦ we have

f (�(�)) = f (�)(�) ⊂ H,

and therefore f (D1(�(�))) = {e}, i.e. D1(�(�)) ⊂ G◦. Combining this with
(1), we obtain our claim. 	


Beginning the proof of Proposition 2.1, let us first show that

Dn+1(�(�)) �= {In}, (2)

where � = �(n) is the constant from Lemma 2.2. Assume the contrary, and let
G and H denote the Zariski-closures of � and �(�), respectively; clearly, H is
a normal subgroup of G. For the power map

μ : G → G, g �→ g�,

we have μ(�) ⊂ H , and therefore μ(G) ⊂ H . This means that the quotient
G/H is an algebraic group of the finite exponent �, hence finite since char E =
0. On the other hand, since Dn+1(�(�)) = {In}, the group H is solvable. This
means that the finite index subgroup�∩H ⊂ � is solvable,making� virtually
solvable. This contradicts our assumption proving (2).

According to (2), we can pick an element g ∈ Dn+1(�(�)) \ {In}, and let a
be any nonzero entry of thematrix g− In . Next, let L be the field of fractions of
R, and let fi (t) ∈ L[t] be the minimal polynomial of the matrix γi ∈ GLn(R).
Replacing R with a larger finitely generated Q-subalgebra R′ ⊂ L , we can
assume that fi ∈ R[t]. Since γi is semi-simple, the polynomial fi does not have
multiple roots, hence its discriminant di is �= 0. Set d = d1 · · · dr . Replacing
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R by the localization R
[ 1
ad

]
, we can assume that both a and d are invertible in

R. Letm be a maximal ideal of R. Since R is a finitely generated Q-algebra, it
follows from a version of Nullstellensatz (cf. [18, Ch. IX, Corollary 1.2]) that
F := R/m is a finite extension of Q. We will now show that the canonical
homomorphism θ : R → F is as required.

First, since a ∈ R×, we have θ(a) �= 0, and therefore �(g) �= In . Thus, for
� = �(�) we have

Dn+1(�(�)) = �(Dn+1(�(�))) �= {In},
which by Lemma 2.2 implies that � is not virtually solvable. Second, since
d ∈ R×, for each i = 1, . . . , r we have θ(di ) �= 0, which means that the
(monic) polynomial f̄i (t) ∈ F[t], obtained by applying θ to the coefficients of
fi , does not havemultiple roots. Since f̄i (�(γi )) = 0, theminimal polynomial
of the matrix �(γi ) does not have multiple roots either, implying that this
matrix is semi-simple, as required. �

Reduction 2.3 If the first assertion of Theorem 1.1 is valid for all subgroups
� ⊂ GLn(F) where F is a number field (i.e., every such subgroup that has
a presentation (BG) in which all elements γi , with one possible exception,
are semi-simple is necessarily virtually solvable) then it is also valid for all
subgroups � ⊂ GLn(K ) where K is any field of characteristic zero.

Indeed, assume that there is a non-virtually solvable subgroup� ⊂ GLn(K )

that admits a presentation (BG) in which all matrices γi , with one possible
exception, are semi-simple. Let R be theQ-subalgebra generated by the entries
of all the γi ’s and their inverses; clearly � ⊂ GLn(R). Then Proposition 2.1
yields a homomorphism θ : R → F to a number field F such that for the
correspondinghomomorphism� : GLn(R) → GLn(F), the group� = �(�)

is not virtually solvable and all matrices �(γ1), . . . , �(γr ), with one possible
exception, are semi-simple. Applying � to (BG), we obtain

� = 〈�(γ1)〉 · · · 〈�(γr )〉.
Then by our assumption � must be virtually solvable, which is not the case
by our construction. A contradiction, justifying the reduction.

3 On generic elements and their eigenvalues

The proof of Theorem 1.1 requires a result (see Proposition 3.5 below) stating
that given a finite set of elements in a linear group over a field of characteristic
zero whose Zariski-closure has semi-simple connected component, the group
always contains a semi-simple element with the eigenvalues multiplicatively
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independent from those of the given elements. This fact is interesting in its own
right, and its proof relies on the existence and properties of generic elements,
which we will now recall. (We refer the reader to [3] for the notions related to
the theory of algebraic groups.)

Let G be a semi-simple algebraic group over a field K , and let T be a max-
imal K -torus of G. The absolute Galois group G = Gal(K sep/K ) naturally
acts on the character group X (T ), and this action leaves the corresponding
root system 	 := 	(G, T ) invariant, yielding a (continuous) group homo-
morphism

ρT : G −→ Aut(	)

to the automorphism group of 	.

Definition 3.1 A maximal K -torus T is said to be generic over K (or K -
generic) if the image im ρT contains the Weyl group W (	) ⊂ Aut(	).
Furthermore, a regular semi-simple element γ ∈ G(K ) is K -generic if the
K -torus T := ZG(γ )◦ (“connected centralizer”) is generic over K .

We refer the reader to [28, §9] for a discussion of these notions. The following
existence theorem is proved in [27] (see also [28, Theorem 9.6]); its extension
to Zariski-dense subgroups of absolutely almost simple algebraic groups over
fields of positive characteristic is given in [29].

Theorem 3.2 Let G be a semi-simple algebraic group over a finitely generated
field K of characteristic zero3, and let � ⊂ G(K ) be a finitely generated
Zariski-dense subgroup. Then � contains a K -generic semi-simple element
without components of finite order.

Here the components of an element are understood in terms of the decom-
position G = G1 · · ·Gr as an almost direct product of absolutely almost
simple groups. We note that a K -generic regular semi-simple element without
components of finite order generates a Zariski-dense subgroup of a maximal
torus that contains it, making this torus unique, cf. [29, p. 22]. We also note
that

Lemma 3.3 Let G be a semi-simple algebraic group over a finitely generated
field K of characteristic zero, and let� ⊂ G(K ) be a finitely generated Zariski
dense subgroup. Then for any finitely generated extension L of K , there exists
a regular semi-simple element γ ∈ � without components of finite order that
satisfies the following condition: for the torus T := ZG(γ )◦ and any character
χ ∈ X (T ), the fact that χ(γ ) ∈ L× implies χ(γ ) = 1.

3 I.e., a finitely generated extension of Q.
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Proof Since L is itself a finitely generated field of characteristic zero, we
can use Theorem 3.2 to find a regular semi-simple element γ ∈ � without
components of finite order that is L-generic. Let T = ZG(γ )◦, and let χ ∈
X (T ) be a character such that χ(γ ) ∈ L×. Then for any σ ∈ Gal(L/L) we
have

(σ (χ))(γ ) = σ(χ(σ−1(γ ))) = χ(γ ).

As we observed earlier, the cyclic group 〈γ 〉 is Zariski-dense in T , so the
above equation yields σ(χ) = χ . On the other hand, the fact that T is L-
generic implies that X (T ) does not contain any nontrivial Gal(L/L)-fixed
elements. Thus, χ = 0 and χ(γ ) = 1. 	


For γ ∈ GLn(K ), we let 
(γ ) denote the subgroup of K
×
generated by all

eigenvalues of γ in K
×
. We observe that if γ lies in T (K ) for some K -torus

T ⊂ GLn , then
(γ ) coincides with the set of all valuesχ(γ ) of the characters
χ ∈ X (T ).

Definition 3.4 Let γ, γ1, . . . , γr ∈ GLn(K ). We say that the eigenvalues of
γ are multiplicatively independent from those of γ1, . . . , γr if


(γ ) ∩ [

(γ1) · · ·
(γr )

] = {1}. (3)

Proposition 3.5 Let � ⊂ GLn(K ) be a finitely generated linear group over
a field K of characteristic zero, and let G be its Zariski-closure. Assume
that the connected component G◦ is a nontrivial semi-simple group. Then for
any γ1, . . . , γr ∈ � there exists a semi-simple element γ ∈ � ∩ G◦ whose
eigenvalues are multiplicatively independent from those of γ1, . . . , γr and for
which the subgroup 
(γ ) is nontrivial and torsion-free.

Proof Since � is finitely generated, we can assume that the field K is also
finitely generated. By Selberg’s Lemma (cf. [31, 6.11]), we can choose a finite
index subgroup �′ ⊂ � ∩ G◦ which is neat, i.e. satisfies the property that for
any δ ∈ �′ the subgroup
(δ) is torsion-free; obviously, �′ is Zariski-dense in
G◦. Let L be the extension of K generated by the eigenvalues of γ1, . . . , γr ,
and let γ ∈ �′ be a regular semi-simple element provided by Lemma 3.3
for the group G◦. To show that this element is as required, we only need to
verify condition (3). However, any element x ∈ 
(γ ) ∩ [
(γ1) · · ·
(γr )]
can be written in the form χ(γ ) for some character χ of the maximal torus
ZG◦(γ )◦ and, on the other hand, belongs to 
(γ1) · · ·
(γr ) ⊂ L×. So, x = 1
by Lemma 3.3 completing the argument. 	

Remark 3.6 1. The assertion of Proposition 3.5 is false for virtually solvable
subgroups � ⊂ GLn(K ).
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2. Using the adjoint representation, it is not difficult to show that any lin-
ear group � ⊂ GLn(K ) over a field of characteristic zero with semi-simple
connected component of the Zariski-closure contains a finitely generated sub-
group having the same Zariski-closure as �. This observation enables one to
drop the assumption of finite generation of � in all statements of this section.

4 The key matrix statement

The main results of the paper will be derived in Sect. 5 from the following
more general statement that treats bounded generation by individual matrices
without any reference to linear groups.

Theorem 4.1 Assume that thematrices γ1, . . . , γr ∈ GLn(Q), with one possi-
ble exception, are semi-simple. Then for any semi-simple matrix γ ∈ GLn(Q)

that has an eigenvalue λ ∈ Q
×

which is not a root of unity and for
which 〈λ〉 ∩ [
(γ1) . . . 
(γr )] = {1} (cf. Definition 3.4), the intersection
〈γ 〉 ∩ 〈γ1〉 · · · 〈γr 〉 is finite. In particular, 〈γ 〉 �⊂ 〈γ1〉 · · · 〈γr 〉.
4A. Laurent’s theorem and one application. The proof of Theorem 4.1
critically depends on the following result from Diophantine geometry – see
[7, Theorem 2.7].

Theorem 4.2 (Laurent’s theorem) Let � be a finitely generated subgroup of
(Q

×
)N for some N > 0, and let � ⊂ � be a subset. Then the Zariski closure

of � in the torus T = (Gm)N is a finite union of translates of algebraic
subgroups of T .

We will now establish the following important application of Laurent’s
theorem.

Proposition 4.3 Suppose we are given a polynomial f (x, x1, . . . , xd) ∈
Q[x, x1, . . . , xd ] and algebraic numbers μ, μ1, . . . , μd ∈ Q

×
, with μ not

a root of unity. Assume that

〈μ〉 ∩ 〈μ1, . . . , μd〉 = {1}.

Then the set M of integers m ∈ Z such that there exist a1(m), . . . , ad(m) ∈ Z

for which

f
(
μm, μ

a1(m)
1 , . . . , μ

ad (m)
d

)
= 0 and f

(
x, μa1(m), . . . , μ

ad (m)
d

)
is non-constant,

is finite.
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Proof For each m ∈ M we fix a d-tuple (a1(m), . . . , ad(m)) ∈ Z
d as in the

above description of M . Let N = 1+d and T = (Gm)N be an N -dimensional
Q-split torus, the coordinate functions on which will be denoted x, x1, . . . , xd .
Furthermore, we let� denote the subgroup 〈μ〉×〈μ1〉×· · ·×〈μd〉 of T (Q) =
(Q

×
)N ; clearly,� is finitely generated. Consider the subset� ⊂ � consisting

of the elements σ(m) :=
(
μm, μ

a1(m)
1 , . . . , μ

ad (m)
d

)
for m ∈ M . By Laurent’s

Theorem 4.2, the Zariski-closure � of � in T is of the form

� =
b⋃

�=1

s�T� (4)

for some s� ∈ T (Q) and some algebraic subgroups T� of T for � = 1, . . . , b.
Wemay assume that this decomposition of� is minimal, i.e. none of the cosets
can be dropped.

Lemma 4.4 None of the subgroups T� is of the form Gm × T ′
� for some alge-

braic subgroup T ′
� of (Gm)N−1 (last (N − 1) components).

Proof By construction, the polynomial f (x, x1, . . . , xd) vanishes on�, hence
also vanishes on �. In particular, it vanishes on each coset s�T�. Suppose that
for some � ∈ {1, . . . , b} we have T� = Gm × T ′

� . Then

s�T� = Gm × (s′
�T

′
�), (5)

where s′
� is the projection of s� to (Gm)N−1. The minimality of (4) implies

that s�T� contains an element
(
μm, μ

a1(m)
1 , . . . , μ

ad (m)
d

)
∈ �. Due to (5), this

means that f vanishes on Gm ×
{(

μ
a1(m)
1 , . . . , μ

ad (m)
d

)}
. But this is impos-

sible since by our assumption the polynomial f
(
x, μa1(m)

1 , . . . , μ
ad (m)
d

)
is

nonconstant. 	

Now, ifM is infinite, then by the pigeonhole principle, one canfindm1,m2 ∈

M , m1 �= m2, such that the elements σ(m1) and σ(m2) belong to the same
coset s�T�. Then

σ(m2)σ (m1)
−1 =

(
μm2−m1, μ

a1(m2)−a1(m1)
1 , . . . , μ

ad (m1)−ad (m2)
d

)
(6)

belongs to T�. According to [3, Ch. III, 8.2], the subgroup T� is the intersection
of the kernels of all characters of T that vanish on it. Writing a character
χ ∈ X (T ) as

χ(x, x1, . . . , xd) = xkxk11 · · · xkdd , (7)
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we observe that if k = 0 then ker χ is of the form Gm ×T ′. So, it follows from
Lemma 4.4 that there exists a character χ ∈ X (T ) that vanishes on T� and
for which in the corresponding presentation (7) we have k �= 0. Furthermore,
since σ(m2)σ (m1)

−1 ∈ T�, it follows from (6) that

μk(m2−m1) ∈ 〈μ1, . . . , μd〉.
We obtain a contradiction completing thereby the proof of Proposition 4.3. 	

4B. The two cases in the proof of Theorem 4.1. To prove the theorem, it is
enough to consider the following two cases.
Case 1. All elements γ1, . . . , γr are semi-simple.
Case 2. For some s ∈ {1, . . . , r}, the elements γ1, . . . , γs−1, γs+1, . . . γr are
semi-simple and the element γs �= 1 is unipotent.

Indeed, in viewof the assumptionsmade in the statement ofTheorem4.1, the
only situation not covered by Case 1 is where among the elements γ1, . . . , γr
exactly one element, say γs (1 ≤ s ≤ r), is not semi-simple. The Jordan
decomposition γs = συ, where σ and υ are commuting matrices with σ

semi-simple and υ unipotent, leads to the inclusion

〈γ1〉 · · · 〈γr 〉 ⊂ 〈γ1〉 · · · 〈γs−1〉〈σ 〉〈υ〉〈γs+1〉 · · · 〈γr 〉.
Thus, it is enough to prove that under the assumptions made in Theorem 4.1,
the intersection

〈γ 〉 ∩ [〈γ1〉 · · · 〈γs−1〉〈σ 〉〈υ〉〈γs+1〉 · · · 〈γr 〉
]

is finite. On the other hand, we have 
(σ) = 
(γs) and 
(υ) = {1}, so the
assumption on λ in the theorem translates into

〈λ〉 ∩ [

(γ1) · · ·
(γs−1)
(σ)
(υ)
(γs+1) · · ·
(γr )

] = {1}.
Clearly, after re-labeling the elements γ1, . . . , γs−1, σ, υ, γs+1, . . . , γr pre-
cisely fit the situation considered in Case 2. Thus, the combination of Cases 1
and 2 covers all possibilities in Theorem 4.1.
4C. Proof of Theorem 4.1 in Case 1.As usual, we let diag(u1, . . . , un) denote
the diagonal matrix with diagonal entries u1, . . . , un . Since γ, γ1, . . . , γr are
semi-simple, there exist g, g1, . . . , gr ∈ GLn(Q) such that

g−1γ g = diag(λ1, . . . , λn) and g−1
i γi gi

= diag(λi1, . . . , λin) for i = 1, . . . , r.

Besides, we may assume that λ = λ1. We introduce d = rn indeterminates
x11, . . . , x1n, . . . , xr1, . . . , xrn , and let p(x11, . . . , xrn) ∈ Q[x11, . . . , xrn]
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denote the polynomial representing the (1, 1)-entry of the matrix

g−1 ·
[

r∏

i=1

(
gi · diag(xi1, . . . , xin) · g−1

i

)]
· g.

We set f (x, x11, . . . , xrn) = x − p(x11, . . . , xrn) observing that the polyno-
mial f (x, x011, . . . , x

0
rn) is non-constant for any x011, . . . , x

0
rn ∈ Q.

Now, let J = {m ∈ Z | γm ∈ 〈γ1〉 · · · 〈γr 〉 }. Then for each m ∈ J we can
make a choice of integers a1(m), . . . , ar (m) so that

γm = γ
a1(m)
1 · · · γ ar (m)

r ,

and consequently

λm = p
(
λ
a1(m)
11 , . . . , λ

a1(m)
1n , . . . , λ

ar (m)
r1 , . . . , λar (m)

rn

)
.

Then

f
(
λm, λ

a1(m)
11 , . . . , λar (m)

rm

)
= 0.

This means that J is contained in the set M constructed in Proposition 4.3 for
the polynomial f and taking μ to be λ and μ1, . . . , μd to be λ11, . . . , λrn . We
note that then

〈μ1, . . . , μd〉 = 
(γ1) · · ·
(γr ).

It follows that the assumptions of Proposition 4.3 do hold in our situation, so
M is finite. Therefore, J is also finite, and our claim follows.
4D. Proof of Theorem 4.1 in Case 2. We now assume that the elements
γ1, . . . , γs−1, γs+1, . . . , γr are semi-simple and the element γs �= 1 is unipo-
tent. Again, we need to show that the set

J = {
m ∈ Z | γm ∈ 〈γ1〉 · · · 〈γr 〉

}

is finite. Emulating the construction in 4C, we find g, g1, . . . , gs−1, gs+1, . . . ,

gr ∈ GLn(Q) so that

g−1γ g = diag(λ1, . . . , λn) and g−1
i γi gi

= diag(λi1, . . . , λin) for i = 1, . . . , s − 1, s + 1, . . . , r,

where we may assume that λ = λ1. On the other hand, γs = In + ν where
ν �= 0 and νn = 0. Then by the binomial expansion, for any m ∈ Z we have
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γm
s =

n−1∑

k=0

(
m

k

)
νk where as usual

(
m

k

)
= m(m − 1) · · · (m − k + 1)

k! for k ≥ 1

and

(
m

0

)
= 1 for any m ∈ Z.

It follows that there exists an (n × n)-matrix A(z) with entries in Q[z] such
that γm

s = A(m) for all m ∈ Z. We now introduce the indeterminates xi j for
i ∈ {1, . . . , s − 1, s + 1, . . . , r} and j ∈ {1, . . . , n}. Then for any α, β ∈
{1, . . . , n} we let pαβ(xi j , z) denote the polynomial in Q[x11, . . . , xrn, z] that
represent the (α, β)-entry of the matrix

P(xi j , z) := g−1 ·
[
s−1∏

i=1

(
gi · diag(xi1, . . . , xin) · g−1

i

)
· A(z)·

r∏

i=s+1

(
gi · diag(xi1, . . . , xin) · g−1

i

)]
g.

Set q(x, xi j , z) := x − p11(xi j , z). For each m ∈ J we can fix
a1(m), . . . , ar (m) ∈ Z such that

γm = γ
a1(m)
1 · · · γ ar (m)

r .

Then for all m ∈ J we have

q
(
λm, λ

a1(m)
11 , . . . , λar (m)

rn , as(m)
)

= 0 (8)

Furthermore, since the matrix g−1γ g is diagonal, we in addition have

pαβ

(
λ
a1(m)
11 , . . . , λar (m)

rn , as(m)
)

= 0 whenever α �= β, (9)

for all m ∈ J . Assume that J is infinite. To obtain a contradiction, we will
eliminate z from the pair of polynomials q(x, xi j , z) and p̃αβ(xi j , z) for some
α �= β, where p̃αβ is a suitable truncation of pαβ , to generate a polynomial
f (x, xi j ) having the following property: the set M constructed in Proposition
4.3 for this f by taking μ = λ and μ1, . . . , μd to be λ11, . . . , λrn contains
an infinite subset J ′ ⊂ J . It will be obvious that the assumptions of the
proposition hold in our situation which will imply M is actually finite and
provide the required contradiction.
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We will now pick a suitable pair of indices α, β ∈ {1, . . . , n}, α �= β, and
construct a required truncation p̃αβ(xi j , z). For any such pair we write

pαβ(xi j , z) = ψ
αβ
tαβ

(xi j )z
tαβ + · · · + ψ

αβ
0 (xi j ) with ψ

αβ
k (xi j ) ∈ Q[xi j ],

and then for k = 1, . . . , tαβ set

�
αβ
k =

{
m ∈ J | ψ

αβ
k

(
λ
a1(m)
11 , . . . , λar (m)

rn

)
= 0

}
.

Lemma 4.5
⋂

α �=β

⎛

⎝
tαβ⋂

k=1

�
αβ
k

⎞

⎠ = ∅.

Proof Assume the contrary, and let m be an element of this intersection. Then

all off-diagonal entries of the matrix P(z) := P
(
λ
a1(m)
11 , . . . , λ

ar (m)
rn , z

)
are

independent of z. Thus, since

P(as(m)) = g−1 ·
(
γ
a1(m)
1 · · · γ as(m)

s · · · γ ar (m)
r

)
· g = g−1γmg

is diagonal, the matrix P(z) is diagonal for any z. In particular,

P(as(m) + 1) = g−1 ·
(
γ
a1(m)
1 · · · γ as(m)+1

s · · · γ ar (m)
r

)
· g

is diagonal. Then

P(as(m))−1P(as(m) + 1) =
(
γ
as+1(m)

s+1 · · · γ ar (m)
r g

)−1 ·
γs ·

(
γ
as+1(m)

s+1 · · · γ ar (m)
r g

)

is also diagonal, contradicting the fact that γs is a nontrivial unipotent matrix.
	


Thus,

J =
⋃

α �=β

⎛

⎝
tαβ⋃

k=1

J \ �
αβ
k

⎞

⎠ ,

so there exist α �= β and k ∈ {1, . . . , tαβ} such that J \ �
αβ
k is infinite. We

fix one such pair (α, β) and let t ≥ 1 be the largest integer ≤ tαβ for which
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J \ �
αβ
t is infinite. Since J \ �

αβ
k is finite for t < k ≤ tαβ , the set

J ′ :=
(
J \ �

αβ
t

) ⋂
⎛

⎝
tαβ⋂

k=t+1

�
αβ
k

⎞

⎠

is still infinite. Let

p̃αβ(xi j , z) = ψ
αβ
t (xi j )z

t + · · · + ψ
αβ
0 (xi j ).

It follows from (9) and our construction that for all m ∈ J ′ we have

p̃αβ

(
λ
a1(m)
11 , . . . , λar (m)

rn , as(m)
)

= 0 and ψ
αβ
t

(
λ
a1(m)
11 , . . . , λar (m)

rn

)
�= 0.

(10)

Let p11(xi j , z) = φe(xi j )ze + · · · + φ0(xi j ) (this polynomial was denoted
p in the proof of Case 1) so that

q(x, xi j , z) = −φe(xi j )z
e − · · · − φ1(xi j )z + (x − φ0(xi j )).

Referring to [18, Ch. IV, §8] for the basic facts about resultants, we consider
the resultant of the polynomials q and p̃αβ with respect to the variable z:

We will view Rz(q, p̃αβ) as a polynomial f (x, xi j ) ∈ Q[x, xi j ]. It is easy
to see that degx f = t and the coefficient of xt is ±[ψαβ

t (xi j )]e. It follows
from (8) and (10) that for any m ∈ J ′ the polynomials

q
(
λm, λ

a1(m)
11 , . . . , λar (m)

rn , z
)

and p̃αβ

(
λ
a1(m)
11 , . . . , λar (m)

rn , z
)
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have a common root z = as(m), implying that

f
(
λm, λ

a1(m)
11 , . . . , λar (m)

rn

)
= 0

(cf. [18, Ch. IV, Prop. 8.1]). It also follows from (10) that f
(
x, λa1(m)

11 , . . . ,

λ
ar (m)
rn

)
is a non-constant polynomial. This means that J ′ is contained in the

set M defined in Proposition 4.3 for our polynomial f and by taking μ = λ

and μ1, . . . , μd to be λ11, . . . , λrn . Since 〈λ〉 ∩ [

(γ1) · · ·
(γr )

] = {1} by
assumption, the condition 〈μ〉 ∩ 〈μ1, . . . , μd〉 = {1} of Proposition 4.3 holds,
allowing us to conclude that the set M is finite. This contradicts the fact that
J ′ is infinite and completes the proof of Theorem 4.1. �

5 Proof of the main results

Proof of Theorem 1.1. We need to show that if a linear group � ⊂ GLn(K )

admits a presentation (BG) where at most one of the γi ’s fails to be semi-
simple, then � is virtually solvable. According to Reduction 2.3, it is enough
to consider the case where K is a number field. Letting G denote the Zariski-
closure of �, we consider the radical R of the connected component G◦
(which is a normal subgroup of G) and the corresponding canonical mor-
phism ϕ : G → G/R = G ′. Clearly,G and R, hence alsoG ′ and ϕ, are defined
over K , and in particular, we can choose a faithful K -defined representation
G ′ ↪→ GLn′ . Since ϕ takes semi-simple elements to semi-simple elements (cf.
[3, Ch. I, 4.4]), among the elements γ ′

i = ϕ(γi ) there is at most one non-semi-
simple. Furthermore, the subgroup �′ = ϕ(�) of G ′(K ) ⊂ GLn′(K ) has a
presentation

�′ = 〈γ ′
1〉 · · · 〈γ ′

r 〉.

If we assume that � is not virtually solvable, then the connected component
of the Zariski-closure G ′ of �′ will be a nontrivial semi-simple group. Thus,
what we need to show is that if a linear group � ⊂ GLn(K ) over a number
field K is such that the connected component G◦ of its Zariski-closure G is a
nontrivial semi-simple group, then � cannot have a presentation (BG) where
all γi , with one possible exception, are semi-simple.

Assume the contrary. Using Proposition 3.5, we can find a semi-simple
element γ ∈ �∩G◦ whose eigenvalues are multiplicatively independent from
those of the elements γ1, . . . , γr in (BG) and for which the subgroup 
(γ ) is
nontrivial and torsion-free. In particular, γ has an eigenvalue λ which is not
a root of unity and for which 〈λ〉 ∩ [


(γ1) · · ·
(γr )
] = {1}. Then according
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to Theorem 4.1 we have 〈γ 〉 �⊂ 〈γ1〉 · · · 〈γr 〉, which obviously contradicts
(BG). �

We would like to point out that as proved in [42], every matrix in �p =
SL2(Z[1/p]) (where p is a prime) is a product of ≤ 5 elementaries, while
the example given in [23, §5] demonstrates that for p > 7 there are matrices
in �p that are not products of 4 elementaries. These facts suggest that it may
be possible to upgrade Theorem 1.1 to a statement that for a non-virtually
solvable linear group � over a field of characteristic zero, any presentation
(BG) must involve at least 5 non-semi-simple elements, with 5 being the best
possible bound.
Proof of Corollary 1.2. Let � ⊂ GLn(K ) be an anisotropic linear group over a
field K of characteristic zero that has bounded generation. Then� is boundedly
generated by semi-simple elements, hence virtually solvable by Theorem 1.1.
So, if we let G denote the Zariski-closure of �, then the connected component
G◦ is solvable. LetU be the unipotent radical ofG◦; then the quotientG◦/U is
a torus (cf. [3,Ch. III, Theorem10.6]).On the other hand, since� is anisotropic,
the restriction of the quotient map G◦ → G◦/U to � ∩ G◦ is injective, so
the latter is isomorphic to a subgroup of the abelian group (G◦/U )(K ). Thus,
� ∩ G◦ is abelian, making � virtually abelian. The finite generation of � is
obvious. Conversely, if� is finitely generated and has an abelian subgroup� of
finite index, then � itself is finitely generated, hence has bounded generation,
implying that � has bounded generation as well. �
Proof of Theorem 1.3. It is well-known and easy to show that a finite index
subgroup of a group has bounded generation if and only if the group does. (Inci-
dentally, this implies that if one S-arithmetic subgroup of an algebraic group
has bounded generation then all S-arithmetic subgroups do.) So, passing to the
connected component, we may assume G to be connected. Let ϕ : G → D be
the quotient map to the semi-simple group D = G/R (everything is defined
over K ). Then for any semi-simple subgroup H of G, the restriction ϕ|H is
an isogeny. This means that if H is a K -defined semi-simple K -anisotropic
subgroup of G withHS noncompact then H = ϕ(H) is a subgroup of D with
similar properties. At the same time, if� ⊂ G(K ) is an S-arithmetic subgroup
having bounded generation then ϕ(�) is an S-arithmetic subgroup of D(K )

(cf. [26, Theorem 5.9]) that also has bounded generation. Thus, replacing G
by D, we may assume that G is semi-simple and H is a normal subgroup of G
having the properties specified in the statement of the theorem. Then there is a
surjective K -defined morphism ψ : G → H where H is the adjoint group of
H . Furthermore, there is a surjective K -defined morphism η : H → H ′ to a
K -simple group H ′ with noncompact H ′

S . Then, again, given an S-arithmetic
subgroup � of G(K ) having bounded generation, the image �′ = (η ◦ψ)(�)

is an S-arithmetic subgroup of H ′(K ) also having bounded generation. Since
H is K -anisotropic, so is H ′, implying that �′ is an anisotropic linear group.
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Thus, according to Corollary 1.2, the group �′ must be virtually abelian. On
the other hand, by Borel’s Density Theorem for S-arithmetic groups (cf. [26,
Theorem 4.10] for usual arithmetic subgroups), �′ is Zariski-dense in H ′.
However, being a connected group that coincides with its derived subgroup,
H ′ cannot have a Zariski-dense virtually abelian subgroup. A contradiction,
proving the theorem. �

To prove Corollary 1.4, we need to recall that there are series of S-arithmetic
subgroups of anisotropic absolutely almost simple simply connected algebraic
groups over number fields, where S is a finite set of valuations of the base field,
for which the congruence kernel is known to be finite (cf. [32, Theorems 3 and
4]). It is well-known that these groups are finitely generated (cf. [26, Theorem
5.11]), and also residually finite. Furthermore, the profinite completions of
these groups have property (BG)pr of bounded generation as profinite groups
[25, Theorem 2]. At the same time, according to Theorem 1.3 the groups them-
selves do not have property (BG) of bounded generation as discrete groups.

�

6 Final remarks

First, here is an example of a solvable finitely generated linear group without
bounded generation which shows that Theorem 1.1 is not a criterion.

Example 6.1 Let x be a variable. Consider the group

� =
{ (

xi a
0 x−i

) ∣∣∣∣ i ∈ Z, a ∈ A := Z[x, x−1]
}

.

It is solvable and finitely generated. In fact, it is generated by the following
three matrices

t =
(
x 0
0 x−1

)
, u =

(
1 1
0 1

)
, and v =

(
1 x
0 1

)
.

To see that these matrices indeed generate �, one observes that � = TU

(semi-direct product) where T = 〈t〉 and U =
{(

1 a
0 1

) ∣∣∣∣ a ∈ A

}
. Then our

claim follows from the relations

t i ut−i =
(
1 x2i

0 1

)
and t ivt−i =

(
1 x2i+1

0 1

)
.

In the preliminary versions of this paper (see arXiv:2101.09386, v. 1 and 2), the
fact that the group�, which strongly resembles the lampligher groups, does not
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have bounded generation was verified by a direct computation. Subsequently,
D. Segal, B. Sury and both anonymous referees suggested to replace these
computations with references to some general results, which we have gladly
implemented. First, Corollary 1.5 in Pyber-Segal [30] states that a finitely
generated residually finite virtually solvable group has bounded generation if
and only if it has finite rank4. Since � is a finitely generated linear group, it
is automatically residually finite, and is also solvable. On the other hand, the
subgroup U above obviously has infinite rank. Thus, � also has infinite rank,
hence is not boundedly generated. (We note that since � is linear, instead of
loc. cit. it is enough to quote Corollary 2 in [35].) Second, Theorem 1.1 of
Nikolov and Sury [24] states that the wreath product A � B of nontrivial groups
A and B has bounded generation if and only if A has bounded generation
and B is finite. It is easy to see that � can be written as the wreath product
(Z ⊕ Z) � Z, hence does not have (BG) according to this criterion.

For comparison, we recall that a solvable group of integral matrices is
polycyclic (see [34, p. 26]), hence has bounded generation. Furthermore, every
virtually solvable anisotropic linear group is virtually abelian, and therefore
automatically has bounded generation in case it is finitely generated.

One of the referees of the present paper suggested to consider finitely gen-
erated anisotropic linear groups that can be factored as a product of finitely
many abelian (rather than cyclic) subgroups and asked if one can prove the
assertion of Corollary 1.2 in this more general situation. In order to provide
the affirmative answer to this question, we first prove the following statement
of independent interest.

Proposition 6.2 Let � ⊂ GLn(K ) be a finitely generated linear group. Then
any commutative anisotropic subgroup � ⊂ � is finitely generated.

Proof Since � is finitely generated, one can find a finitely generated subring
R ⊂ K such that � ⊂ GLn(R). Let A be the K -subalgebra of the matrix
algebra Mn(K ) generated by�. Since� is commutative and consists of semi-
simple elements, A is conjugate over an algebraic closure of K to a subalgebra
of the algebra of diagonal matrices, and in particular is reduced (i.e., does not
contain any nonzero nilpotent elements). Now, fix a basis ω1, . . . , ωr of A
over K , and consider the corresponding structure constants aki j defined by the
equations

ωiω j =
r∑

k=1

aki jωk, i, j = 1, . . . , r.

4 This means that there exists an integer r > 0 such that every finitely generated subgroup can
be generated by ≤ r elements.

123



P. Corvaja et al.

Then for any finitely generated subring R′ ⊂ K containing all the aki j ’s, the
sum

A(R′) :=
r∑

k=1

R′ωk

is a finitely generated subring of A. Since A is reduced, it follows from [33]
that the group of units A(R′)× is finitely generated.

For an element a ∈ A, we let a1, . . . , ar denote its coordinates with respect
to the basis ω1, . . . , ωr of A over K , and a′

11, . . . a
′
nn its coordinates with

respect to the standard basis e11, . . . , enn of Mn(K ). Then there exist linear
functions λ1(x11, . . . , xnn), . . . , λr (x11, . . . , xnn) over K such that

ai = λi (a
′
11, . . . , a

′
nn) for all a ∈ A.

Let R′ be the (finitely generated) subring of K obtained by adjoining to R the
structure constants aki j and the coefficients of the linear functions λ1, . . . , λr .
Then it follows from our construction that the fact that � ⊂ GLn(R) yields
the inclusion � ⊂ A(R′)× in the above notations. However, as we mentioned
above, A(R′)× is a finitely generated abelian group, and the finite generation
of � follows. 	


We note that the above argument proves a slightly more general fact: Let
K be a field. Then for any finitely generated subring R ⊂ K , a commuta-
tive subgroup � ⊂ GLn(R) consisting of semi-simple elements is finitely
generated. In particular, for any K -torus T ⊂ GLn , the group of R-points
T (R) := T ∩GLn(R) is finitely generated. (It is worth pointing out that these
results are valid in any characteristic.)

Now, let � ⊂ GLn(K ) be a finitely generated anisotropic linear group over
a field K of characteristic zero. Then it follows from Proposition 6.2 that every
abelian subgroup � ⊂ � is finitely generated, hence has bounded generation.
Thus, if � is a product of finitely many abelian subgroups then it actually has
bounded generation. So, invoking Corollary 1.2 we obtain the following result
that confirms the referee’s expectation.

Corollary 6.3 Let � ⊂ GLn(K ) be a finitely generated anisotropic linear
group over a field K of characteristic zero. If � is a product of finitely many
abelian subgroups then � is virtually abelian.

It is known that every linear group over a field of positive characteristic
that has bounded generation is virtually abelian [1, Theorem 1]. So, using
Proposition 6.2, we conclude that if an anisotropic linear group over a field
of positive characteristic is a product of finitely many abelian subgroups then
just as in the case of characteristic zero it must be virtually abelian.
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Next, the lack of bounded generation in non-virtually abelian anisotropic
linear groups casts new light on the problem of bounded generation of free
productswith amalgamation. Let� = �1∗�0�2 be a free amalgamated product
of two groups �1 and �2 along a common subgroup �0. It was shown in [12]
and [15] that if the number of double cosets�0\�i/�0 is> 2 for at least one i ∈
{1, 2} then � does not have bounded generation. On the other hand, the group

� = SL2

(
Z

[
1
p

])
(p a prime), which is an amalgamated product [37, Ch. 2,

§1.4, Corollary 2]. does have bounded generation [23], [42]. (More precisely,
in this case � admits a presentation � = �1 ∗�0 �2 where both �1 and �2 are
isomorphic to SL2(Z), and�0 is identified with the subgroup�0(p) consisting

of matrices

(
a b
c d

)
satisfying c ≡ 0(mod p), so the fact that |�0\�i/�0| = 2

for i = 1, 2 follows from theBruhat decomposition for SL2 overFp = Z/pZ.)
Nevertheless, ifH is the division algebra of usual quaternions (corresponding to
the pair (−1, −1)) overQ andG = SL1,H is the associated norm 1 group, then

by Theorem 1.3 the group � = G(R) of points over the ring R = Z

[
1
p , 1

q

]
,

where p and q are distinct odd primes, does not have bounded generation.
Surprisingly, this happens despite the fact that � shares many group-theoretic
properties with �, viz. � has a presentation �1 ∗�0 �2 where �1, �2 are
virtually free groups with �0 having a description very similar to that of �0;
both � and � do not have noncentral normal subgroups of infinite index;
both � and � are SS-rigid (in fact, super-rigid). The true reason behind the
fundamental distinction between � and � as far as bounded generation is
concerned remains elusive at this point. So, we would like to propose the
following.

Problem 1 Give a criterion or at least a verifiable and general enough suffi-
cient condition for a free amalgamated product� = �1∗�0�2 to have bounded
generation.

Of course, one is particularly interested in a sufficient condition that would

explain bounded generation of SL2

(
Z

[
1
p

])
from the group-theoretic per-

spective, so the case where �1 and �2 are (virtually) free groups is of special
significance. On the other hand, our Theorem 1.3 seems to suggest that when
�1 and �2 are both surface groups, and a common subgroup �0 �= �1, �2 has
index ≥ 3 in at least one of them, the amalgamated product � = �1 ∗�0 �2
never has bounded generation.

Speaking about linear groups, one can ask if all linear groups over a field of
characteristic zero that have bounded generation can be obtained by some nat-
ural operations from S-arithmetic groups. A more specific question is whether
a linear group which is a nontrivial amalgamated product and has bounded
generation at the same time must be S-arithmetic?
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Aswe have alreadymentioned in the introduction, bounded generation of S-
arithmetic subgroups of absolutely almost simple algebraic groups, under some
natural assumptions, implies the congruence subgroup property. So, the study
of bounded generation in this context was seen as a new approach to Serre’s
Congruence Subgroup Conjecture [36], particularly for anisotropic groups
where one cannot use unipotent elements. Since now we know that infinite S-
arithmetic subgroups of anisotropic absolutely almost simple algebraic groups
are not boundedly generated, one may wonder about the possible ways to
modify this strategy. In this regard, wewould like to point out that it was shown
in [25] that under the same natural assumptions, the congruence subgroup
property follows from a weaker property of polynomial index growth for an
S-arithmetic subgroup �:

(PIG) there exist positive constants c and k such that for any integer n > 0
the subgroup �(n) generated by the n-th powers of elements of � has finite
index in � bounded by cnk ,

or even its weaker version

(PIG)′ for any n > 0, the subgroup �(n) is of finite index in � and for fixed
n and a prime p there exist c, k > 0 such that [� : �(npα)] ≤ cpkα for all
α > 0.

Furthermore, it was shown in [25, §7] that condition (PIG)′ for SLn(Z), n ≥ 3,
can be verified byquite straightforward computations that rely only on thewell-
known commutator identities for elementary matrices. So, it may be realistic
to verify (PIG)′ in other situations.

Problem 2 Let G be an absolutely almost simple algebraic group over a
number field K , and S be a finite set of places of K containing all archimedean
ones. Prove that if the S-rank rkS G :=

∑

v∈S
rkKv G is ≥ 2, then S-arithmetic

subgroups of G satisfy condition (PIG)′.

We recall that according to Margulis’ Normal Subgroup Theorem [22, Ch.
VIII], any noncentral normal subgroup of a higher rank S-arithmetic subgroup
� as above, hence in particular the subgroup �(n) for any n > 0, automatically
has finite index.

We conclude with one more problem which is at the meeting ground of
Problems 1 and 2.

Problem 3 Give a criterion or at least a verifiable sufficient condition for a
free amalgamated product � = �1 ∗�0 �2 to satisfy condition (PIG)′.

We note that a number of results relating (BG), (PIG) and some other finite-
ness conditions in various situations were obtained in [30].
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