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ABSTRACT
We show that the invariant measures of point vortices, when conditioning the Hamiltonian to a finite interval, converge weakly to the enstro-
phy measure by conditioning the renormalized energy to the same interval. We also prove the existence of solutions to 2D Euler equations
having the energy conditional measure as an invariant measure. Some heuristic discussions and numerical simulations are presented in
Sec. VI.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5099359

I. INTRODUCTION
Invariant measures of 2D Euler equations may be candidates for the description of turbulence but which ones are more appropriate

for this purpose is still an open problem. Some invariant measures, such as those obtained by tightness of the family of invariant measures
for Navier-Stokes equations with vanishing viscosity, are presumably relevant, but they are also implicit, and it is not clear how to compute
for relevant quantities such as the energy spectrum. Others have an explicit form, for instance, of Gibbs type, but it is not clear yet how
relevant they are for turbulence. Among the latter ones, we focus on two known measures and introduce new related invariant measures of
microcanonical type. In Sec. VI, we show their limitations in capturing turbulence features and discuss potential modifications with better
properties, however not amenable of a rigorous presentation yet.

The two already known invariant measures that constitute the starting point of our investigation are the so-called enstrophy measure
and a uniform measure on point vortices. The enstrophy measure is of Gibbs type, associated with the invariant for 2D Euler dynamics
called enstrophy. Since this invariant is a non-negative quadratic form, the enstrophy measure can be defined as a Gaussian measure. More
information and a precise definition are given below. The uniform measure on point vortices will be defined now, and the scaling limit relating
this uniform measure to the enstrophy measure, which is a known result, will be recalled; then, we introduce the microcanonical modifications
and describe our results. Let us start by recalling the point vortex dynamics associated with the 2D Euler equations.

The vorticity formulation of the 2D Euler equations on the torus T2
= R2
/Z2 reads as

∂tω + u ⋅ ∇ω = 0, ω∣t=0 = ω0, (1.1)

where u is the velocity field and ω = ∇� ⋅ u = ∂2u1 − ∂1u2 is the vorticity field. We are interested in the singular case in which ω0 is a finite
sum of Dirac delta masses on T2:

ω0 =
N

∑
i=1
ξiδXi

0
.
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The points Xi
0 ∈ T2 are called point vortices with the corresponding intensities ξi ∈ R∗ ∶= R/{0}, 1 ≤ i ≤ N. In this case, the Euler equation

(1.1) can be interpreted as the following interacting particle system (cf. Ref. 20, Chap. 4):

dXi
t

dt
=∑

j≠i
ξjK(Xi

t − Xj
t), Xi

∣t=0 = Xi
0, 1 ≤ i ≤ N. (1.2)

Here, K is the Biot-Savart kernel on T2 given by K = ∇�G = (∂2G,−∂1G), with G being the Green function on T2. This is a Hamiltonian
system with the Hamiltonian

HN ((ξ1, x1), . . . , (ξN , xN )) = −
1

2N ∑
1≤i≠j≤N

ξiξjG(xi − xj). (1.3)

The coefficient −1/(2N) here is chosen so that HN converges weakly to the renormalized energy of the white noise (see Sec. II A for its
definition).

Since the kernel K is divergence free, it is easy to check that, for any fixed intensities (ξ1, . . . , ξN ) ∈ RN
∗ , the Lebesgue measure dx1 . . .dxN

on T2N
= (T2)N is invariant for the system (1.2). If we also randomize the intensities, a measure like

λN (dx1, . . . , dxN , dξ1, . . . , dξN ) = dx1 . . .dxNN (dξ1) . . .N (dξN ) (1.4)

is invariant too, where N denotes the standard Gaussian measure on R. This follows from the fact that λN is a product measure of dx1 . . .dxN
and N (dξ1) . . .N (dξN ). We can rewrite the Hamiltonian HN as a functional of the scaled point vortices

ωN =
1
√

N

N

∑
i=1
ξiδxi . (1.5)

Indeed, if we regard G as a function on T2
× T2 by setting G(x, y) = G(x − y) and G(x, x) = 0 for all x, y ∈ T2, then

HN = −
1
2
⟨ωN ⊗ ωN , G⟩. (1.6)

Let μN be the law of ωN on H−1−(T2) under the measure λN , where H−1−(T2) is the intersection of all the Sobolev spaces Hs(T2) of order less
than −1. It is proved in Ref. 10, Proposition 21 that the sequence of measures μN converges weakly to the enstrophy measure μ, which has the
heuristic expression

μ(dω) =
1
Z

exp(−
1
2∫T2

ω2(x) dx)dω.

The quantity ∫T2ω2(x) dx is called the enstrophy of a vorticity field ω ∈ L2(T2). Thus, μ has the identity operator on L2(T2) as the covariance
operator, which coincides with that of the white noises. This implies that μ is the law of white noise on T2. Recall that the measure μ is
supported by H−1−(T2).

Let ω be a white noise on T2, defined on some probability space (Θ,F ,P) and taking values in H−1−(T2). In this paper, we use Θ, instead
of Ω, to denote the probability space since ω is commonly used in fluid mechanics to denote the vorticity field (here, it is a white noise). Let
: H : = : H(ω) : be the renormalized energy of ω (see Sec. II B for its definition); we can also regard : H : as a random variable defined on
the probability space (H−1−(T2),B(H−1−(T2)),μ), where B(H−1−(T2)) is the collection of Borel measurable sets. Fix a, b ∈ R with a < b; from
Proposition 2.4, we always have

μ({: H :∈ [a, b]}) > 0.

Therefore, the conditional measure

μa,b(A) =
μ(A ∩ {: H :∈ [a, b]})
μ({: H :∈ [a, b]})

, A ∈ B(H−1−(T2)) (1.7)

is well defined. On the other hand, we shall prove in Proposition 3.1 that limN→∞μN ({HN ∈ [a, b]}) = μ({: H :∈ [a, b]}) > 0; hence, we can
define in the same way the energy conditional measures for the point vortices,
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μa,b
N (A) =

μN (A ∩ {HN ∈ [a, b]})
μN ({HN ∈ [a, b]})

, A ∈ B(H−1−(T2)). (1.8)

The main result in the present paper is

Theorem 1.1. The family {μa,b
N }N≥1

of energy conditional measures converges weakly to μa,b.

This result shows the convergence of a class of microcanonical measures. We mention that, when the intensities {ξi}i≥1 are i.i.d. centered
Bernoulli random variables, Benfatto et al.3 proved that the canonical Gibbs measures of the point vortices, with appropriately regularized
Green functions, converge to the Gaussian measure μβ,γ(dω) = e−βH−γEdω (β, γ > 0 and H and E are the energy and enstrophy functionals,
respectively), which are invariant for the 2D Euler flow. In the recent work,15 an analogous result was proved without smoothing the Green
function; see Ref. 13 for a related result concerning the generalized inviscid surface quasigeostrophic equations.

It is worth mentioning that the general principle of equivalence of ensembles does not necessarily hold for the 2D Euler flows.
As discussed in Ref. 16, p. 110, Sec. 25 (see also Ref. 5, Sec. 3.2), the canonical ensemble is the natural ensemble for a physical sys-
tem in contact with a thermal bath, with which it can exchange energy; on the other hand, when the physical system can be considered
as being isolated (or the characteristic time for energy exchanges with the environment is much longer than the characteristic time for
relaxation toward equilibrium), then the microcanonical ensemble is the relevant one. It seems difficult to couple the 2D Euler flows
with a thermal bath, thus the appropriate statistical ensemble is the microcanonical measure. Moreover, the microcanonical and canon-
ical ensembles are often nonequivalent for 2D Euler flows since the interactions in the Euler dynamics are of long range. In the mean
field regime of the Onsager theory, they are equivalent, see Refs. 6 and 9, but in the regime studied here, the infinite particle limit is
not the canonical Gibbs measure associated with the renormalized energy. See Refs. 5 and 24 for more discussions on nonequivalence of
ensembles.

The results presented here are meant to be fragments of a more general investigation on invariant measures of 2D Euler equations, in
the attempt to capture some features of the inverse cascade turbulence. The Onsager theory, extremely relevant for the explanation of large
scale coherent vortex structures, does not provide a description of the inverse stationary turbulence; but unfortunately, the regime studied
here is not the correct description either. In a sense, the Onsager theory and the regime considered here are two extremes, both with relevant
features, but turbulence is somewhat in between. In Sec. VI, we discuss this issue.

The above theorem will be proved in Sec. III. To this end, we first make some necessary preparations in Sec. II, including the definitions
of ⟨ω⊗ ω, G⟩ and of the renormalized energy : H : = : H(ω) : for a white noise ω; the relation between them will be clarified in Sec. II C. We
study in Sec. IV the limiting behavior of the correlation functions of the energy conditional measures on the “flat space” (R × T2)N , following
some arguments in Ref. 17, Sec. 5.4 (see also Refs. 6, 7, and 21 for related results). Based on the results in Ref. 10, we prove in Sec. V the
existence of solutions to the 2D Euler equations having the energy conditional measure μa,b as an invariant measure. Finally, we present in
Sec. VI some heuristic discussions together with numerical simulations of the spectrum functions for point vortices, illustrating the relevance
of our results to 2D turbulence.

II. PRELIMINARY RESULTS ON THE RENORMALIZED ENERGY
In this section, we make some preparations regarding the renormalized energy of a white noise ω on T2. We shall regard T2 as

[−1/2, 1/2]2 endowed with the periodic boundary condition. First, we follow the idea in Ref. 10, Sec. 2.4 to define the quantity ⟨ω⊗ ω, G⟩,
where G is the Green function on T2. Second, we recall the definition of the renormalized energy : H : using the Galerkin approximation;
based on the series expansion of : H :, we are able to show that its law has full support on the real line. Finally, we study the relation between
⟨ω⊗ ω, G⟩ and : H :; see Theorem 2.8.

A. Definition of ⟨ω ⊗ω, G⟩ for a white noise ω

In this part, we follow the approach in Ref. 10, Sec. 2.4 (see also Ref. 12, Sec. 2.2) to define the quantity ⟨ω⊗ ω, G⟩when ω is a white noise
on T2, defined on some probability space (Θ,F ,P). We recall that, by definition, ω is a centered Gaussian random variable taking values in
the space of distributions C∞(T2)′ such that for any ϕ,ψ ∈ C∞(T2), one has

E[⟨ω,ϕ⟩⟨ω,ψ⟩] = ⟨ϕ,ψ⟩.

Here, E is the mathematical expectation with respect to the probability measure P, and ⟨., .⟩ denotes the duality between distributions and
smooth functions or the inner product in L2(T2) when both objects are functions. Using the Fourier basis on T2, it is not difficult to show that
the law μ of ω is supported by H−1−(T2). The results below are proved in Ref. 10, Corollary 6, and we only provide abbreviated arguments
here.
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Lemma 2.1. Let ω : Θ→ H−1−(T2) be a white noise.

(i) If f ∈ H2+(T2
× T2), then for every p ≥ 1, there is constant Cp > 0 such that

E[∣⟨ω⊗ ω, f ⟩∣p] ≤ Cp∥ f ∥p
∞.

(ii) We have E⟨ω⊗ ω, f ⟩= ∫T2 f (x, x) dx.
(iii) If f is symmetric, then

E[∣⟨ω⊗ ω, f ⟩ − E⟨ω⊗ ω, f ⟩∣2] = 2∫T2×T2
f (x, y)2 dxdy.

Proof. We regularize the white noise ω by a mollifier θε(x) = ε−2θ(ε−1x), where θ ∈ C∞(T2,R+) is symmetric and has a small support
around x = 0. Let ωε(x) = ⟨ω, θε(x − .)⟩, x ∈ T2; then, {ωε(x)}x∈T2 is a centered Gaussian family, satisfying

E[ωε(x)ωε(y)] = ∫T2
θε(x − z)θε(y − z) dz = (θε ∗ θε)(x − y) =: δεx−y.

Here, for x ∈ T2, we denote (θε ∗ θε)(x) by δεx since it is an approximation of the Dirac delta distribution.
Using the Gaussian properties of the family {ωε(x)}x∈T2 , one can prove the following results (the details can be found in Ref. 10,

Lemma 5):

(i′) for every p ≥ 1, there is constant Cp > 0 such that, for all ε > 0,

E[∣⟨ωε ⊗ ωε, f ⟩∣p] ≤ Cp∥ f ∥p
∞;

(ii′) E[⟨ωε ⊗ ωε, f ⟩]= ∫T2×T2δεx−y f (x, y) dxdy;
(iii′) if f is symmetric, then

E[∣⟨ωε ⊗ ωε, f ⟩ − E⟨ωε ⊗ ωε, f ⟩∣2] = 2∫
(T2)4

δεx1−x2δ
ε
y1−y2 f (x1, y1) f (x2, y2) dx1dy1dx2dy2.

Now, note that the function f belongs to H2+(T2
× T2); thus, it is continuous on T2

× T2 by the Sobolev embedding theorem. Moreover,
(i′) implies that the family {∣⟨ωε ⊗ ωε, f ⟩∣}ε>0 is uniformly integrable; thus, we can let ε tend to 0 in the above results to get the desired
assertions. □

Based on these facts, we can give a definition of ⟨ω⊗ ω, G⟩ when ω is a white noise on T2.

Proposition 2.2. Let ω : Θ→ H−1−(T2) be a white noise. Assume that Gn ∈ H2+(T2
× T2) are symmetric and approximate G in the following

sense:

lim
n→∞∫T2×T2

(Gn −G)2(x, y) dxdy = 0, lim
n→∞∫T2

Gn(x, x) dx = 0.

Then, the sequence of random variables ⟨ω⊗ ω, Gn⟩ is a Cauchy sequence in mean square. We denote its limit by ⟨ω⊗ ω, G⟩.
Moreover, the limit is the same if Gn is replaced by G̃n with the same properties and such that limn→∞∫T2×T2 (Gn − G̃n)2(x, y) dxdy = 0.

Proof. The proofs are the same as those of Ref. 10, Theorem 8; we recall them here for completeness. Since limn→∞∫T2 Gn(x, x) dx = 0, it
is equivalent to show that ⟨ω⊗ ω, Gn⟩− ∫T2 Gn(x, x) dx is a Cauchy sequence in mean square. We have

E[∣⟨ω⊗ ω, Gn⟩ − ∫T2
Gn(x, x) dx − ⟨ω⊗ ω, Gm⟩ + ∫T2

Gm(x, x) dx∣
2
]

=E[∣⟨ω⊗ ω, Gn −Gm⟩ − ∫T2
(Gn −Gm)(x, x) dx∣

2
]

= 2∫T2×T2
(Gn −Gm)2(x, y) dxdy,

where the last equality follows from (ii) and (iii) of Lemma 2.1. This implies the Cauchy property, and thus, ⟨ω⊗ ω, G⟩ is well defined. The
invariance property is proved similarly. □
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Here is an example of the approximating functions Gn. Let χ : T2
= [−1/2, 1/2]2 → [0, 1] be a smooth and symmetric function with

support in a small ball B(0, r) and equal to 1 in B(0, r/2). For any n ≥ 1, set χn(x) = χ(nx), x ∈ T2. Define

Gn(x) =
⎧⎪⎪
⎨
⎪⎪⎩

G(x)(1 − χn(x)), x ≠ 0,

0, x = 0.

We regard Gn as a function on T2
× T2 by setting Gn(x, y) = Gn(x − y). Since Gn(x, x) ≡ 0, we have the following estimate [cf.

Lemma 2.1(iii)]:

E[(⟨ω⊗ ω, Gn⟩ − ⟨ω⊗ ω, G⟩)2
] ≤ 2∫T2×T2

(Gn −G)2(x, y) dxdy. (2.1)

B. Definition of the renormalized energy : H :
In this subsection, we recall the definition of the renormalized energy : H : via the Galerkin approximation. To this end, let {ek}k∈Z2

0
be

defined as

ek(x) =
√

2
⎧⎪⎪
⎨
⎪⎪⎩

cos(2πk ⋅ x), k ∈ Z2
+,

sin(2πk ⋅ x), k ∈ Z2
−,

(2.2)

where Z2
0 = Z2

/{0} and Z2
+ = {k ∈ Z2

0 : (k1 > 0) or (k1 = 0, k2 > 0)} and Z2
− = −Z2

+. This family of functions is an orthonormal basis of square
integrable functions on T2 with vanishing mean. Let ω be a white noise on T2, then the random series

ω = ∑
k∈Z2

0

⟨ω, ek⟩ek,

converges in mean square in H−1−δ(T2) for any δ > 0. For N ≥ 1, define ΛN = {k ∈ Z2
0 : ∣k∣ ≤ N} and

ωN = ∑
k∈ΛN

⟨ω, ek⟩ek, uN = K ∗ ωN ,

where K is the Biot-Savart kernel:

K(x) = ∇�G(x) = −
i

2π ∑k∈Z2
0

k�

∣k∣2
e2πik⋅x,

with∇� = (∂2,−∂1) and k� = (k2,−k1). Set

EN =
1
2∫T2

∣uN (x)∣2 dx, ẼN = EN − EEN .

The following result is well known [(see, e.g., Ref. 1, p. 593) or (Ref. 2, Proposition 2.5)].

Proposition 2.3. The sequence {̃EN}N≥1
is Cauchy in L2(Θ,P). Denote its limit by : H : and call it the renormalized energy; one has

: H :=
1

8π2 ∑
k∈Z2

0

1
∣k∣2

(⟨ω, ek⟩
2
− 1)

and

E(∣ : H : ∣2) =
1

32π4 ∑
k∈Z2

0

1
∣k∣4

.

Proof. We give the detailed computations since we need the exact coefficients. Note that
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K(x) =
1

2π∑l∈Z2
0

l�

∣l∣2
sin(2πl ⋅ x).

Therefore, if k ∈ Z2
+, then

(K ∗ ek)(x) =
1

2π∑l∈Z2
0

l�

∣l∣2∫T2
sin(2πl ⋅ (x − y))

√
2 cos(2πk ⋅ y) dy

=

√
2

2π
k�

∣k∣2
sin(2πk ⋅ x) = −

1
2π

k�

∣k∣2
e−k(x),

where the second equality is due to the fact that the integral vanishes unless l = ±k. Similarly, if k ∈ Z2
−, then

(K ∗ ek)(x) =
1

2π∑l∈Z2
0

l�

∣l∣2∫T2
sin(2πl ⋅ (x − y))

√
2 sin(2πk ⋅ y) dy = −

1
2π

k�

∣k∣2
e−k(x).

Thus,

uN = K ∗ ωN = −
1

2π ∑k∈ΛN

k�

∣k∣2
⟨ω, ek⟩e−k.

As a result,

EN =
1
2∫T2

∣uN (x)∣2 dx =
1

8π2 ∑
k,l∈ΛN

k ⋅ l
∣k∣2∣l∣2

⟨ω, ek⟩⟨ω, el⟩⟨e−k, e−l⟩ =
1

8π2 ∑
k∈ΛN

1
∣k∣2
⟨ω, ek⟩

2.

Consequently,

ẼN =
1

8π2 ∑
k∈ΛN

1
∣k∣2

(⟨ω, ek⟩
2
− 1). (2.3)

Next,

E[(ẼN )2
] =

1
64π4 ∑

k,l∈ΛN

1
∣k∣2∣l∣2

E[(⟨ω, ek⟩
2
− 1)(⟨ω, el⟩

2
− 1)]

=
1

64π4 ∑
k∈ΛN

1
∣k∣4

E[⟨ω, ek⟩
4
− 1] =

1
32π4 ∑

k∈ΛN

1
∣k∣4

since E⟨ω, ek⟩
4
= 3. The same calculations imply that {̃EN}N≥1

is a Cauchy sequence in L2(Θ,P) and the two desired equalities. □

As an application of the expression for the renormalized energy, we can prove

Proposition 2.4. The law of : H : is supported on the whole real line.

Proof. For any a, b ∈ R, a < b, it suffices to show that Za,b
∶= P({: H :∈ [a, b]}) > 0. Without loss of generality, assume b − a ≤ 1.

We define δ0 ∶= (b − a)/5 and the remainder

RN ∶=
1

8π2 ∑
∣k∣>N

1
∣k∣2

(⟨ω, ek⟩
2
− 1).

Then, : H := ẼN + RN and, for all N ≥ 1, the two random variables ẼN and RN are independent of one another. Moreover,

{: H :∈ [a, b]} ⊃ {ẼN ∈ [a + δ0, b − δ0]} ∩ {∣RN ∣ ≤ δ0},

and therefore,
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P({: H :∈ [a, b]}) ≥ P({ẼN ∈ [a + δ0, b − δ0]})P({∣RN ∣ ≤ δ0}).

Since RN tends to 0 in the norm L2(Θ,P) as N →∞, we can find N0 ∈ Z+ such that P({∣RN ∣ ≤ δ0}) ≥ 1/2 for all N ≥ N0. Thus, it is enough to
show that

P({ẼN0 ∈ [a + δ0, b − δ0]}) > 0. (2.4)

We define

L =
1

8π2 ∑
k∈ΛN0

1
∣k∣2

and consider three different cases according to the location of the origin 0 with respect to the middle subinterval [a + 2δ0, a + 3δ0].

(i) a + 2δ0 > 0. Since [a + 3δ0, a + 4δ0] ⊂ [a + δ0, b − δ0], it is sufficient to prove that

P({̃EN0 ∈ [a + 3δ0, a + 4δ0]}) > 0. (2.5)

Set c1 ∶= (a + 3δ0)/L and c2 ∶= (a + 4δ0)/L which are positive constants. Recall that {⟨ω, ek⟩}k∈Z2
0

is a family of i.i.d. standard Gaussian
random variables; we have

p1 ∶= P({⟨ω, ek⟩
2
∈ [1 + c1, 1 + c2]}) > 0.

The desired property (2.5) follows from the next inclusion between events:

{̃EN0 ∈ [a + 3δ0, a + 4δ0]} ⊃ ⋂
k∈ΛN0

{⟨ω, ek⟩
2
∈ [1 + c1, 1 + c2]}.

(ii) a + 2δ0 ≤ 0 ≤ a + 3δ0. In this case, we have [−δ0, δ0] ⊂ [a + δ0, b − δ0]. Similar to case (i), we deduce the desired result from the two
facts as follows:

{̃EN0 ∈ [−δ0, δ0]} ⊃ ⋂
k∈ΛN0

{⟨ω, ek⟩
2
∈ [1 − δ0/L, 1 + δ0/L]}

and

p2 ∶= P({⟨ω, ek⟩
2
∈ [1 − δ0/L, 1 + δ0/L]}) > 0.

(iii) a + 3δ0 < 0. In this case, it suffices to show that

P({̃EN0 ∈ [a + δ0, a + 2δ0]}) > 0. (2.6)

We assume N0 is big enough such that the constant L > −a; then,

−1 < c3 ∶= (a + δ0)/L < c4 ∶= (a + 2δ0)/L < 0.

We can get the inequality (2.6) from the facts that

{ẼN0 ∈ [a + δ0, a + 2δ0]} ⊃ ⋂
k∈ΛN0

{⟨ω, ek⟩
2
∈ [1 + c3, 1 + c4]}

and

p3 ∶= P({⟨ω, ek⟩
2
∈ [1 + c3, 1 + c4]}) > 0.

Summarizing the above three cases, we complete the proof of (2.4). □
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C. The relation between ⟨ω⊗ ω, G⟩ and : H :
In this part, for a white noise ω, we follow the idea in Ref. 11, Sec. 4.2, to show the relation between ⟨ω⊗ ω, G⟩ and : H :. Although we

mainly work with real valued functions, we shall make use of the canonical complex orthonormal basis of L2
(T2,C): ẽk(x) = e2πik⋅x, k ∈ Z2, x ∈

T2. Note that {ẽk ⊗ ẽl}k,l∈Z2 is an orthonormal basis of L2
(T2
× T2,C).

Lemma 2.5. Let ω be a white noise on T2. Assume f ∈ C∞(T2
× T2,R) is symmetric and ∫T2 f (x, x) dx = 0. Then,

⟨ω⊗ ω, f ⟩ = ∑
k,l∈Z2

f k,l⟨ω, ẽk⟩⟨ω, ẽl⟩ holds in L2(Θ,P),

where

f k,l = ⟨ f , ẽk ⊗ ẽl⟩ = ∫T2×T2
f (x, y)ẽk(x)ẽl(y) dxdy.

Proof. Denote by

Λ̂N = {k ∈ Z2 : ∣k∣ ≤ N} = ΛN ∪ {0}. (2.7)

Since f ∈ C∞(T2
× T2), the partial sum of the Fourier series:

f N (x, y) ∶= ∑
k,l∈Λ̂N

f k,l ẽk(x)ẽl(y),

converges to f , uniformly on T2
× T2 and in L2(T2

× T2). In particular,

lim
N→∞∫T2

f N (x, x) dx = ∫T2
f (x, x) dx = 0. (2.8)

It is obvious that f N (x, y) is smooth and symmetric. By (ii) and (iii) in Lemma 2.1,

E[(⟨ω⊗ ω, f − f N⟩ + ∫T2
f N (x, x) dx)

2
] = 2∫T2×T2

( f − f N )2(x, y) dxdy.

As a result,

E[⟨ω⊗ ω, f − f N⟩
2
] ≤ 4∫T2×T2

( f − f N )2(x, y) dxdy + 2(∫T2
f N (x, x) dx)

2

. (2.9)

Next, note that

⟨ω⊗ ω, f N⟩ = ∑
k,l∈Λ̂N

f k,l⟨ω, ẽk⟩⟨ω, ẽl⟩.

Therefore, by (2.9),

E[(⟨ω⊗ ω, f ⟩ − ∑
k,l∈Λ̂N

f k,l⟨ω, ẽk⟩⟨ω, ẽl⟩)
2
]

≤ 4∫T2×T2
( f − f N )2(x, y) dxdy + 2(∫T2

f N (x, x) dx)
2

.

Thanks to (2.8), the desired result follows by letting N →∞. □

We need the following simple equality.

Lemma 2.6. Let {ak,l}k,l∈Λ̂N
⊂ C be satisfying ak,l = al,k, ak,l = a−k,−l. Then,
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E
⎡
⎢
⎢
⎢
⎢
⎣

∣ ∑
k,l∈Λ̂N

ak,l⟨ω, ẽk⟩⟨ω, ẽl⟩ − ∑
k∈Λ̂N

ak,−k∣

2⎤
⎥
⎥
⎥
⎥
⎦

= 2 ∑
k,l∈Λ̂N

∣ak,l∣
2.

Proof. Since ⟨ω, ẽk⟩ = ⟨ω, ẽ−k⟩, it is clear that∑k,l∈Λ̂N
ak,l⟨ω, ẽk⟩⟨ω, ẽl⟩ is real and

∑
k∈Λ̂N

ak,−k = E
⎛
⎜
⎝
∑

k,l∈Λ̂N

ak,l⟨ω, ẽk⟩⟨ω, ẽl⟩
⎞
⎟
⎠

. (2.10)

We have

⎛
⎜
⎝
∑

k,l∈Λ̂N

ak,l⟨ω, ẽk⟩⟨ω, ẽl⟩
⎞
⎟
⎠

2

= ∑
k,l,m,n∈Λ̂N

ak,lam,n⟨ω, ẽk⟩⟨ω, ẽl⟩⟨ω, ẽm⟩⟨ω, ẽn⟩,

and by the Isserlis–Wick theorem (see Ref. 23, p. 9, Proposition I.2),

E(⟨ω, ẽk⟩⟨ω, ẽl⟩⟨ω, ẽm⟩⟨ω, ẽn⟩) =E(⟨ω, ẽk⟩⟨ω, ẽl⟩)E(⟨ω, ẽm⟩⟨ω, ẽn⟩)

+ E(⟨ω, ẽk⟩⟨ω, ẽm⟩)E(⟨ω, ẽl⟩⟨ω, ẽn⟩)

+ E(⟨ω, ẽk⟩⟨ω, ẽn⟩)E(⟨ω, ẽl⟩⟨ω, ẽm⟩)

= δk,−lδm,−n + δk,−mδl,−n + δk,−nδl,−m.

Therefore,

E
⎛
⎜
⎝
∑

k,l∈Λ̂N

ak,l⟨ω, ẽk⟩⟨ω, ẽl⟩
⎞
⎟
⎠

2

= ∑
k,m∈Λ̂N

ak,−kam,−m + ∑
k,l∈Λ̂N

ak,la−k,−l + ∑
k,l∈Λ̂N

ak,la−l,−k

=
⎛
⎜
⎝
∑

k∈Λ̂N

ak,−k

⎞
⎟
⎠

2

+ 2 ∑
k,l∈Λ̂N

∣ak,l∣
2,

where we have used the facts a−l,−k = a−k,−l = ak,l. Combining this equality with (2.10) finishes the proof. □

Recall the definition of Λ̂N in (2.7). To simplify the notations, we introduce

ω̂N = Π̂Nω = ∑
k∈Λ̂N

⟨ω, ẽk⟩ẽk.

Then,

⟨ω̂N ⊗ ω̂N , G⟩ = ∑
k,l∈Λ̂N

⟨G, ẽk ⊗ ẽl⟩⟨ω, ẽk⟩⟨ω, ẽl⟩ (2.11)

is the partial sum of the series.

Lemma 2.7. We have

⟨ω̂N ⊗ ω̂N , G⟩ = −
1

4π2 ∑
k∈ΛN

1
∣k∣2
⟨ω, ek⟩

2.

Proof. Recall that

G(x) = −
1

4π2 ∑
k∈Z2

0

1
∣k∣2

e2πik⋅x
= −

1
4π2 ∑

k∈Z2
0

1
∣k∣2

ẽk(x).

Therefore, for l ≠ 0,
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(G ∗ ẽl)(x) = −
1

4π2
1
∣l∣2

ẽl(x),

which implies that

⟨G, ẽk ⊗ ẽl⟩ = ∫T2
ẽk(x)(G ∗ ẽl)(x) dx = −

1
4π2

1
∣l∣2

δk,−l.

Hence,

⟨ω̂N ⊗ ω̂N , G⟩ = −
1

4π2 ∑
k∈ΛN

1
∣k∣2
⟨ω, ẽk⟩⟨ω, ẽ−k⟩ = −

1
4π2 ∑

k∈ΛN

1
∣k∣2
∣⟨ω, ẽk⟩∣

2.

The desired identity follows from ∣⟨ω, ẽk⟩∣
2
= 1

2 (⟨ω, ek⟩
2 + ⟨ω, e−k⟩

2) for all k ∈ ΛN . □

Now, we can prove the main result of this section.

Theorem 2.8. Let ω be a white noise on T2. Almost surely, it holds that

⟨ω⊗ ω, G⟩ = −2 : H : .

Proof. Let Gn be the smooth functions defined at the end of Sec. II A. We have

E[(⟨ω⊗ ω, G⟩ + 2 : H :)
2
]

≤ 4E[⟨ω⊗ ω, G −Gn⟩
2
] + 4E[(⟨ω⊗ ω, Gn⟩ − ⟨ω̂N ⊗ ω̂N , Gn⟩)

2
]

+ 4E[(⟨ω̂N ⊗ ω̂N , Gn⟩ + 2 ẼN)
2
] + 16E[(̃EN− : H :)

2
].

(2.12)

We deal with these terms one-by-one. By (2.1),

E[⟨ω⊗ ω, G −Gn⟩
2
] ≤ 2∫T2×T2

(G −Gn)2(x, y) dxdy. (2.13)

Next, for any fixed n ≥ 1, Lemma 2.5 implies

E[(⟨ω̂N ⊗ ω̂N , Gn⟩ − ⟨ω⊗ ω, Gn⟩)
2
]→ 0 as N →∞. (2.14)

Moreover, by Proposition 2.3, the last term in (2.12) vanishes as N →∞.
It remains to treat the third term on the rhs of (2.12). By (2.3) and Lemma 2.7,

−2 ẼN = ⟨ω̂N ⊗ ω̂N , G⟩ − E⟨ω̂N ⊗ ω̂N , G⟩.

Therefore,

E[(⟨ω̂N ⊗ ω̂N , Gn⟩ + 2 ẼN)
2
]

=E[(⟨ω̂N ⊗ ω̂N , Gn −G⟩ − E⟨ω̂N ⊗ ω̂N , Gn −G⟩ + E⟨ω̂N ⊗ ω̂N , Gn⟩)
2
]

≤ 2E[(⟨ω̂N ⊗ ω̂N , Gn −G⟩ − E⟨ω̂N ⊗ ω̂N , Gn −G⟩)
2
] + 2[E⟨ω̂N ⊗ ω̂N , Gn⟩]

2
.

By (2.11) and Lemma 2.6,

J. Math. Phys. 61, 013101 (2020); doi: 10.1063/1.5099359 61, 013101-10

Published under license by AIP Publishing

 29 January 2024 15:40:41

https://scitation.org/journal/jmp


Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp

E[(⟨ω̂N ⊗ ω̂N , Gn −G⟩ − E⟨ω̂N ⊗ ω̂N , Gn −G⟩)
2
]

=2 ∑
k,l∈Λ̂N

∣⟨Gn −G, ẽk ⊗ ẽl⟩∣
2
≤ 2∫T2×T2

(Gn −G)2(x, y) dxdy.

Hence,

E[(⟨ω̂N ⊗ ω̂N , Gn⟩ + 2ẼN)
2
] ≤ 4∫T2×T2

(Gn −G)2(x, y) dxdy + 2[E⟨ω̂N ⊗ ω̂N , Gn⟩]
2
.

As a result of (2.14),

lim
N→∞

E⟨ω̂N ⊗ ω̂N , Gn⟩ = E⟨ω⊗ ω, Gn⟩ = ∫T2
Gn(x, x) dx = 0,

where the second step is due to Lemma 2.1(ii). Thus,

lim sup
N→∞

E[(⟨ω̂N ⊗ ω̂N , Gn⟩ + 2 ẼN)
2
] ≤ 4∫T2×T2

(Gn −G)2(x, y) dxdy.

Combining the above inequality with (2.12)–(2.14), letting N →∞ in (2.12) yields

lim sup
N→∞

E[(⟨ω⊗ ω, G⟩ + 2 : H :)
2
] ≤ 24∫T2×T2

(Gn −G)2(x, y) dxdy.

We finish the proof by sending n→∞. □

III. PROOF OF THE MAIN RESULT
In this section, we first show that the Hamiltonian HN converges weakly to the renormalized energy : H :, by making use of the weak

convergence of the random point vortices ωN to the white noise ω. Thanks to the fact that the law of : H : has a density, finally we are able to
prove Theorem 1.1.

First of all, we prove the following intermediate result.

Proposition 3.1. The Hamiltonian HN defined in (1.3) converges weakly to the renormalized energy : H :.

By (1.6) and Theorem 2.8, it suffices to prove that ⟨ωN ⊗ ωN , G⟩ converges weakly to ⟨ω⊗ ω, G⟩, where ωN is the random point vortices
and ω is a white noise on T2. This result seems to be obvious, thanks to the weak convergence of ωN to ω; see Ref. 10, Proposition 21. However,
since the idea of its proof is very helpful for understanding the arguments below Corollary 3.3, we give the details here.

The following equality will be very useful in the sequel: if f ∈ L2(T2
× T2,R) is symmetric and f (x, x) ≡ 0, then

E[⟨ωN ⊗ ωN , f ⟩2] = 2∫T2×T2
f (x, y)2 dxdy. (3.1)

To show this identity, we recall that the random point vortices ωN have the form

ωN =
1
√

N

N

∑
i=1
ξiδXi ,

where the random vector ((ξ1, X1), . . . , (ξN , XN )) has the law λN defined in (1.4); in particular, all the random variables ξi and Xj are indepen-
dent. Note that there is a slight abuse of notation with respect to formula (1.5): there ωN is used to denote the point vortices on the state space
H−1−(T2), while here it is a random variable defined on some probability space Θ. We have

E[⟨ωN ⊗ ωN , f ⟩2] =
1

N2

N

∑
i,j,k,l=1

E[ξiξjξkξl]E[ f (Xi, Xj) f (Xk, Xl)].

Again by the Isserlis–Wick theorem (see Ref. 23, p. 9, Proposition I.2), it holds that
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E[ξiξjξkξl] = δi,jδk,l + δi,kδj,l + δi,lδj,k.

Combining this identity with the properties of the function f , we immediately get (3.1).
Recall that μN is the law of ωN on H−1−(T2) and that the sequence {μN}N≥1 converges weakly to the enstrophy measure μ. Thus, by the

Skorokhod representation theorem (see Ref. 4, p. 70, Theorem 6.7), there exists a new probability space (Θ̃, F̃ , P̃) and a sequence of random
variables ω̃N : Θ̃→ H−1−(T2), and ω̃ : Θ̃→ H−1−(T2) such that

(a) ω̃N
L
∼ μN and ω̃ L

∼ μ;
(b) P̃-a.s., ω̃N converges to ω̃ as N →∞.

In particular, ω̃ is a white noise on T2.
By Ref. 4, p. 16, Theorem 2.1, it is sufficient to show that for any bounded and uniformly continuous function g : R→ R,

lim
N→∞

E g(⟨ωN ⊗ ωN , G⟩) = E g(⟨ω⊗ ω, G⟩).

We have

E g(⟨ωN ⊗ ωN , G⟩) − E g(⟨ω⊗ ω, G⟩) = Ẽ g(⟨ω̃N ⊗ ω̃N , G⟩) − Ẽ g(⟨ω̃⊗ ω̃, G⟩).

From the next result, we deduce that the above quantity vanishes as N →∞.

Lemma 3.2. We have

lim
N→∞

Ẽ ∣⟨ω̃N ⊗ ω̃N , G⟩ − ⟨ω̃⊗ ω̃, G⟩∣= 0.

Proof. Denote the expectation by IN . Let Gn be the approximating functions given at the end of Sec. II A. By the triangle inequality,

IN ≤ Ẽ ∣⟨ω̃N ⊗ ω̃N , G⟩ − ⟨ω̃N ⊗ ω̃N , Gn⟩∣+ Ẽ ∣⟨ω̃N ⊗ ω̃N , Gn⟩ − ⟨ω̃⊗ ω̃, Gn⟩∣

+ Ẽ ∣⟨ω̃⊗ ω̃, Gn⟩ − ⟨ω̃⊗ ω̃, G⟩∣.
(3.2)

We denote the three terms by IN,i, i = 1, 2, 3. Cauchy’s inequality yields

IN,1 ≤ (Ẽ ∣⟨ω̃N ⊗ ω̃N , G⟩ − ⟨ω̃N ⊗ ω̃N , Gn⟩∣
2
)

1/2
= (2∫T2×T2

(G −Gn)2(x, y) dxdy)
1/2

,

where in the second step, we have used (3.1). Similarly, by (2.1),

IN,3 ≤ (2∫T2×T2
(G −Gn)2(x, y) dxdy)

1/2
.

Next, for any fixed n ≥ 1, the family {⟨ω̃N ⊗ ω̃N , Gn⟩}N≥1
is bounded in L2

(P̃) by (3.1); hence, it is uniformly integrable. Moreover, P̃-a.s.,

⟨ω̃N ⊗ ω̃N , Gn⟩→ ⟨ω̃⊗ ω̃, Gn⟩ as N →∞,

due to the a.s. convergence of ω̃N to ω̃. Therefore,

lim
N→∞

IN,2 = 0.

Summarizing the above discussions, we first let N →∞ and then n→∞ in (3.2) to deduce that limN→∞IN = 0. □

As a consequence, we can prove

Corollary 3.3. For any nontrivial interval [a, b], one has
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lim
N→∞

P({HN ∈ [a, b]}) = P({: H :∈ [a, b]}). (3.3)

Proof. We will use the Malliavin differentiability of the renormalized energy : H :; see, e.g., Ref. 19, Chap. 1 for the definition. By Ref.
18, Theorem 8.3 (see also Ref. 8, Theorems 3.2 and 3.3), the renormalized energy : H : is infinitely differentiable in the sense of Malli-
avin and it is nondegenerate, which implies that, as a real valued random variable, the law ν of : H : has a density with respect to the
Lebesgue measure on R. Thus, any interval [a, b] is a ν-continuous set, that is, the boundary of [a, b] (i.e., {a, b}) is ν-negligible. On
the other hand, Proposition 3.1 tells us that the laws on R of HN converge weakly to ν as N →∞. Therefore, the desired limit holds
true. □

Finally, we are ready to prove the main result.

Proof of Theorem 1.1. Taking into account Proposition 2.4 and Corollary 3.3, it is sufficient to show that, for any bounded and uniformly
continuous function F : H−1−(T2)→ R, one has

lim
N→∞

E[F(ωN )1[a,b](HN )] = E[F(ω)1[a,b](: H :)],

where ωN and ω denote the random point vortices and the white noise, respectively.
We follow the idea of the Proof of Proposition 3.1 and use the Skorokhod representation theorem. Then, adopting the notations given

there,

E[F(ωN )1[a,b](HN )] − E[F(ω)1[a,b](: H :)] = Ẽ[F(ω̃N )1[a,b](H̃N )] − Ẽ[F(ω̃)1[a,b]( ˜: H :)],

where the notations with a tilde denote quantities on the new probability space (Θ̃, F̃ , P̃). Denote by JN the difference on the right-hand side;
then,

∣JN ∣ ≤ Ẽ∣F(ω̃N ) − F(ω̃)∣ + ∥F∥∞Ẽ ∣1[a,b](H̃N ) − 1[a,b]( ˜: H :)∣.

The first term tends to zero by the dominated convergence theorem and the P̃-a.s. convergence of ω̃N to ω̃. To show that the second one also
vanishes as N →∞, we take a sequence of bounded continuous functions such that

f n(t) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

1, t ∈ [a, b],
0, t ∈ (−∞, a − 1/n] ∪ [b + 1/n, +∞),

linear function, t ∈ [a − 1/n, a] ∪ [b, b + 1/n].

Then,

Ẽ ∣1[a,b](H̃N ) − 1[a,b]( ˜: H :)∣

≤ Ẽ ∣1[a,b](H̃N ) − f n(H̃N )∣+ Ẽ ∣ f n(H̃N ) − f n( ˜: H :)∣+ Ẽ ∣ f n( ˜: H :) − 1[a,b]( ˜: H :)∣.
(3.4)

By Lemma 3.2, we know that H̃N = −
1
2 ⟨ω̃N ⊗ ω̃N , G⟩ converges in L1

(P̃) to ˜: H : = − 1
2 ⟨ω̃⊗ ω̃, G⟩. For fixed n ∈ N, f n is the Lipschitz continuous

with ∥ f n ∥ Lip = n; therefore,

lim
N→∞

Ẽ ∣ f n(H̃N ) − f n( ˜: H :)∣= 0.

Next, let νN be the law of HN and thus also of H̃N . We have

Ẽ ∣1[a,b](H̃N ) − f n(H̃N )∣≤ νN([a − 1/n, a] ∪ [b, b + 1/n]),

and hence, by Corollary 3.3,
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lim sup
N→∞

E∣1[a,b](H̃N ) − f n(H̃N )∣≤ ν([a − 1/n, a] ∪ [b, b + 1/n]),

where ν is the law of : H : which is the same as that of ˜: H :. Finally,

Ẽ ∣f n( ˜: H :) − 1[a,b]( ˜: H :)∣≤ ν([a − 1/n, a] ∪ [b, b + 1/n]).

Recall that ν is absolutely continuous with respect to the Lebesgue measure. Therefore, first letting N →∞ and then n→∞ in (3.4), we
complete the proof. □

IV. TRIVIALITY OF CLUSTER POINTS
In this part, following the discussions at the end of Ref. 17, Sec. 5.4 (see also Ref. 21), we study the limit behavior of the correlation

functions (i.e., marginal distributions) of the energy conditional measures λa,b
N on the “flat space” (R × T2)N . Here, for a, b ∈ R, a < b,

λa,b
N =

1
Za,b

N

1{HN ((ξ1 ,x1),...,(ξN ,xN ))∈[a,b]}λN , (4.1)

where λN is defined in (1.4) and Za,b
N is the normalizing constant,

Za,b
N = ∫

(R×T2)N
1{HN ((ξ1 ,x1),...,(ξN ,xN ))∈[a,b]} dλN = P({HN ∈ [a, b]}).

Note that the measure μa,b
N defined in the Introduction is the image measure of λa,b

N under the map T N : (R × T2)N
→ H−1−(T2) defined as

((ξ1, x1), . . . , (ξN , xN ))
T N
ÐÐ→

1
√

N

N

∑
i=1
ξiδxi . (4.2)

To simplify the presentation, we introduce the notations x̃i = (ξi, xi) ∈ R × T2 and XN = (x̃1, . . . , x̃N ). Denote by dx̃i = dxiN (dξi) and
dXN = dx̃1 . . .dx̃N . Let

ρN (XN ) = 1{HN (XN )∈[a,b]}/Z
a,b
N

be the density function of the conditional probability measure λa,b
N on (R × T2)N . The correlation functions ρN

j (1 ≤ j ≤ N) are defined as follows:
ρN

N = ρN , and for 1 ≤ j ≤ N − 1,

ρN
j (x̃1, . . . , x̃j) = ∫

(R×T2)N−j
ρN (XN ) dx̃j+1 . . .dx̃N .

Each function is a probability density (for the first j point vortices) and is symmetric in (x̃1, . . . , x̃j), thanks to the symmetry of ρN in
(x̃1, . . . , x̃N ). To simplify the notations, we introduce

Xj = (x̃1, . . . , x̃j), XN−j
= (x̃j+1, . . . , x̃N ), 1 ≤ j ≤ N − 1.

First of all, we have the following simple result [see Ref. 17 (22) or Ref. 21, Proposition 6].

Lemma 4.1. For any 1 ≤ j ≤ N − 1,

∫
(R×T2)N

ρN log ρN dXN ≥ ∫
(R×T2)j

ρN
j log ρN

j dXj + ∫
(R×T2)N−j

ρN
N−j log ρN

N−j dXN−j.

Proof. We include the proof for the reader’s convenience. It is well known that t log t ≥ t − 1 for all t ≥ 0. Therefore,
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ρN (XN ) log(
ρN (XN )

ρN
j (Xj)ρN

N−j(XN−j)
) + ρN

j (Xj)ρN
N−j(XN−j) − ρN (XN ) ≥ 0,

which implies

∫
(R×T2)N

ρN (XN ) log(
ρN (XN )

ρN
j (Xj)ρN

N−j(XN−j)
) dXN ≥ 0.

This is equivalent to the desired inequality. □

Next, we prove

Proposition 4.2. For any fixed j ≥ 1, {ρN
j }N≥j

is weakly compact in L1
((R × T2)j, dXj).

Proof. For any N ≥ j, there exist m = m(j, N) ∈ N and r = r(j, N) ∈ {0, 1, . . . , j − 1} such that N = mj + r. By Lemma 4.1,

∫
(R×T2)N

ρN log ρN dXN ≥ m∫
(R×T2)j

ρN
j log ρN

j dXj + r∫R×T2
ρN

1 log ρN
1 dX1.

Using the inequality t log t ≥ t − 1(t ≥ 0), it is clear that ∫R×T2ρN
1 log ρN

1 dX1 ≥ 0. Thus,

∫
(R×T2)j

ρN
j log ρN

j dXj ≤
1
m∫(R×T2)N

ρN log ρN dXN =
1
m

log
1

Za,b
N

,

where the last step follows from the definition of ρN . Note that 1
m = O(1

N), thus by (3.3), the right-hand side vanishes as N →∞. In particular,
we conclude that {ρN

j log ρN
j }N≥j

is bounded in L1
((R × T2)j, dXj). The proof is complete. □

We say that a family {ρj}j≥1 of probability densities is a weak cluster point of {ρN
j }j≥1

if there exists a subsequence {Nk}k≥1 of integers

such that, for any j ≥ 1, ρNk
j converges weakly to ρj in L1

((R × T2)j, dXj). Now, we prove the main result of this section.

Theorem 4.3. Any weak cluster point {ρj}j≥1 of {ρN
j }j≥1

is trivial, that is, for any j ≥ 1, ρj = 1 almost surely on (R × T2)j. Consequently,

for any j ≥ 1, the whole sequence {ρN
j }N≥j

converges weakly to 1.

Proof. Fix any ε > 0 and j ≥ 1; let

Cε = {u ∈ L1
((R × T2)j, dXj) : u ≥ 0,∫

(R×T2)j
u log u dXj ≤ ε}.

Let {Nk}k≥1 be the subsequence such that ρNk
j converges weakly to ρj in L1

((R × T2)j, dXj). By the Proof of Proposition 4.2, we have ρNk
j ∈ Cε

for all k big enough. Therefore, ρj is a weak cluster point of Cε, which is a convex subset of L1
((R × T2)j, dXj). Since the weak closure of Cε

coincides with the strong one, there exists a sequence of functions {un} ⊂ Cε which converges strongly to ρj in L1
((R × T2)j, dXj). Along a

subsequence, un converges to ρj almost everywhere. Therefore, by Fatou’s lemma, we have

∫
(R×T2)j

ρj log ρj dXj ≤ lim inf
n→∞ ∫(R×T2)j

un log un dXj ≤ ε.

The arbitrariness of ε > 0 leads to ∫(R×T2)jρj log ρj dXj = 0, which implies ρj = 1 almost surely. The last assertion follows from the weak
compactness of {ρN

j }N≥j
and the uniqueness of the weak limit. □
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The above theorem implies that, in the limit, the joint density function ρj of the first j point vortices is identically equal to 1; that is,
the energy constraints on the vortices disappear and the vortices are mutually independent. Hence, Theorem 4.3 is a propagation-of-chaos
type result: as N increases, the first few point vortices tend to be less and less correlated with each other and, in the limit, they become totally
independent. The limiting behavior of the vortices is chaotic; it is not possible to deduce the information of one point vortex from those of
others. Based on the propagation of chaos, some formal argument (cf. Ref. 17, pp. 15–16) yields that the weak cluster point obtained above
gives a trivial solution to the mean field equation,

ρ(ξ, x) =
1

Zβ
e−βξUρ(x), β ∈ R,

where Zβ is the normalizing constant and Uρ is the averaged stream function,

Uρ(x) = ∫R×T2
ξG(x, y)ρ(ξ, y)N (dξ)dy, x ∈ T2.

In our case, ρ = 1 a.s. and Uρ = 0 a.s. The corresponding free energy F(1) = S(1) + βE(1) = 0, where the entropy

S(ρ) = ∫R×T2
ρ(x̃) log ρ(x̃) dx̃

and the energy

E(ρ) = ∫
(R×T2)2

H2(x̃1, x̃2)ρ(x̃1)ρ(x̃2) dx̃1dx̃2.

We conclude this section by showing that, under the measure λa,b
N = ρ

N (XN ) dXN , the empirical measure 1
N∑

N
i=1δx̃i converges weakly to

the trivial measure dx̃ = N (dξ)dx on R × T2.

Corollary 4.4. For any ϕ ∈ Cb(R × T2),

lim
N→∞∫(R×T2)N

∣
1
N

N

∑
i=1
ϕ(x̃i) − ∫R×T2

ϕ(x̃) dx̃∣
2

dλa,b
N = 0.

Proof. We denote the integral by IN . Expanding the square in the integral leads to

IN =
1

N2

N

∑
i,j=1
∫

(R×T2)N
ϕ(x̃i)ϕ(x̃j) dλa,b

N + (∫R×T2
ϕ(x̃) dx̃)

2

−
2
N
(∫R×T2

ϕ(x̃) dx̃)
N

∑
i=1
∫

(R×T2)N
ϕ(x̃i) dλa,b

N .

Note that λa,b
N = ρ

N (XN ) dXN . Using the marginal densities ρN
j , j = 1, 2, we have

IN =
N − 1

N ∫
(R×T2)2

ϕ(x̃1)ϕ(x̃2)ρN
2 (x̃1, x̃2) dx̃1dx̃2 +

1
N∫R×T2

ϕ(x̃1)2ρN
1 (x̃1) dx̃1

+ (∫R×T2
ϕ(x̃) dx̃)

2

− 2(∫R×T2
ϕ(x̃) dx̃)∫R×T2

ϕ(x̃1)ρN
1 (x̃1) dx̃1.

Now, we finish the proof by letting N →∞ and using Theorem 4.3. □

V. ENERGY CONDITIONAL SOLUTIONS TO 2D EULER EQUATIONS
In this part, we show the existence of solutions to 2D Euler equations whose renormalized energy is confined in an interval [a, b]. First,

we give the precise meaning of the solution.
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Definition 5.1. Let a, b ∈ R, a < b be fixed. A stochastic process {ωt}t∈[0,T] defined on some probability space (Θ,F ,P) with trajectories in
C([0, T], H−1−(T2)) is called an energy conditional solution of the 2D Euler equations if for any t ∈ [0, T], ωt has the law μa,b defined in (1.7),
and for any ϕ ∈ C∞(T2), P-a.s.,

⟨ωt ,ϕ⟩ = ⟨ω0,ϕ⟩ + ∫
t

0
⟨ωs ⊗ ωs, Hϕ⟩ ds for all t ∈ [0, T]. (5.1)

The above equation is called the weak vorticity formulation of the 2D Euler equation (see Ref. 22). Here, for any ϕ ∈ C∞(T2),

Hϕ(x, y) =
1
2

K(x − y) ⋅ (∇ϕ(x) −∇ϕ(y)), x, y ∈ T2, x ≠ y,

in which K is the Biot–Savart kernel on T2. We shall set Hϕ(x, x) = 0 for all x ∈ T2. Note that μa,b is absolutely continuous with respect
to the enstrophy measure μ, with a density function bounded by 1/Za,b, where Za,b

= μ({: H :∈ [a, b]}) > 0. Thus, in a similar way, as
in Proposition 2.2, one can show that the nonlinear term ⟨ωs ⊗ ωs, Hϕ⟩ is well defined; see Ref. 10, Theorem 10 and Definition 11 for
details.

Remark 5.2. We recall that Cipriano showed in Ref. 8, Theorem 4.1 the existence of solutions to 2D Euler equations with given energy a ∈ R,
as long as the density function of : H : is positive at a. It is interesting to prove the same result by letting b→ a in the above definition. The key
ingredient is to show uniform estimates (independent of a and b) of the type proven in Lemma 5.6 (without the parameter N). For the moment,
we do not know how to do this.

Now, we state our main result in this part.

Theorem 5.3. There exists a probability space (Θ,F ,P) with the following properties.

(i) There exists a stochastic process ω : [0, T] ×Θ→ H−1−(T2) such that it is an energy conditional solution of the 2D Euler equations in
the sense of Definition 5.1.

(ii) On (Θ,F ,P), one can define a subsequence of random point vortex systems which converges P-a.s. in C([0, T], H−1−(T2)) to the solution
of point (i).

(iii) On (Θ,F ,P), one can define a subsequence of functions ω(n)(θ, t, x), (θ, t, x) ∈ Θ × [0, T] × T2, such that for P-a.s. θ ∈ Θ, the functions
(t, x)↦ ω(n)(θ, t, x) are L∞-solutions of 2D Euler equations and converge to ω.(θ) in C([0, T], H−1−(T2)).

Recalling that μa,b
= (Za,b)−11{:H:∈[a,b]}μ, it may seem that the above result follows from Ref. 10, Theorem 25. However, the initial density

function in the present case is not continuous, thus our result is not a direct consequence of Ref. 10, Theorem 25. A careful investiga-
tion of the proof in Ref. 10, Sec. 5, reveals that the continuity of the density function was only used there to show that the normalizing
constants CN tend to 1 as N →∞ (see the arguments below Ref. 10, Lemma 29). Since we have already shown in (3.3) the convergence
Za,b

N → Za,b, we can follow the ideas in Ref. 10 to prove Theorem 5.3. In the sequel, we introduce the main preliminaries needed in the
proof.

Let N ≥ 2 be fixed, we consider the point vortex dynamics on T2:

dXi,N
t

dt
=

1
√

N

N

∑
j=1

ajK(Xi,N
t − Xj,N

t ), i = 1, . . . , N, (5.2)

with the vortex intensities (a1, . . . , aN ) ∈ (R/{0})N and initial positions (X1,N
0 , . . . , XN,N

0 ) ∈ (T2)N
/ΔN , where ΔN = {(x1, . . . , xN ) ∈ (T2)N

: ∃ i ≠ j such that xi = xj} is the generalized diagonal. It is well known that, for Leb⊗N
T2 -a.e. initial condition (X1,N

0 , . . . , XN,N
0 ) ∈ (T2)N

/ΔN , the
above system of equations has a global solution, that is, the vortex points do not collapse, cf. Ref. 20, Sec. 4.4. Therefore, we can define the
vorticity field

ωN
t =

1
√

N

N

∑
i=1

aiδXi,N
t

, t ≥ 0,

which satisfies, for any ϕ ∈ C∞(T2),

J. Math. Phys. 61, 013101 (2020); doi: 10.1063/1.5099359 61, 013101-17

Published under license by AIP Publishing

 29 January 2024 15:40:41

https://scitation.org/journal/jmp


Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp

⟨ωN
t ,ϕ⟩= ⟨ωN

0 ,ϕ⟩+ ∫
t

0
⟨ωN

s ⊗ ω
N
s , Hϕ⟩ds, for all t ≥ 0. (5.3)

We mention that an interesting model involving the creation and damping of point vortices is studied in the recent work.14

We shall consider the point vortex dynamics with random intensities and random initial conditions. Thus, on a probability space
(Θ,F ,P), let {ξi}i≥1 be an i.i.d. sequence of random variables with the standard Gaussian distribution N(0, 1), and {Xi

0}i≥1 be an i.i.d. sequence
of random variables with uniform distribution on T2; assume the two families are independent. Note that the measures λN and μN defined in
Sec. I are the laws of ((ξ1, X1

0), . . . , (ξN , XN
0 )) and of ωN

0 =
1√
N∑

N
i=1ξiδXi

0
, respectively.

We recall the following result which is the same as Ref. 10, Proposition 22.

Proposition 5.4. Consider the point vortex dynamics (5.2) with random intensities (ξ1, . . . , ξN ) and random initial positions (X1
0 , . . . , XN

0 )
distributed as λN . P-almost surely, the dynamics (X1,N

t , . . . , XN,N
t ) is well defined in (T2)N

/ΔN for all t ≥ 0, and ((ξ1, X1,N
t ), . . . , (ξN , XN,N

t )) has
the invariant law λN . The associated measure-valued vorticity ωN

t is a stochastic process with the invariant marginal law μN ; moreover, P-a.s.,
ωN

t satisfies (5.3) and

HN(ωN
t ) = HN((ξ1, X1,N

t ), . . . , (ξN , XN,N
t )) = HN(ωN

0), for all t ≥ 0. (5.4)

Proof. The first assertion follows from the discussions below (5.2) and those in the paragraph containing the formula (1.4). The second
assertion is a direct consequence of the first one and of the definition of ωN

t , while (5.4) is due to the invariance of the Hamiltonian HN under
the point vortex dynamics (5.2). □

Next, we confine the point vortex dynamics to those initial configurations with energy belonging to the interval [a, b]. To this end, we
introduce the conditional probability measures on (Θ,F ),

Pa,b
N =

1{HN (ωN
0 )∈[a,b]}

P({HN (ωN
0 ) ∈ [a, b]})

P =
1{HN (ωN

0 )∈[a,b]}
Za,b

N

P.

The measure λa,b
N defined in (4.1) is the law on (R × T2)N of ((ξ1, X1

0), . . . , (ξN , XN
0 )) under Pa,b

N , and we have μa,b
N = (T N )#λa,b

N , where T N is
defined in (4.2). From Proposition 5.4, we deduce the following result.

Proposition 5.5. Consider the point vortex dynamics (5.2) with random intensities (ξ1, . . . , ξN ) and random initial positions (X1
0 , . . . , XN

0 )
distributed as λa,b

N . Then, Pa,b
N -a.s., for all t ≥ 0, the dynamics (X1,N

t , . . . , XN,N
t ) is well defined in (T2)N

/ΔN , and ((ξ1, X1,N
t ), . . . , (ξN , XN,N

t )) has
the invariant distribution λa,b

N . The associated measure-valued vorticity ωN
t is a stochastic process with the invariant marginal law μa,b

N ; moreover,
Pa,b

N -a.s., ωN
t satisfies (5.3) and

HN(ωN
t ) = HN(ωN

0) ∈ [a, b], for all t ≥ 0.

Proof. Since the conditional probability measure Pa,b
N is absolutely continuous with respect to P, the properties that hold P-a.s. also hold

almost surely with respect to Pa,b
N . It remains to show that λa,b

N is the invariant distribution of ((ξ1, X1,N
t ), . . . , (ξN , XN,N

t )). Once this is proved,
we deduce that ωN

t has the invariant marginal law μa,b
N since

law(ωN
t ) = (T N )#law((ξ1, X1,N

t ), . . . , (ξN , XN,N
t )) = (T N )#λa,b

N = μ
a,b
N .

To simplify the notations, we write ξ = (ξ1, . . . , ξN ) and XN
t = (X1,N

t , . . . , XN,N
t ). For any bounded measurable function F : (R × T2)N

→ R,
by the definition of Pa,b

N and (5.4),

∫
Θ

F(ξ, XN
t ) dPa,b

N =
1

Za,b
N
∫
Θ

F(ξ, XN
t )1{HN (ωN

0 )∈[a,b]} dP

=
1

Za,b
N
∫
Θ

F(ξ, XN
t )1{HN (ξ,XN

t )∈[a,b]} dP

=
1

Za,b
N
∫
Θ

F(ξ, XN
0 )1{HN (ξ,XN

0 )∈[a,b]} dP,

where the last step is due to the fact that, under P, (ξ, XN
t ) has the invariant distribution λN . Therefore,
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∫
Θ

F(ξ, XN
t ) dPa,b

N = ∫
Θ

F(ξ, XN
0 ) dPa,b

N ,

which implies that, under the conditional probability measure Pa,b
N , (ξ, XN

t ) has the same law as (ξ, XN
0 ), i.e., λa,b

N . □

To emphasize the dependence on the parameters a, b, we denote by ωN
a,b(⋅) the associated measure-valued vorticity field obtained in

Proposition 5.5. The next lemma gives useful estimates on ωN
a,b(⋅).

Lemma 5.6. Let N0 be large enough such that Z0 ∶= infN≥N0 Za,b
N > 0 and f : T2

× T2
→ R be symmetric, bounded, and measurable. Then,

for all p ≥ 1 and δ > 0, there are constants Cp, Cp,δ > 0 such that for all N ≥ N0,

EPa,b
N
[∣⟨ωN

a,b(t)⊗ ωN
a,b(t), f ⟩∣

p
] ≤ Cp∥ f ∥p

∞/Z0, EPa,b
N
[∥ωN

a,b(t)∥
p

H−1−δ] ≤ Cp,δ/Z0.

Moreover, if f (x, x) = 0 for all x ∈ T2, then

EPa,b
N
[⟨ωN

a,b(t)⊗ ωN
a,b(t), f ⟩2] ≤

2
Z0
∫T2×T2

f (x, y)2 dxdy.

Proof. First, we mention that similar results hold for the unconditioned point vortices ωN
t under the probability measure P. Namely, for

every p ≥ 1 and δ > 0, there are positive constants Cp, Cp,δ > 0 such that

EP[∣⟨ω
N
a,b(t)⊗ ωN

a,b(t), f ⟩∣p] ≤ Cp∥ f ∥p
∞, EP[∥ω

N
t ∥

p

H−1−δ] ≤ Cp,δ ,

and if f (x, x) = 0 for all x ∈ T2, then

EP[⟨ω
N
t ⊗ ω

N
t , f ⟩2] = 2∫T2×T2

f (x, y)2 dxdy.

The proofs of these results are based on the expression ofωN
t ; see Ref. 10, Lemma 23 for detailed computations. In particular, the first inequality

can be proved using the Isserlis-Wick theorem and a combinatorial argument, while the second one follows from the fact ∥δx∥H−1−δ ≤ Cδ . The
last equality is the same as (3.1).

Now, by observing that

EPa,b
N
[⟨ωN

a,b(t)⊗ ωN
a,b(t), f ⟩p] =

1
Za,b

N

EP[⟨ω
N
t ⊗ ω

N
t , f ⟩p1{HN (ωN

0 )∈[a,b]}],

we immediately get the first estimate. The proofs of the others are similar. □

With these preliminaries in hand, we can complete the Proof of Theorem 5.3. More precisely, let QN be the law of the process
{ωN

a,b(t)}
t∈[0,T] on X = C([0, T], H−1−(T2)). Using Eq. (5.3) and the estimates in Lemma 5.6, we can show that the family {QN

}N≥N0 is tight on
X ; see the beginning part of Ref. 10, Sec. 4.2 for details. By Prohorov’s theorem (Ref. 4, p. 59, Theorem 5.1), there is a subsequence {Nk}k≥1
such that QNk converges weakly to some probability measure Q on X . Skorokhod’s representation theorem implies that there exist a proba-
bility space (Θ̃, F̃ , P̃) and processes ω̃Nk and ω̃, with trajectories in X , such that their laws are QNk and Q, respectively; P̃-a.s., ω̃Nk converges to
ω̃ in the topology of X . Moreover, the processes ω̃Nk can be represented as a sum of Dirac deltas,

ω̃Nk
t =

1
√

Nk

Nk

∑
i=1
ξ̃iδX̃i,Nk

t
, t ∈ [0, T],

where ((̃ξ1, X̃i,Nk
t ), . . . , (̃ξNk , X̃Nk ,Nk

t )) is a random vector with the invariant law λa,b
Nk

for all t ∈ [0, T], and it solves the point vortex dynamics
(5.2); see Ref. 10, Lemma 28 for the detailed proof.

Next, we prove the law of ω̃t is the energy conditional measure μa,b for all t ∈ [0, T]. For any F ∈ Cb(H−1−(T2)), since ω̃Nk converges P̃-a.s.
to ω̃ in the topology of X ,
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∫
Θ̃

F(ω̃t) dP̃ = lim
k→∞∫Θ̃

F(ω̃Nk
t ) dP̃ = lim

k→∞∫H−1−(T2)
F(ω) dμa,b

Nk
(ω) = ∫

H−1−(T2)
F(ω) dμa,b(ω),

where in the last step, we have used the weak convergence of μa,b
N to μa,b proved in Sec. III.

Finally, using again the estimates in Lemma 5.6 and repeating the arguments below (Ref. 10, Lemma 28), we can show that {ω̃t}t∈[0,T]
satisfies the weak vorticity formulation (5.1) of the 2D Euler equation. Summarizing the above discussions, we have proved the first two
assertions of Theorem 5.3. The last assertion is proved in the same way as the end of Ref. 10, Sec. 4.2.

VI. STRUCTURES AND INTERMEDIATE REGIMES
In the classical Onsager theory, the microcanonical measure is defined as the uniform measure on configurations (x1, . . . , xN ) such that

∑
i≠j
ξiξj log

1
∣xi − xj∣

∼ N2a, (6.1)

for some value of a > 0 (in this section, we heuristically write a instead of [a, b] since, for a > 0, it is the value of a which plays a practical role,
independently of b). For typical configurations (x1, . . . , xN ), when N is large, the empirical measure

1
N

N

∑
i=1
ξiδxi

is close to the solutions of a certain mean field equation (Onsager theory). There is a natural explanation, for a≫ 0: in order to have (6.1), we
need roughly N2 terms in the sum∑i≠j with value ξiξj log 1

∣xi−xj∣ close to a (this argument is very rough). The “only” way to reach such result
is to group positive vortices together, all very close to each other, and similarly for the negative ones, with the two clusters not so close to each
other: roughly (N/2)2 terms will be positive and close to a (those corresponding to positive pairs), other (N/2)2 terms will be positive as well
and close to a (those corresponding to negative pairs), and the remaining pairs, composed of vortices of opposite signs, have small values of
ξiξj log 1

∣xi−xj∣ because the two points belong to clusters which are relatively far from each other.
In our “white noise” model, the microcanonical measure corresponds to the constraint

∑
i≠j
ξiξj log

1
∣xi − xj∣

∼ Na. (6.2)

The typical configurations (x1, . . . , xN ), for large N, have the renormalized empirical measure

1
√

N

N

∑
i=1
ξiδxi

close to white noise conditioned to renormalized energy equal to a. In Fig. 1, we show the histogram of the interaction energy of 200 point
vortices (its features do not change by increasing the number of vortices). It shows the typical values of “a” in formula (6.2). They are very
small, and the corresponding configurations are quite disordered, as opposed to the structures of the Onsager theory and consistently with the
white noise limit. The theoretical energy spectrum of the free white noise ensemble (not constrained by the energy) decays as k−1, as oppose
to the predicted decay k−5/3 of the inverse stationary 2D turbulence. The question then is the decay of the spectrum for the microcanonical
ensemble, especially for large values of a, when we expect some degree of clustering of the vortices and then, potentially, the emergence of a
more interesting spectrum.

FIG. 1. Left: histogram of the interaction energies of 200 uniformly distributed point vortices over 10 000 samples. Right: the curve is the spectrum function computed from
the 11 samples with largest interaction energies, while the straight line shows the reference slope −5/3.
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FIG. 2. Left: the configuration of (most of) vortices after 120 000 steps of evolution. Right: spectrum functions before and after running dynamics.

It is very difficult to compute theoretically the spectrum function of the microcanonical measure (1.8); thus, we do some numerical
simulations. We generate 10 000 samples of uniformly distributed point vortices; each sample consists of 200 vortices, half of which have
intensity 1/

√
200 and the rest −1/

√
200. We single out the 11 samples which have the largest interaction energies (a = 0.51 in this case) and

compute their average spectrum function. The results are shown in Fig. 1. It shows that the slope of the spectrum is still very close to −1 like
in the case of the free ensemble, far from −5/3.

Deviations of the spectrum slope from the flat value −1 are due to the clustering of point vortex configurations. To prove this claim
numerically, we proceed as follows: we produce artificially an initial condition with small clusters and then let it evolve by point vortex
dynamics. We do not have a theorem of convergence to equilibrium but hope that after some time, the configuration is more typical for the
microcanonical ensemble. Precisely, we generate a point vortex configuration which, apart from some uniformly distributed point vortices,
contains small clusters with 2, 4, and 8 vortices (these numbers are chosen for convenience). The clusters have uniformly distributed centers,
and their diameters are of the order 0.01. To get a smoother spectrum function, we produce 10 such samples (with average energy 1.364 966)
and compute the averaged spectrum function, which is shown by the thin solid line on the right of Fig. 2. We see that it is close to the line with
slope −5/3 in a certain range of log(k). We take these special configurations as initial conditions and run the dynamics (use Heun’s method,
cf. Ref. 25, p. 266), with a small time step h = 0.0001. In Fig. 2, we show the vortex distribution of one of the samples after 120 000 steps of
evolution: + and ○ represent vortices of positive and negative intensity, respectively. The graph of the final spectrum function is shown by the
dashed line on the right of Fig. 2, which, on the range log(k) ∈ [1, 3], has the approximative slope −1.775. Compared to the cases considered
in Fig. 1, here we find a slope considerably different from −1 and in the direction of −5/3.

The question then is how to obtain spontaneously some degree of local clusterization from an invariant measure and, in particular, from
a microcanonical ensemble. Compared to turbulence, it seems that the two regimes of the Onsager theory and the conditional white noise
are two “extremes.” Turbulence is in the middle: typical configurations are not so uniformly distributed as in the white noise case, and they
have locally a great degree of clustering, but only locally, at small scales, not globally as the two big clusters of the Onsager case. Thus, in the
turbulence regime, we expect that each vortex interacts neither with all those of the same sign [as in (6.1)] nor only with very few of the same
sign [as in (6.2)] but with an intermediate amount.

A natural microcanonical condition is therefore

∑
i≠j
ξiξj log

1
∣xi − xj∣

∼ c(N)e

for some
N ≪ c(N)≪ N2.

The mathematical question then is whether it is possible to study the limit as N →∞ of this intermediate regime. For finite N, the micro-
canonical measure with normalizing constant c(N) is invariant for Euler dynamics, but we do not know a corresponding invariant measure
obtained as N →∞. We leave this question open but hope the clarifications of this work help address the question.
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