
 
 
 

 

Classe di scienze  

Corso di perfezionamento in 

Data Science  

35° ciclo  

Understanding and Exploiting the Latent 
Space to improve Machine Learning 

models eXplainability. 
 

Settore Scientifico Disciplinare: INF01-INFORMATICA 

 

Candidato/a 
dr.(ssa) Bodria Francesco 

 

Relatore/i (o Relatrice/i o Relatrice e Relatore) Supervisore interno 

Prof.(ssa) Fosca Giannotti Prof.(ssa) Fosca Giannotti 

Prof.(ssa) Dino Pedreschi  

 

Prof.(ssa) Riccardo Guidotti 

 

 
 

Anno accademico 2022/2023 



Understanding and Exploiting the Latent Space

of Machine Learning models.

Bodria Francesco

May 2023

Submitted to the Scuola Normale Superiore di Pisa
in xx, in partial fulfillment of the requirements for the

Doctoral Program in Data Science

Abstract

In recent years, Artificial Intelligence (AI) and Machine Learning (ML) systems
have dramatically increased their capabilities, achieving human-like or even human-
superior performance in specific tasks. This increased performance has gone hand
in hand with an increase in the complexity of AI and ML models, compromising
their transparency and trustworthiness and making them inscrutable black boxes for
decision making. Explainable AI (XAI) is a field that seeks to make the decisions
suggested by ML models more transparent to human users, by providing different
types of explanations. This thesis explores the possibility of using a reduced feature
space called “latent space”, produced by a particular kind of ML models, as a means
for the explanation process. First, we study the possibility of navigating the latent
space as a form of interactive explanation to better understand the rationale behind
the model’s predictions. Second, we propose an interpretable-by-design approach
to make the explanation process completely transparent to the user. Third, we
exploit mathematical properties of the latent space of certain ML models (similarity
and linearity) to produce explanations that are shown more plausible and accurate
than those of existing competitors in the state of the art. In order to validate our
approach, we perform extensive benchmarking on different datasets, with respect to
both existing metrics and new ones introduced in our work to highlight new XAI
problems, beyond current literature.

Keywords: eXplainable Artificial Intelligence, XAI, Machine Learning,

Latent Space
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Chapter 1

Introduction

Artificial intelligence is increasingly entering our lives. From the simplest tasks, such

as recommending favorite movies, to the most complicated, such as autonomous

driving, all areas of knowledge and many of the activities we do on a daily basis are

influenced by artificial intelligence decisions. Recent developments in AI systems

have demonstrated the capability of AI systems to complete tasks that traditionally

require high human intelligence, showing that AI algorithms are potentially useful

elements for decision support systems. Sometimes they even surpass the human

standard. The most advanced systems can use data to learn and use complex pat-

terns that no human is capable of discovering. The AI systems capable of learning

patterns and making decisions characterize a subfield of AI algorithms called ma-

chine learning (ML). Machine learning is a subfield of artificial intelligence, which

is broadly defined as the capability of a machine to learn from data and imitate

intelligent human behavior. Because of the increasing use of machine learning al-

gorithms in artificial intelligence systems, there is often ambiguity about the two

terms. When companies today deploy artificial intelligence programs, they are most

likely using machine learning, so the terms are often used interchangeably and some-

times ambiguously. The critical difference between traditional AI software and ML

approaches is that in ML models, a human developer has not written codes that in-
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Chapter 1 - Introduction

struct the system on how to make decisions. Instead, a machine learning model has

built its knowledge by training on a large amount of data. They first learn knowl-

edge from a large data set (training phase), then they can generalize this knowledge

to new data and make predictions (inference phase).

However, many ML algorithms cannot be deeply analyzed to understand how

and why a decision was made. This is why ML systems have been called black boxes:

they are oracles that give us an outcome without telling us why. Unfortunately, this

is true for the majority of ML algorithms currently in use. Moreover, without a

proper explanation, most people will lose trust in the predictions made by these

algorithms. Establishing trust in ML learning algorithms is fundamental: we want

systems to work as expected and produce transparent explanations and reasons for

the decisions they make. In recent years, trust in ML applications has been put to

the test. Many attacks have been applied to show their fragility and weaknesses [1].

In particular, it is possible to change the input data in a humanly invisible way

but deeply alter the system reaction [2]. Relying on unexplained models may lead

to adopting decisions that we do not fully understand or, even worse, violate eth-

ical principles or legal norms. These risks are particularly relevant in high-stakes

decision-making scenarios, such as medicine, justice, finance, recruitment, access to

public benefits, and so on [3]; the lack of transparency and trust may explain the

relatively low adoption rate of current AI-based decision support systems in the

mentioned areas. Moreover, companies that embed black-box ML models in their

AI products and applications risk incurring a potential loss of safety [4]. For this

reason, in 2018, the European Parliament introduced in the GDPR1 a set of clauses

for automated decision-making in terms of a right of explanation for all individuals

to obtain “meaningful explanations of the logic involved” when automated decision

making takes place. Also, in 2019, the High-Level Expert Group on AI presented

1https://ec.europa.eu/justice/smedataprotect/
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Chapter 1 - Introduction

the ethics guidelines for trustworthy AI2, where explainability is indicated as one

of the fundamental requirements for trustworthiness. Today, the same principle has

become a cornerstone of the AI Act, the proposed new EU regulation establishing

standardized rules on artificial intelligence3. Indeed, there is a widespread and in-

creasing consensus on the urgency of implementing appropriate explanation tools,

although it represents a scientific challenge that is still largely open. For this reason,

new European projects4 are arising aiming to produce meaningful explanations for

AI/ML systems5.

Explainable AI (XAI) is an emerging field in machine learning that tries to

produce explanations to address how black-box decisions of AI systems are made6.

We have witnessed in the last years the rise of a plethora of XAI methods [5, 6,

7, 8, 9, 10] both from academia and industries. In general, an eXplainable AI

method can be defined as an algorithm with the ability to explain, or present in

understandable terms, black-box decisions to a human being [11]. There are several

ways for extracting explanations from the black-box model [12, 13], each capturing

diverse aspects of a black-box model.

Generally a good XAI method [7] should addresses one or more of the following

points7:

- Verify the model’s behavior and identify whether it is acceptable.

- Help debug the model’s unexpected behavior and data collection process.

- Present the model’s predictions to the different stakeholders and allow them to

comprehend the inner working of the model without compromising the privacy

of the original training data.

2https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
3https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-

harmonised-rules-artificial-intelligence
4https://cordis.europa.eu/project/id/834756
5https://xai-project.eu/
6https://www.forbes.com/sites/cognitiveworld/2019/07/23/understanding-explainable-ai
7https://www.darpa.mil/program/explainable-artificial-intelligence
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Chapter 1 - Introduction

Figure 1.1: The concept of XAI: XAI methods must be able to translate models into
understandable and useful explanation dialogues for the end user.

XAI methods must be able to translate model decisions in a human-understandable

way (Figure 1.1). However current methods are far away for being perfect [14]

and there is much debate on how an explanation should be presented, and several

solutions have been proposed in recent years. Generally, good explanations must

highlight the right features important to the model’s predictions (Accurate), must

not change for small variations in the input (Stable), and must represent concepts

useful to the end user (Informative).

These criteria are difficult to achieve in high-dimensional datasets. In particular,

explanation methods struggle to identify the most essential features. This is due

to a large number of features and the fact that distance loses its interpretability in

high-dimensionality datasets, making it challenging to produce explanations based

on the similarity between data. In addition, methods usually return explanations

with a vast number of features considered (e.g., a rule with many conditions). This

only confuses the user, who is left with long explanations that become uninter-
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pretable. However, most real-world datasets we encounter in day-to-day life are

highly dimensional, often consisting of up to a thousand features. Dimensionality

reduction methods are a family of methods capable of reducing the features of a

dataset and compressing the dimensionality of the data. These methods map input

features into a set of reduced features which are a combination of the original ones.

This compression causes the true natural meaning of the features to come out. The

meaning of these new features, however, is lost in this compression making them

called hidden features or latent features.

One interesting thing about these latent features is that they can be considered

as dimensions of a space, called latent space. Researchers found that it is possible to

use this space to explore data and even generate new ones. This gave rise to a variety

of models capable of producing such latent space. The most famous architecture

that can create a latent space is called AutoEncoder. An AutoEncoder is a Machine

Learning model composed of two parts: an Encoder and a Decoder. The encoder is

responsible for encoding data in the latent space, while the decoder is responsible

for decoding back into the original data space. The latent space is learned from

the data by the AutoEncoder by minimizing different functions with the final goal

that similar points in the input space are also close in the latent space. However,

autoencoders are usually composed of very complex ML models making the latent

space created opaque.

In this thesis, we explored a new XAI line of research that develops methods

that exploit the properties of latent space for the explanation process. In particular,

we can use the similarity between the data and create a latent space in which to

move and which can be used to retrieve explanations. We explored the possibility

of using both an opaque and a transparent latent space to enhance interpretability.

To this end, we reviewed the current state of the art of XAI and latent space

approaches (chapter 2) and found out which approaches are the main ones in both

fields and which can be used for our goals. We studied different approaches to

15
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latent space creation and analyzed how they can be used to produce different types

of explanations.

The specific research questions of this thesis are the following:

Using explanations to explore and interact with the Latent

Space (chapter 3). Can we use the latent space to explore the deci-

sion boundary of the black-box? Can XAI methods help enhance such

exploration?

Designing a fully Interpretable Latent Space (chapter 4). Is it

possible to construct a latent space using interpretable models and still

retain its proprieties? Can this new interpretable latent space be used to

train ML models and produce explanations?

Using the latent space as a tool for producing post-hoc ex-

planations (chapter 5). Can the latent space proprieties help us in

producing better explanations than in the input space? What type of

post-hoc explanations can be obtained? How do they compare with other

approaches in the literature?

Analysis of the development and use of XAI and latent space-based methods

in the chapter 2 embraces and motivates the other objectives of this thesis. In

particular, we analyzed the most common approaches regarding XAI and the latent

space but we also tried to benchmark them with respect to several standard metrics.

Then, each following chapter explores the three research questions presented here

of XAI applied to latent space (Figure 1.2). In each chapter, we present a general

overview of the method as well as the result of the experimental part.

Chapter 3 is the first exploration of latent space using existing methods of ex-

planation. In particular, the explanation is provided in the form of an interactive

framework to allow the user to explore latent space freely. The following two chapters

16
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Figure 1.2: Overview of the thesis structure and relationships between different chapters

explore two fundamental aspects of XAI: interpretability and explainability. The

former seeks to develop completely transparent methods, while the latter builds

methods to explain a given model. In chapter 4, we tried to construct the latent

space in a fully transparent way in order to be fully aware of the inner workings of

our approach and the explanations produced. Finally, in chapter 5, we developed an

XAI method to produce explanations from a given fixed ML model. We obtained

different types of explanations and compared them with traditional approaches.

Conclusions of the thesis and final remarks are presented in Chapter 6
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Chapter 2

Background

This chapter presents the most important works concerning the latent space and

XAI besides papers combining these aspects.

2.1 eXplainable Artificial Intelligence (XAI)

Today AI is one of the most important scientific and technological areas, with a

tremendous socio-economic impact and a pervasive adoption in many fields of mod-

ern society. The impressive performance of AI systems in prediction, recommenda-

tion, and decision-making support is generally reached by adopting complex Ma-

chine Learning (ML) models that “hide” the logic of their internal processes. As

a consequence, such models are often referred to as “black-box models” [5, 15, 16].

Examples of black-box models used within current AI systems include deep learn-

ing models like neural networks and ensemble models such as bagging and boosting

models. The high performance of such models in terms of accuracy has fostered

the adoption of these black-boxes even if their opaqueness may hide potential issues

inherited by training on biased or unfair data [17]. COMPAS gives an example

of such behavior: an AI system able to predict the risk of recidivism to support
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judges in such decisions. A few years ago, ProPublica1 published an article in which

they highlighted a racial bias in the COMPAS model employed by the judges in the

USA to predict recidivism. The problem with this algorithm was that it predicted

a higher recidivism risk for black people since the dataset used for training con-

tained a bias in favor of white people. There have been cases of people incorrectly

denied loans, ML-based pollution models stating that highly polluted air was safe

to breathe, and generally poor use of limited valuable resources in criminal justice,

medicine, energy reliability, finance, and other domains.

Thus there is a substantial risk that relying on opaque models may lead to

adopting decisions that we do not fully understand or, even worse, violate ethical

principles. Companies are increasingly embedding ML models in their AI products

and applications, incurring a potential loss of safety and trust [4]. These risks are

particularly relevant in high-stakes decision-making scenarios, such as medicine, fi-

nance, and automation. In 2018, the European Parliament introduced in the GDPR2

a set of clauses for automated decision-making in terms of a right of explanation for

all individuals to obtain “meaningful explanations of the logic involved” when auto-

mated decision making takes place. Also, in 2019, the High-Level Expert Group on

AI presented the ethics guidelines for trustworthy AI3. Despite divergent opinions

among legals regarding these clauses [18, 19, 20], everybody agrees that the need to

implement such a principle is urgent and that it is a huge open scientific challenge.

That is where eXplainable AI (XAI) comes in, aiming to make these black-box

systems more comprehensible to humans. XAI makes it possible to develop AI

systems that are fair and transparent according to certain principles.

- Build Trust : If the systems are transparent, it is easier for people to trust and

use them.

1https://www.propublica.org/datastore/dataset/compas-recidivism-risk-score-data-and-
analysis

2https://ec.europa.eu/justice/smedataprotect/
3https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
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- Enable Auditing : Help systems to comply with government regulations.

- Improve the model : Looking at the explanations, Data Scientists will be able

to fine-tune the models and draw better results.

Leading tech companies like Amazon and IBM often provide XAI tools. They help

to describe the AI model pipeline, its expected outcome, and potential biases that

can interfere with the model’s performance. Today no company that uses artificial

intelligence can go without integrating XAI principles into their development process

if they want to manage compliance risks. If they fail to provide accounts for their

model’s decision, they can face million dollar lawsuits which have happened with

Facebook and Google many times.

2.1.1 Existing XAI Taxonomy for Explanation Methods

In this section, we synthetically recall the existing taxonomy and classification of

XAI methods present in the literature [5, 6, 21, 7, 22, 23]. We summarize the

fundamental distinctions adopted to annotate the methods in Figure 2.1.

The first distinction separates explainable by design methods from black-box

explanation models:

• Intrinsically explainable methods are explainable by design methods that

return a decision, and the reasons for the decision are directly accessible be-

cause the model is transparent.

• Post-Hoc explanation methods produce explanations for a fixed given black-

box.

The second differentiation distinguishes post-hoc explanation methods between

global and local methods:
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Figure 2.1: Existing taxonomy for the classification of explanation methods.

• Global explanation methods aim at explaining the overall logic of a black-box

model. Therefore the explanation returned is a global, complete explanation

valid for any instance;

• Local explainers aim at explaining the reasons for the decision of a black-box

model for a specific instance.

The third distinction categorizes the methods into model-agnostic and model-

specific:

• Model-Agnostic explanation methods can be used to interpret any type of

black-box model;

• Model-Specific explanation methods can be used to interpret only a specific

type of black-box model.

2.1.2 Categorization of Explanations

An XAI method can produce different types of explanations tied to the data type to

explain. Since the type of data we face is very different, the explanations returned

are also different. There are three principal data types recognized in the literature:

tabular data, images, and text. We can have different types of explanations for each

of them, as illustrated in Figure 2.2.
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- Feature Importance methods assign a score for every input feature based on

their importance to predict the output. The More the features are responsible

for predicting the output, the bigger their score will be.

- Rule-Based methods are methods that output a set of premises that the

record must satisfy in order to meet the rule’s consequence.

- Prototypes are a kind of explanation where the user is provided with a series

of examples that characterize a class of the black-box.

- Counterfactuals, also called contrastive explanations, are a type of expla-

nation in which the user is given either a set of rules to change his prediction

or a counter-example of the opposite class.

To be more explicit, in the following sections, we will denote XAI methods as

explainers while referring to the ML model as black-boxes.

2.1.3 Feature Importance

For feature importance-based explanations, the explainer assigns an importance

value to each feature, which represents how important that feature was for the

prediction under analysis. Formally, given a record x, an explainer f models a

feature importance explanation as a vector e = {e1, e2, . . . , em}, in which the value

ei ∈ e is the importance of the ith feature for the decision made by the black-box

model b(x). To understand each feature’s contribution, the sign and magnitude

of each value ei are considered. If ei < 0, it means that the feature contributes

negatively to the outcome y; otherwise, if ei > 0, the feature contributes positively.

The magnitude, instead, represents how great the contribution of the feature is to

the final prediction y. In particular, the greater the value of |ei|, the greater its

contribution. Hence, when ei = 0, it means that the ith feature is showing no

contribution to the output decision, and altering the value of that particular feature
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Chapter 2 - Background

should not change the final prediction. An example of a feature based explanation is

e = {age = 0.8, income = 0.0, education = −0.2}, y = deny . In this case, age is the

most important feature for the decision deny , income is not affecting the outcome,

and education has a slightly negative contribution.

Several types of explainers can obtain feature importance scores. The milestone

in feature importance explainers is lime (Local Interpretable Model-agnostic Ex-

planations) [24]. The main idea of lime is that the explanation may be derived

from records generated randomly in the neighborhood of the instance x that has to

be explained. By uniformly sampling records in the vicinity of x, lime is capable of

approximating locally the decision boundary of the black-box b and understanding

which of the features of x has contributed the most to cross that boundary. However,

not all the data are near decision boundaries, and it is possible that in a close neigh-

borhood of x, all the generated data have the same prediction. To overcome this,

lime samples instances both in the vicinity of x and far away from x. The closer

the points are to the instance, the greater the possibility of being sampled. After

sampling the data, lime has obtained a perturbed sample of instances {z ∈ Rd} to

feed to the model b and obtain yz = b(z). These predictions yz are then used to

train a spare linear model g. The feature importance scores consist of the weights

of the linear model.

The scores returned by lime give an indication of which features are more im-

portant but do not indicate how exactly they have contributed to the prediction.

SHapley Additive exPlanations(shap) [25] overcome this by using Shapley values,

a concept from cooperative game theory. Each feature is considered as a player,

and the payout is the final prediction. Accordingly to the input instance, Shap-

ley values estimate the payout among the input features. The payouts are the

feature import scores returned by shap. The sum of each score gives the final

prediction of the black-box. For this reason, the explanations provided by shap

are called additive feature attribution methods and respect the following definition:

24



Chapter 2 - Background

Figure 2.3: Explanations of shap for two records. The y-axis is the feature importance,
and the x-axis is the positive/negative contribution. The feature importance values sum
from the top to the bottom to obtain the final prediction. In the top example, the black-
box output of 0.791 is decomposed into contributions of singular features. Age was the
one contributing the most. In the bottom one, most features contributed negatively, with
hour-per-week being the most influencing.

b(x) ≈ g(x) = ϕ0 +
∑M

i=1 ϕixi, where x is the instance to explain, ϕi ∈ R are feature

importance scores, M is the number of input features, and ϕ0 is called expected

value and represent the prediction if all the features had zero contribution. shap

has three properties: (i) local accuracy, meaning that g(x) matches b(x); (ii) miss-

ingness, which allows for features xi = 0 to have no attributed impact on the shap

values; (iii) stability, meaning that if a model changes so that the marginal contri-

bution of a feature value increases (or stays the same), the shap value also increases

(or stays the same). The construction of the shap values allows us to employ them
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both locally (each observation gets its own set of shap values) and globally (by ex-

ploiting collective shap values). There are different strategies to compute shap’s

values: KernelExplainer, LinearExplainer, TreeExplainer, GradientExplainer, and

DeepExplainer. In particular, the KernelExplainer is an agnostic explainer, while

the others are specifically designed for different kinds of ML models.

The last popular approach to obtain feature importance scores is by extracting

them from the black-box’s gradients. This process can only be applied to differen-

tiable models but has been proven very effective when compared with other feature

importance explainers. Indeed, directly extracting the weights from the black-box

ensures their validity in representing model decisions. They are the actual values,

not an approximation. Integrated Gradient (intgrad) [26] is the most famous

explainer that applies this methodology. Formally, given the black-box b and the

instance to explain x, let x′ be the baseline input. The baseline x′ represents the null

data: for example, for the image domain, the baseline is generally a black or a white

image, while for other data can be a vector of zeros or ones. intgrad constructs a

path from x′ to x and computes the gradients of points along the path. For example,

with images, the points are taken by overlapping x on x′ and gradually modifying

the opacity of x. Integrated gradients are obtained by cumulating the gradients of

these points. Formally, the integrated gradient along the ith dimension for an input

x and baseline x′ is defined as follows. Here, ∂b(x)/∂xi is the gradient of b(x) along

the ith dimension. The equation for computing the scores is:

ei(x) = (xi − x′i)

∫ 1

α=0

∂b(x′+α(x−x′))
∂xi

dα

Choosing the proper baseline is more complex than it might seem. For example, a

black baseline image could cause the method to lower the importance of black pixels

in the source image. This problem is due to the difference between the input and

the baseline (xi−x′i) present in the integral equation. One possible fix is to average
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with different baselines [27] or use particular records [28].

These were the most common approaches of feature importance methods. One

thing to mention is that feature importance for image data is called saliency maps.

A Saliency Map (SM) is an image in which a pixel’s brightness represents how im-

portant the pixel is for the prediction. Formally, a SM is modeled as a matrix S,

which dimensions are the sizes of the image we want to explain, and the value sij is

the saliency values of the pixel with indices i and j. The greater the value of sij, the

bigger the saliency of the pixel. To visualize SM, we can use a divergent color map,

for example, ranging from red to blue. A positive value (red) means that the pixel

ij has contributed positively to the classification, while a negative one (blue) means

that it has contributed negatively. There are two approaches to creating SMs. The

first one assigns a saliency value to every pixel of the image. The second one seg-

ments the image into different pixel groups using a segmentation method, assigning

a saliency value for each segmented group. Pixel-based explainers are the most com-

mon methods since there are easier to produce. intgrad [26] can be easily applied

to images. Given the black-box b, the instance to explain x, and let x′ be the baseline

input (the baseline x′ is generally chosen as a black image). intgrad constructs a

path, varying opacity of the image, from x′ to x and computes the gradients of points

along the path. Integrated gradients are obtained by cumulating the gradients of

these points. ϵ-lrp, Layer-wise Relevance Propagation [29] explains the classifier’s

decisions by decomposition. ϵ-lrp redistributes the black-box prediction backward

to the input using local redistribution rules until it assigns a relevance score to each

input pixel. The simple ϵ-lrp rule redistributes relevance from layer l + 1 to layer

l: Ri =
∑

j
aiwij∑
i aiwij+ϵ

Rj where ai and is the activation of the neuron i, wij is the

weight connecting the neurons of i and j of the two layers and a small stabilization

term ϵ is added to prevent division by zero. deeplift [30], computes saliency maps

in a backward fashion similarly to ϵ-lrp, but it uses a baseline reference like in int-

grad. deeplift uses the slope instead of the gradients, which describes how the
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output y = b(x) changes as the input x differs from the baseline x′. Like ϵ-lrp, an

attribution value r is assigned to each layer i of the black-box going backward from

the output y. shap has two variants that can be employed for image classification:

deep-shap and grad-shap. deep-shap is a high-speed approximation algorithm

for shap values for deep learning models for images that build on a connection

with deeplift. The implementation differs from the original deeplift by using a

distribution of background samples as a baseline instead of a single value. It uses

Shapley equations to linearise non-linear components of the black-box, such as max,

softmax, products, divisions, etc. grad-shap, instead, is based on intgrad. As an

adaptation to make intgrad value approximate shap values, grad-shap reformu-

lates the integral as an expectation and combines that expectation with sampling

reference values from the background dataset. grad-cam [31] uses the gradient

information that flows into the last convolutional layer of a convolutional neural

network to assign saliency values to each neuron for a particular decision. grad-

cam++ [32] extends grad-cam solving some related issues about robustness. If

multiple objects have slightly different orientations or views, different feature maps

may be activated with differing spatial footprints. grad-cam++ fix this problem

by taking a weighted average of the pixel gradients. rise [33] produces saliency

map for an image x using a masking mechanism. rise generates N random mask

Mi ∈ [0, 1] from Gaussian noise. The input image x is element-wise multiplied with

these masks Mi, and the result is fed to the black-box. The saliency map is ob-

tained as a linear combination of the masks with the predictions corresponding to

the respective masked inputs. Regarding the segmentation-based explainers, most

methods are just variations of the already presented, inserting a segmentation al-

gorithm. lime can also be used for retrieving feature importance. lime divides

the input image into segments called superpixels. Then it creates the neighborhood

by randomly substituting the super-pixels with a uniform, possibly neutral, color.

xrai [34] is intgrad augmented with segmentation. xrai iteratively segments the
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image and tests each region’s importance using intgrad, fusing smaller regions into

larger segments based on attribution scores. The segmentation is repeated several

times to reduce the dependency on the image segmentation algorithm. One problem

with SMs is the confirmation bias, i.e., a user can hardly realize if a SM is a good

explanation or only shows what the user wants to see [14]. smoothgrad [35], and

most guided methods that use the target label to alter the SM suffer from this bias.

Usually, a saliency map is created directly on the gradient of the model’s output

signal w.r.t. the input ∂y/∂x. smoothgrad augments this process by smoothing

the gradients using the prediction labels of the black-box.

2.1.4 Rule-Based

After Feature importance, the most widely used explanations are rules. Rules are

the most simple and basic form of explanation and are among the most accepted

since they are clear to humans. Decision rules give the end-user an explanation of

the precise reasons that lead to the final prediction. A decision rule r, also called

factual or logic rule [36], has the form p → y, in which p is a premise, composed

of a Boolean condition on feature values, while y is the consequence of the rule.

In particular, p is a conjunction of split conditions of the form xi∈[v
(l)
i , v

(u)
i ], where

xi is a feature and v
(l)
i , v

(u)
i are lower and upper bound values in the domain of

xi extended with ±∞. An instance x satisfies r, or r covers x, if every Boolean

conditions of p evaluate to true for x. If the instance x to explain satisfies p, the

rule p → y represents a candidate explanation of the decision g(x) = y. Moreover,

if the interpretable predictor mimics the black-box behavior in the neighborhood

of x, we further conclude that the rule is a candidate local explanation of b(x) =

g(x) = y. We highlight that, in the context of rules, we can also find the so-

called counterfactual rules [36]. Counterfactual rules have the same structure as

decision rules, with the only difference being that the consequence of the rule y

is different w.r.t. b(x) = y. They are important to explain to the end-user what
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should be changed to obtain a different output. An example of a rule explanation

is r = {age < 40, income < 30k, education ≤ Bachelor}, y = deny . In this case, the

record {age = 18, income = 15k, education = Highschool} satisfies the rule above.

A possible counterfactual rule, instead can be: r = {income > 40k, education ≥

Bachelor}, y = allow .

Rules can be obtained in several ways. One approach from the same authors of

lime is anchor [37]. This approach’s name comes from the output rules, called

anchors. The idea is that, for decisions on which the anchor holds, changes in

the rest of the instance’s feature values do not change the outcome. To obtain

the anchors, anchor perturbs the instance x obtaining a set of synthetic records

employed to extract anchors with precision above a user-defined threshold. Other

approaches like lore exploit a genetic algorithm for creating the neighborhood of

the record to explain, similar to the lime approach. The rules are then learned

by a decision tree trained on the generated neighborhood. Different approaches

involve the perturbation of the input [38] or extracting rules directly from a decision

tree [39].

2.1.5 Prototypes

Another way to explain a prediction is in terms of similarity to other data. For

example, “Your loan was denied because you are very similar to another person who

defaulted his loan.” According to cognitive science, humans understand categories.

In particular, human categorization can be modeled as the use of prototypes: rep-

resentative examples of the category as a whole [40]. The membership of an item

in the category is determined by its similarity to the prototypes of the category.

A prototype also called an archetype or artifact, is an object representing a set of

similar records. Prototypes serve as examples: the user understands the model’s

reasoning by looking at records similar to his/hers. It can be (i) a record from

the training dataset close to the input data x; (ii) a centroid of a cluster to which
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the input x belongs to or (iii) even a synthetic record, generating following some

ad-hoc process. Depending on the explainer considered, different definitions and

requirements to find a prototype are considered.

The first methodology developed for searching for prototypes in the data is a

“before the model” methodology, in the sense that it only analyses the distribution

of the dataset under analysis. MMD-CRITIC [41] produces prototypes as explana-

tions for a dataset using Maximum Mean Discrepancy (MMD). mmd-critic selects

prototypes by measuring the difference between the distribution of the instances and

the instances in the whole dataset. The set of instances nearer to the data distribu-

tion are called prototypes. mmd-critic shows only minority data points that differ

substantially from the prototype but belong in the same category. Furthermore,

mmd-critic also shows exceptions or criticisms: data that differ substantially from

the prototype but still belong to the category. Criticisms represent points that are

not well explained by the prototypes. They are selected as the farthest points from

the center of data distribution. mmd-critic selects criticisms from parts of the

dataset underrepresented by the prototypes, with an additional constraint to en-

sure the criticisms are diverse. protodash [42] is a variant of mmd-critic. It

is an explainer that employs prototypical examples and criticisms to explain the

input dataset. Differently, w.r.t. mmd-critic, protodash associates non-negative

weights, which indicate the importance of each prototype. In this way, it can reflect

even some complicated structures.

Other approaches concern privacy-related prototype explanations. Privacy-Preserving

Explanations [43] is the first approach that considers the concept of privacy in ex-

plainability by producing privacy protected explanations. To achieve a good trade-off

between privacy and comprehensibility of the explanation, the authors construct the

explainer by employing micro aggregation to preserve privacy. In this way, the au-

thors obtained a set of clusters with a representative record ci, where i is the i-th

cluster. From each cluster, a decision trees is extracted to provide an exhaustive ex-
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planation while having good comprehensibility due to the limited depth of the trees.

When a new record x arrives, a representative record and its associated shallow tree

are selected. In particular, from g, the representative ci closer to x is selected,

depending on the decision of the black-box.

Instead of explaining the data, some methods have applied supervised approaches.

Supervised approaches use label or prediction information to find a prototype set

that explains the black-box behavior. Hase et Al. created a taxonomy using hierar-

chically organized prototypes that can be used for classification purposes [44]. Bien

and Tibshirani [45] have proposed ProtoSelect, a prototype selection method with

the goal of building not only a condensed view of the data but also an interpretable

model. ProtoSelect is designed so that each prototype satisfies a set of desired prop-

erties of Sparsity and Accuracy. Future predictions can be made simply by looking

at the classification of the most similar prototype.

A prototype is not only a set of data. protopnet [46] figures out that prototypes

can be parts of images and then can be used to make the classification process

interpretable. A special architecture is needed to produce this particular type of

prototypes. The model learns a limited number of prototypical parts from the

dataset useful in classifying a new image. The model identifies several parts on the

query image that look like some training image prototypical parts. Then, it predicts

based on a weighted combination of the similarity scores between parts of the image

and the learned prototypes. The performance is comparable to the actual state of

the art but with more interpretability. Another variant for building prototypes is

to evaluate influence. influence functions [47], instead of building prototypes

for a class, it tries to find the most responsible data for a given prediction using

influence functions. Influence functions is a classic technique from robust statistics

to trace a model’s prediction through the learning algorithm and back to its training

data, thereby identifying training points most responsible for a given prediction.

Visualizing the training points most responsible for a prediction could be useful for
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more in-depth insights into model behavior.

2.1.6 Counterfactuals

Counterfactual thinking [48] is a concept in psychology that involves the human

tendency to create possible alternatives to events that have already occurred, some-

thing that is contrary to what actually happened. In XAI, these changes can be

given in terms of records with similar characteristics as the instance of interest but

with an altered outcome. For instance, a record with different features or a text with

missing/added words [12, 49]. In this sense, we speak about instance-based coun-

terfactual explanations [50] or counter-exemplars [51]. Another approach is to find

counterfactual rules: a set of rules that guide the user to change the outcome of the

black-box. There are several methods in the context of counterfactual explanations,

even if the majority are only defined from a theoretical point of view.

Wachter et al. [52] formulated that an explanation tells us that b(x) = y was

returned because variables of x have values x1, x2, ..., xn. Instead, a counterfactual

explanation focuses on the opposite prediction. If x1 and x2 had values x′1, x
′
2 and

all the other variables remained constant, b(x′) = ¬y would have been returned,

where x′ is the record x with the suggested changes. The counterfactual explanation

must also be close to the original instance. Following this reasoning, it is possible to

search for counterfactual explanations by minimizing a loss function. This searching

strategy is called optimization searching since the counterfactual search is done by

minimizing a loss [9]. In [52], such loss is composed of a quadratic distance between

the desired outcome and the black-box prediction and the distance between the

original sample and the counterfactual. The loss function minimized by wach is

defined as

λ(b(x′)− y′)2 + d(x, x′)

where the first term is the quadratic distance between the desired outcome y and
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Figure 2.4: Two different counterfactual explanations. (a):Explanation of cem on mnist:
the instance to explain on the center, Pertinent Negative left, and Pertinent Positive
right. (b): Explanation of dice on mnist: left to right, the instance to explain, the
closest counterfactuals labeled as 6 and 8.

the classifier prediction on x, and the second term is the distance d between x and

x′. The parameter λ balances the contribution of the first term against the second

term. A low value of λ means that we prefer x′ similar to x, while a high value of

λ means we aim for predictions close to the desired outcome y. wach suggested

to maximize λ while minimizing the loss. Thus, λ becomes a parameter of the

search problem, and a tolerance ϵ is used to constraint the classification of x not

too far away from y, i.e., |b(x) − y| < ϵ. Hence, the loss measures how far the

outcome of the counterfactual b(x) is from the desired outcome y and how far the

counterfactual x′ is from the instance of interest x. The distance function d adopted

is a crucial characteristic in any counterfactual explainer. Wachter et al. adopt the

Manhattan distance weighted with the inverse median absolute deviation (MAD) of

each feature, i.e.,

d(x, x′) =
m∑
i

|xi − x′i|
MADi

where MADi is the median absolute deviation of the i-th feature. Any other distance,

such as the Euclidean distance, can be used. The loss function can be minimized

through any suitable optimization algorithm. A drawback of wach is that setting

the initial value of λ a priori is unclear, as well as the value of ϵ.

A more greedy method is called Growing Spheres Generation [53] (gsg). gsg

relies on a greedy approach: it grows a sphere of synthetic instances around x to

find the closest counterfactual x′. Given x, gsg ignores the direction of the closest

classification boundary. Indeed, gsg generates synthetic counterfactuals randomly
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in all directions of the feature space until the decision boundary of the classifier

is crossed. It starts by generating z instances using a uniform distribution within

a given radius r. The radius is halved until, for all the instances z, we have that

b(z) = b(x). Then the previous radius is considered, and the most similar instance

to z to x is returned as a valid counterfactual x′. We can say that gsg generates

candidate counterfactuals in the feature space in a l2-spherical layer around x until

a valid counterfactual is found. This gives the name to the algorithm. However,

greedy approaches can return only one counterfactual per instance to explain and

sometimes can be unplausible.

Diverse Counterfactual Explanations (dice) [54] solves an optimization problem

with several constraints to ensure diversity, feasibility, and proximity when return-

ing counterfactuals. Feasibility is critical in the context of counterfactuals since it

allows for avoiding unfeasible examples. For example, consider the case of a clas-

sifier that determines whether to grant loans. If the classifier denies the loan to

an applicant with a low salary, the cause may be low income. However, a counter-

factual such as “You have to double your salary” may be unfeasible, and hence it

is not a satisfactory explanation. Feasibility is achieved by adding a penalty term

in the counterfactual loss that favors counterfactuals with fewer modified features.

Besides feasibility, another factor used by dice is diversity, which provides different

ways of changing features to alter the outcome class. Indeed, dice returns a set

of k different counterfactuals for the input x. Diversity is captured by building on

determinantal point processes, which have been adopted for solving subset selection

problems with diversity constraints [55]. dice use the following metric based on

the determinant of the kernel matrix given the counterfactuals diversity = det(K),

where Ki,j = 1
1+dist(ci,cj)

and dist(ci, cj) denotes a distance metric between the two

counterfactual examples. Proximity is achieved as the (negative) vector distance

between the original input and counterfactual example features. Counterfactuals

are returned by minimizing a loss composed of these three measures weighted with
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different fixed weights.

Counterfactual reasoning is claimed to deal with cases where the antecedent, i.e.,

the instance under analysis, is varied to change the prediction outcome: “Would the

customer has had the loan accepted if she had an income of 15,000$?” However,

in [56] and [57] are illustrated contrastive explanations: counterfactual explanations

related to situations where different outcomes are analyzed: “what made the differ-

ence between the customer who got the loan accepted and the customer who got the

loan refused?” The contrastive explanation shifts the focus to the answer instead of

the question. The contrastive explanation method (cem) described in Dhurandhar

et al. [58] formulated that the features which are minimally sufficient to obtain a

certain outcome are called pertinent positives, while the features whose absence is

necessary for the outcome are named pertinent negatives. Contrastive Explanation

Method (cem) has two components: Pertinent Positives and Pertinent Negatives.

The first can be seen as prototypes and are the minimal and sufficient factors that

have to be present to obtain the output y, while the latter are contrastive factors

that should be minimally and necessarily absent. cem is formulated as an optimiza-

tion problem over the perturbation variable δ. In particular, given x to explain,

cem considers x′ = x + δ, where δ is a perturbation applied to x. During the pro-

cess, there are two values of δ to minimize: δp for the pertinent positives and δn for

the pertinent negatives. cem solves the optimization problem with a variant that

employs an autoencoder to evaluate the closeness of x′ to the data manifold.

Other approaches involves the use of a genetic algorithm [59, 60], Shapley val-

ues [61], or regression based searches [62].

2.1.7 Transparent by Design Methods

Transparent by Design methods, also called intrinsic methods, require a specific

section. In the recent explosion of work on “explainable ML”, the main focus of the

authors was on post-hoc methods (Section 2.1.1), where a second model is created to

36



Chapter 2 - Background

explain the first black-box model. This is because it is easier to create a reasonably

accurate black-box model and then explain it rather than create a transparent one.

The complexity of black-box models will always be an advantage in terms of accuracy

over transparent ones. It only matters the quantity and the quality of the data.

Often, companies and researchers throw all the data into the model, and something

will come up. The prediction explanation only comes in second after a model with

acceptable accuracy has been obtained. However, this is problematic since post-

hoc explanations are often unreliable and misleading. The problem with post-hoc

explanations is that they must be wrong. They cannot have perfect fidelity with

respect to the original model. If the explanation were completely faithful to what

the original model computes, the explanation would equal the original model. One

would not need the original model in the first place, only the explanation. This leads

to the danger that any explainer for a black-box model can accurately represent the

original model in parts of the feature space. An inaccurate explanation model limits

trust in the explanation and, by extension, trust in the black-box it is trying to

explain. An explainable model that has a 90% agreement with the original model

indeed explains the original model most of the time. However, an explanatory

model that is correct 90% of the time is wrong 10% of the time. If a tenth of the

explanations is incorrect, one cannot trust the explanations, and thus one cannot

trust the original black-box. If we cannot know whether our explanation is correct,

we cannot trust either the explanation or the original model. Transparent by design

methods come to solve this problem. Due to the intrinsic transparency nature, the

prediction decision process is known by construction. However, the accuracy of the

prediction would suffer from this design. Usually, transparent-by-design models are

weaker in terms of accuracy than black-box models. Also, they are usually difficult

to build since they require considerable knowledge of the data used.

In most cases, it is a matter of a trade-off between accuracy and transparency,

and the use depends on the case. In high-stack decision-making problems, like
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healthcare, it is usually preferable to use a transparent method since there is the

need to justify the action [3]. However, even in this case, if an algorithm can save

lives with a 10% improvement against the transparent model, why would you not

use it?

The explanations produced for such types of methods are of the same typology

as the one presented before. However, they are not derived from a black-box but

are built together with the model. The final model can not only predict new data

but, at the same time, can also explain it. The most simple example architecture

of a transparent-by-design model is Decision Trees. Decision Trees have been the

primary type of interpretable design models for quite a while. Due to their high

interpretability, they are the go-to algorithm for real-world business applications.

They can be explained as a series of questions of the type of if-else statements

that are very human-friendly. Also, the time required for the learning algorithm to

make predictions is very low. However, they are unstable, relatively inaccurate, and

prone to overfitting. A small change in data can lead to a vastly different decision

tree. This can be rectified by replacing a single decision tree with a random forest of

decision trees. By doing this, we increase the complexity of the model and, therefore,

lower its transparency. Tools like xgboost [63], which relies on Boosting Tree, have

implemented some Feature Relevance in years to explain their prediction, but they

remain a black-box for all intents.

A ruled-based classifier is a similar approach to Decision trees [64], always based

on rule explanation. It provides an output set of rules requiring no further ex-

planations. Nevertheless, the comprehensibility of rule models is also not without

caveats. For example, while individual rules may be well understood, the complete

rule model may lose its explainability if there are too many rules. Interpretable

Decision Sets (IDS) [65] is a rule learning algorithm that provides means for balanc-

ing the model size and other facets of interpretability with prediction performance

through user-set weights.
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Furthermore, ruled-based explainers are not the only methods to make trans-

parent by design models. InterpretML4 is a package from Microsoft that offers a

new interpretability algorithm called Explainable Boosting Machine (ebm), which

is based on Generalized Additive Models (gams). Generalized additive models

were initially invented by Trevor Hastie and Robert Tibshirani in 1986 [66]. Al-

though gam does not receive sufficient popularity yet as a random forest or gradi-

ent boosting in the data science community, it is undoubtedly a powerful yet simple

technique. The idea of gam is that the relationships between the individual pre-

dictors and the dependent variable follow smooth functions that can be linear or

non-linear. These relationships can be estimated simultaneously and then added up.

y = f1(x1)+f2(x2)+ ... This allows computing the exact contribution of each feature

to the final prediction y. Although a gam is easy to interpret, its accuracy is signifi-

cantly less than more complex models that permit interactions. For this reason, Lou

et al. [67] also added interaction terms in the sum of the contributions and called

it ga2m: y =
∑

fi(xi) +
∑

fij(xi, xj) As a result, GA2M significantly increases

the prediction accuracy but still preserves its nice interpretability. Although the

pairwise interaction terms in ga2m increase accuracy, it is highly time-consuming

and CPU-hungry. ebm solves the computational problem by learning each smooth

function f(x) using bagging and gradient boosting techniques. The functions are

modeled as straightforward decision trees, and the resulting adding function of the

prediction is a stepwise function. This results in a better computational cost without

losing accuracy or interpretability. An example is shown in Figure 2.5

These methods, while fully transparent, have lower performance than very com-

plex black-boxes like Neural Networks. The next step in transparent by design

methods is to make Neural Networks transparent. The groundbreaking work on this

topic is done by Chen et al. [68]. They won the FICO challenge in 2018 by producing

a model capable of performance similar to other black-boxes but fully transparent.

4https://interpret.ml/
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Figure 2.5: TOP : Overall global explanation (left), an example of a global explanation
(right).
BOTTOM : Local explanations of ebm: left, a record classified as 1 ; right a record
classified as 0.

They call their globally interpretable model a two-layer additive risk model. It was

designed to resemble traditional subscale models, where the features are partitioned

into meaningful subgroups, and the subgroup scores are later combined into a global

model. They combined these features by summing the sub-features and applying

a sigmoid activation function as in classic Neural Networks. The scores of every

sub-feature are computed by minimizing a classification loss. The interpretability

in this type of model is in the sub-feature system. Since we have a score for every

feature, we can decompose the final prediction in singular feature contribution as

ebm did before. The drawback of this approach is that building the subfeature is

not done automatically and requires solid domain knowledge to do it efficiently.

More problems arise when moving to image or text data. For years Deep Neural

Networks have been predominant in the image domain world. Due to the data’s

complexity, transparent design methods suffer in performance even more than be-

fore. New techniques are arising that promise to enhance the transparency of Deep

Neural Networks, but we are far from creating a fully transparent-by-design method.

The most promising approach to transparency is by using Concepts. Most ML
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models operate on low-level features like edges and lines in a picture that does not

correspond to high-level concepts that humans can easily understand. In [14, 69],

they pointed out that feature-based explanations applied to state-of-the-art complex

black-box models can yield non-sensible explanations. Concept-based explainability

constructs the explanation based on human-defined concepts rather than represent-

ing the inputs based on features and internal model (activation) states. This idea

of high-level features is more familiar to humans, that are more likely to accept it.

High-level concepts could be used to design a transparent model. During training,

each layer of a deep learning model encodes the features of the training images into a

set of numerical values and stores them in its parameters. The lower layers of a neu-

ral network will generally learn basic features such as corners and edges. The higher

layers of the neural network will detect more complex features such as faces, objects,

and entire scenes. Ideally, a neural network would represent concepts relevant to

the classes of images it is meant to detect. Nevertheless, we do not know that, and

deep learning models are prone to learning the most discriminative features, even if

they are the wrong ones.

2.1.8 Desiderata of an explanation

There are many concepts and opinions regarding the desiderata for an explanation.

First of all, the literature agrees that there is no universal type of explanation

that is good for everyone and for all purposes: in some contexts, a more high-level

explanation is needed; in others, a more technical one, depending on who is receiving

the explanation and why the explanation is required.

The goodness of an explanation should be evaluated by considering its validity

and utility. In the literature, these desiderata are evaluated in terms of goodness,

usefulness, and satisfaction of explanations. The state-of-the-art provides both qual-

itative and quantitative methodologies for evaluating explanations.

Regarding the qualitative evaluation, it values the actual usability of explana-
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tions from the point of view of the end-user, such as if they satisfy human curiosity

and trust. A large body of research has identified that one of the critical variables

that may influence decisions about automation use is a user’s trust in the automa-

tion. Users tend to use AI that they trust while rejecting the one they do not.

For appropriate use to occur, users’ trust must match the true capabilities of the

AI system. The appropriateness of trust can be evaluated in terms of its calibra-

tion [70], or “the correspondence between a person’s trust in the automation and

the automation’s capabilities”. Trust is often seen as a ’single-direction road,’ i.e.,

something that needs to be increased. However, ’trust’ in AI technologies must

be reduced to boost transparency-based models. In this context, an interesting

work of Doshi-Velez [11] proposes a systematization of evaluation criteria into three

categories:

1. Functionally-grounded metrics aim to evaluate the interpretability by ex-

ploiting some formal definitions used as proxies, and they do not require hu-

mans for validation.

2. Application-grounded evaluation methods require human experts able to

validate the specific task and explanation under analysis [71, 72].

3. Human-grounded metrics evaluate the explanations through humans who

are not experts. The goal is to measure the overall understandability of the

explanation in simplified tasks [65, 73].

Quantitative evaluation concerns metrics that try to define how well a method

produces valid explanations quantitatively. They are tied down to the explanation

type since they are usually used to compare other explainers producing the same

explanation.

Feature importance explanations indicate the impact of a particular feature on

the final prediction. In particular, they rank the features from the most important to
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Figure 2.6: Example of Insertion (on the left) and Deletion (on the right) metric com-
putation performed with lime and a hockey image from the imagenet dataset. For the
Deletion metric, every pixel is substituted with a black one until we have a fully black
image. For the Insertion metric, the image starts blurred, and then pixels are “added”
by restoring their opacity. The red dot in the graphs indicates the position of the images
(50% deleted/inserted).

the less one, giving them a score. One way to validate feature importance explainers

is to check the true importance of features. This metric is called faithfulness [74]

and consists of removing features from the original sample in the order given by

the feature importance explanation and observing the drop in black box accuracy.

The intuition behind deletion is that removing the “cause” will force the black-

box to change its decision. A complementary approach is to insert features instead

of removing them. monotonicity evaluates the importance of the features in the

prediction by incrementally adding each one in order of increasing importance given

by the feature importance. In this case, we expect that the black-box performance

increases by adding more and more features, thereby resulting in monotonically

increasing model performance. Petsiuk et al. [33] gives a similar approach to deletion

and insertion metrics. They measured the modification in accuracy for every feature

removal or inserted and obtained an accuracy curve with respect to the number of

features. The final score is given by the area under the accuracy drop curve. For

deletion, the lower the better, for insertion, the greater the better (Figure 2.6).

Regarding rule-based methods, the comparison is difficult. In this case, the eval-
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uation focuses on the performance of the explainer and how close the explainer f

is to the black-box model b. Fidelity aims to evaluate this, in particular how good

is f at mimicking the black-box decisions. There may be different specializations

of fidelity, depending on the type of methods under analysis [36]. Rule-based ex-

planations usually output a decision tree, a surrogate model which tries to mimic

the original black-box. Fidelity uses standard accuracy to compare the prediction

between the black-box and the surrogate model on the instances used to train the

black-box. The more similar the two models are, the close the fidelity is to one.

Prototype and counterfactual explanations are the most challenging type of ex-

planations to evaluate. Nevertheless, they need to guarantee some desirable prop-

erties. Bien et al. [45] postulated that a desirable prototype set for a class l would

satisfy the following properties: cover as many training points as possible of the

same class l, covers as few training points as possible of classes different from l,

and must accurately represent the data. In other words, a good set of prototype

explanations should cover as better as possible the possible categories in the data

(sparsity) as well to be accurate to new instances (accuracy).

For Counterfactual explanations, the most widely used and shared desirable

properties are: validity, minimality, similarity, plausibility, discriminative power,

actionability, causality, and diversity. The most rigorous and inspiring works in this

direction are Mothilal et al. [54], Verma et al. [75], and Guidotti et al. [9].

- Validity. A counterfactual x′ is valid iff it actually changes the classification

outcome with respect to the original one, i.e., b(x′) = b(x).

- Minimality (Sparsity). There should not be any other valid counterfactual

example x′′ such that the number of different attribute value pairs between x

and x′ is higher than the number of different attribute value pairs between x

and x′′.

- Similarity (Proximity). A counterfactual x′ should be similar to x, i.e., given
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a distance function d in the domain of x, the distance between x and x′ should

be as small as possible.

- Plausibility (Reliability). Given a reference population X, a counterfactual

x′ is plausible if the feature values in x′ are coherent with those in X. This

practically means that the feature values of x′ should not be higher/smaller

than those observable in X, and that x′ should not be labeled as an outlier

with respect to the instances in X. Plausibility helps increase trust towards

the explanation: it would be hard to trust a counterfactual if it suggests a

combination of unrealistic features.

- Actionability (Feasibility). Given a set A of actionable features, i.e., features

that can be mutated, a counterfactual x is actionable iif all the differences

between x′ and x refers only to actionable features that can be changed. Ex-

amples of non-actionable features that cannot be changed in a counterfactual

are age, gender, race, etc. Indeed, a counterfactual should never change the

non-actionable (immutable) features.

- Diversity. Let C be a set of (valid) counterfactuals for the instance x. Diverse

counterfactuals should form the counterfactual explanation C, i.e., while every

counterfactual x′ ∈ C should be minimal and similar to x, the difference among

all the counterfactuals in C should be maximized [54, 76]. For instance, three

(similar) counterfactuals saying that a yearly income of 15,000$, of 15,100$,

and 14,800$ is going to change the outcome are less useful than three (different)

counterfactuals saying that the outcome can be changed (i) with a yearly

income of 15,000$, (ii) by owning a car, or (iii) by first paying back the other

debts. Indeed, with the second set of diverse counterfactuals, there are more

possible actions to change the classification outcome.

Finally, the last propriety we want from an explanation is to not change over sub-

sequent runs or with slightly different inputs. stability aims at validating how stable
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the explanations are. It can be evaluated by exploiting the Lipschitz constant [74]

as

Lx = max
∥ex − ex′∥
∥x− x′∥

, ∀x′ ∈ Nx

where x is the explained instance, ex the explanation and Nx is a neighborhood of

instances x′ similar to x. Another way to measure stability is sensitivity. It has been

shown that models with high explanation sensitivity are prone to adversarial attacks:

Interpretation of Neural Networks is Fragile [77]. Explanation sensitivity [78] mea-

sures the extent of explanation change when the input is slightly perturbed. The

sensitivity metric measures the maximum sensitivity of an explanation using the

Monte Carlo sampling-based approximation. By default, it samples multiple data

points from a subspace of an infinite sphere of a predefined radius. Note that the

maximum sensitivity is similar to the Lipschitz [79] continuity metric, however, it is

more robust and easier to estimate.

2.2 Benchmarking of XAI methods

The metric presented in the previous section can be used to assess the quality of

explanations. However, each time a new method is proposed, some of the available

metrics are exploited to evaluate the goodness of the explanations extracted, such

as in [36, 80]. In addition, some authors also propose new metrics along with their

methods of explanation. This thus leads to great difficulty in comparing explana-

tions obtained from different explainers. For this reason, we evaluate the goodness

of explanations obtained using the most popular explainers presented before using

the same quantitative methodology. To achieve this goal, we compared the explana-

tions obtained from applying different explainers, considering the different metrics

in the literature. Given a dataset DL with labels L, the methodology followed for

comparing the different explanations is as follows:
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1. Split the dataset DL into train and test, obtaining Dtrain with its labels Ltrain

and Dtest with its labels Ltest;

2. Define and train a black-box model b on the train set Dtrain and Ltrain;

3. Test the black-box b on the test set Dtest, obtaining Tpred = b(Dtest);

3. Explain Tpred, the local predictions of b, using an explainer E, obtaining a set

of explanations Exps = E(b,Dtest, Tpred).

4. Apply the metrics available depending on the type of input data and the kind

of explanation provided.

To compare the performance of the metrics, we adapted the Nemenyi test. For each

dataset, we record the average ranking of explainers for a given metric and then run

the Nemenyi test to see if one method is statistically better than another.

We divided the explainers into two categories based on the data type they handle:

tabular explainers and image explainers.

Tabular Datasets: We consider three benchmark datasets for the tabular data:

all of them have different characteristics that may affect the performance of the

explainers. For all of them, we apply a standard pre-process: we replaced the cate-

gorical variables using a TargetEncoder, replaced the missing values using the mean

(of median) of the column under analysis, and removed the outliers by visualizing

the statistical distribution of the variables. We analyzed adult5: a binary classi-

fication with the task of predicting if a person earns more or less than 50K per

year. It has 14 attributes (numerical and categorical) and 48842 records. Then, we

considered german6: a binary classification for predicting the credit risk of a per-

son. It has 20 attributes, mostly categorical, with 1000 records. Lastly, compass7:

a multi-class dataset, in which the goal is to predict the recidivism of a convicted

5adult: https://archive.ics.uci.edu/ml/datasets/adult
6german: https://archive.ics.uci.edu/ml/datasets/statlog+(german+credit+data)
7compass: https://www.kaggle.com/datasets/danofer/compass
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adult german compass mnist cifar imagenet

black-box LG XGB CAT LG XGB CAT LG XGB CAT CNN CNN VGG16
F1-score 0.65 0.82 0.80 0.66 0.75 0.79 0.63 0.69 0.68 0.99 0.74 0.76

Table 2.1: We report here the weighted F1 score for the various black-boxes.

Table 2.2: Comparison on fidelity and faithfulness of the explanation methods. We report
the mean and the standard deviation over a subset of 50 test set records.

Fidelity Faithfulness
Dataset Black-Box

lime shap dalex anchor lore lime shap dalex

adult

LG 0.98 (0.21) 0.61 (0.43) 0.35 (0.03) 0.99 (0.05) 0.98 (0.03) 0.10 (0.30) 0.38 (0.37) 0.08 (0.03)
XGB 0.98 (0.03) 0.88 (0.02) 0.64 (0.07) 0.98 (0.03) 0.98 (0.04) 0.03 (0.32) 0.36 (0.49) 0.27 (0.31)
CAT 0.96 (0.32) 0.78 (0.51) 0.70 (0.15) 0.99 (0.21) 0.98 (0.43) 0.10 (0.32) 0.44 (0.37) 0.11 (0.30)

german

LG 0.98 (0.06) 0.91 (0.23) 0.57 (0.21) 0.73 (0.09) 0.98 (0.12) 0.23 (0.60) 0.19 (0.63) 0.20 (0.03)
XGB 0.99 (0.10) 0.82 (0.02) 0.65 (0.03) 0.80 (0.03) 0.98 (0.21) 0.16 (0.26) 0.44 (0.21) 0.31 (0.09)
CAT 0.98 (0.05) 0.67 (0.12) 0.63 (0.09) 0.62 (0.31) 0.98 (0.35) 0.34 (0.33) 0.43 (0.32) 0.33 (0.12)

compass

LG 0.95 (0.31) 0.83 (0.41) 0.23 (0.03) 0.53 (0.46) 0.82 (0.03) 0.12 (0.56) 0.41 (0.54) 0.11 (0.08)
XGB 0.97 (0.21) 0.43 (0.33) 0.45 (0.23) 0.67 (0.42) 0.87 (0.03) 0.19 (0.44) 0.56 (0.38) 0.13 (0.13)
CAT 0.98 (0.27) 0.54 (0.10) 0.55 (0.30) 0.22 (0.92) 0.81 (0.02) 0.22 (0.42) 0.57 (0.32) 0.18 (0.07)

person, with 3 classes of risk recidivism. It has 21800 records and 10 variables, all

of them categorical except age.

Tabular Black-Boxes and Explainers: For comparing the tabular explainers,

we define and train 3 ML models, for each dataset: a Logistic Regression (LG),

then XGBoost8 (XGB), and Catboost9 (CAT). The performances of the black-box

models are reported in Table 2.110. For validating the explanations on tabular

data, we refer to seven explanation methods already presented in Section 2.1.8. For

feature importance, we considered lime with 5000 synthetic samples to generate for

each record to explain, shap, and dalex with the break down method. The results

obtained from the applications of these metrics are reported in Table 2.2 for fidelity

and faithfulness, while in Table 2.3, we report the stability. The monotonicity is not

reported since, for every method, it was False, showing that no method complies

with this requirement.

In Figure 2.7, we report an overall ranking evaluation of the explanation methods

8https://xgboost.readthedocs.io/en/stable/
9https://catboost.ai/

10The dataset was split into train and test with ratio 80%− 20%
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Table 2.3: Comparison on the stability metric. We report the mean and the standard
deviation over a subset of 50 test records.

Stability
Dataset Black-Box

lime shap dalex anchor lore

adult

LG 24.37 (2.74) 1.52 (4.49) 5.40 (0.10) 22.36 (8.37) 21.76 (11.80)
XGB 10.16 (6.48) 2.17 (2.18) 6.00 (0.06) 26.53 (13.08) 30.01 (20.52)
CAT 0.35 (0.43) 0.03 (0.01) 4.3 (0.04) 6.51 (4.40) 27.80 (70.05)

german

LG 18.8 (0.73) 19.01 (23.4) 12.54 (0.05) 101.0 (62.7) 622.1 (256.7)
XGB 26.08 (14.5) 38.43 (30.6) 5.12 (0.10) 121.4 (98.4) 725.8 (337.2)
CAT 2.49 (9.91) 15.92 (10.71) 3.54 (0.9) 123.7 (76.86) 756.7 (348.2)

compass

LG 0.51 (0.21) 0.54 (0.10) 11.42 (19.24) 112 (23.52) 321.3 (261.4)
XGB 0.676 (0.30) 13.67 (21.64) 6.00 (0.06) 97.20 (18.04) 229.1 (39.61)
CAT 2.49 (9.91) 14.22 (10.01) 4.33 (0.04) 100.7 (60.60) 526.9 (341.5)

Figure 2.7: Critical difference plot for Nemenyi test (α = 0.05). We compare the tabular
explanations in terms of fidelity and stability computable for all the explanation kinds.

in terms of fidelity and stability. From this plot, we can clearly see that lore

and anchor, which are the rule-based methods, perform better than the feature

importance ones. This result is particularly interesting because feature importance

methods are more studied than logical explanations, even though the latter is more

similar to human thinking [81]. Our experiments show that rule-based methods

have high fidelity, correctly replicating the black-box behavior. This fact is also

highlighted by the stability results, which are extremely good for lore, followed

by anchor. Regarding the feature importance methods, lime also has excellent

fidelity, but unfortunately, this method suffers in terms of stability due to its random

generation of the neighborhood. shap and dalex, instead, do not exhibit good

fidelity but are better in terms of stability w.r.t. lime. Finally, in Table 2.2, we

present faithfulness. shap achieves the best results, being the metrics with values

between−1 and 1. However, we remark that none of the methods reached optimality.
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Table 2.4: Insertion (left) and deletion (right) metrics expressed as AUC of accuracy
vs. percentage of removed/inserted pixels. The reported value represents the mean of
the scores obtained on a subset of 100 instances of the dataset, and the value on the
parenthesis is the standard deviation. Best results are highlighted in bold, and second
best results are underlined.

Insertion Deletion
mnist cifar imagenet mnist cifar imagenet

lime 0.807 (0.14) 0.41 (0.21) 0.34 (0.25) 0.388 (0.21) 0.221 (0.19) 0.051 (0.05)
deep-shap 0.981 (0.01) 0.32 (0.28) 0.25 (0.22) 0.182 (0.18) 0.187 (0.32) 0.098 (0.09)
grad-shap 0.980 (0.01) 0.46 (0.24) 0.35 (0.24) 0.188 (0.19) 0.153 (0.24) 0.056 (0.07)

ϵ-lrp 0.976 (0.02) 0.56 (0.20) 0.28 (0.19) 0.120 (0.01) 0.127 (0.11) 0.014 (0.02)
intgrad 0.975 (0.03) 0.64 (0.22) 0.37 (0.23) 0.128 (0.01) 0.118 (0.07) 0.019 (0.04)
deeplift 0.976 (0.02) 0.57 (0.20) 0.28 (0.19) 0.120 (0.01) 0.127 (0.11) 0.014 (0.02)

smoothgrad 0.959 (0.03) 0.55 (0.23) 0.34 (0.26) 0.135 (0.04) 0.153 (0.13) 0.033 (0.05)
xrai 0.956 (0.04) 0.58 (0.21) 0.40 (0.26) 0.151 (0.04) 0.144 (0.07) 0.086 (0.11)

grad-cam 0.941 (0.04) 0.57 (0.20) 0.21 (0.19) 0.297 (0.20) 0.153 (0.12) 0.139 (0.12)
grad-cam++ 0.941 (0.04) 0.52 (0.22) 0.32 (0.26) 0.252 (0.13) 0.283 (0.24) 0.081 (0.10)

rise 0.978 (0.03) 0.61 (0.21) 0.50 (0.26) 0.120 (0.01) 0.124 (0.07) 0.044 (0.05)

Nevertheless, shap turns out to be the best in this context, followed by dalex and

lime.

Image Datasets: For the experiments on images, we considered three datasets.

The handwritten number classification dataset mnist11. It has ten classes, from

0 to 9, and the images are low resolution (28x28) and greyscale. Then, cifar12:

low resolution (32x32) color images dataset with ten classes, ranging from dogs to

airplanes. Lastly, imagenet13: composed of high resolution color images (224x224),

with a 1000 classes. We chose these datasets because they are the most utilized,

and we have different classes with various image dimensions.

Image Black-Boxes and Explainers: On these three datasets, we trained the

models most used in literature to evaluate the explanation methods: for mnist

and cifar we trained a convolutional neural network with two convolutions and

two linear layers, while for imagenet we decided to use the VGG16 network [82].

The performances of the black-box models are reported in Table 2.1. For the lime

11http://yann.lecun.com/exdb/mnist/
12http://image-net.org/
13https://www.cs.toronto.edu/ kriz/cifar.html
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Table 2.5: Sensitivity metric and runtime results, the lower, the better. The best results
are highlighted in bold, second best results are underlined. The reported value represents
the mean of the scores obtained on a subset of 100 instances of the dataset, and the
value on the parenthesis is the standard deviation. Runtime is expressed in seconds, and
uncertainty is on the last decimal.

Sensitivity Runtime
mnist cifar imagenet mnist cifar imagenet

lime 2.509 (1.261) 1.529 (2.176) 2.090 (0.612) 1.9 10 50
deep-shap 0.198 (0.071) 1.649 (1.054) 0.089 (0.189) 4.4 5.2 8.4
grad-shap 0.615 (0.099) 1.986 (0.931) 0.153 (0.357) 3.1 4.2 6.5

ϵ-lrp 0.394 (0.113) 2.311 (0.752) 0.207 (0.806) 1.5 1.3 2.1
intgrad 0.262 (0.121) 1.851 (1.063) 0.131 (0.738) 0.03 0.06 5.01
deeplift 0.293 (0.132) 2.272 (1.039) 0.055 (0.010) 2.2 1.3 3.2

smoothgrad 9.498 (5.847) 1.367 (0.506) 1.829 (0.350) 0.04 0.07 0.8
xrai 2.256 (0.512) 1.072 (0.621) 0.310 (0.225) 1.1 1.5 18

grad-cam 0.605 (1.519) 0.877 (1.110) 0.093 (0.592) 0.1 0.15 0.25
grad-cam++ 0.132 (0.165) 0.339 (0.537) 0.047 (0.292) 0.1 0.15 0.25

rise 0.117 (0.041) 0.501 (1.310) 0.501 (0.461) 0.5 2.3 21.4

Figure 2.8: Critical difference plot for Nemenyi test with α = 0.05.

segmentation, we used the quickshift algorithm [83] with a neighborhood size of

2000. In intgrad, xrai, and deeplift, we used a black image as the background.

For deep-shap and grad-shap, 100 images are taken randomly from the training

set and used to approximate the Shapley values. In grad-cam and grad-cam++,

the last convolutional layer was selected from which to calculate the gradients. For

the masking of rise, we used 2000 masks generated randomly. Deletion/Insertion

results are reported in Table 2.4 and the Sensitivity results in Table 2.5.

For image data, the best method, in general, is rise. However, as highlighted
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in Figure 2.8, none of the methods has statistical significance to be considered

better than the rest. All the methods are very noisy and unstable, as pointed out

from the stability and the high standard deviation among all the methods in the

deletion/insertion metrics. lime and xrai suffers from stability issues due to the

randomness of the segmentation pre-processing. lime is also the worst method

when measuring accuracy. Guided methods like smoothgrad are even worst than

random methods when computing the stability of the explanations. We support

the findings of [14] in which they pointed out that guided methods are not good

explainers. smoothgrad is okay in high-resolution images, but this is caused

by the fact that the guided perturbation plays an inferior role than the gradient

computation. In general, gradient approaches like intgrad and deeplift are the

best approaches for accuracy, especially when dealing with high-resolution images.

The computation is fast and stable, even if we compute the second-order gradients

like in grad-cam++. intgrad and deeplift are more precise than grad-cam

and grad-cam++ since the saliency maps produced by these last two methods

are coarse and unrefined. shap based methods work only on low-resolution images

due to the approximation factor. The higher the resolution, the more images are

needed as background to better approximate the Shapley values. However, in doing

this, the memory used and the runtime increase exponentially. rise is the best

compromise and can reach a high level of accuracy and stability, even if it is based

on random masking.

2.3 The Latent Space

Real-world data are often redundant and large in size. This poses challenges not

only for computational efficiency but also for representation modeling. Consider,

for example, the Swiss roll in figure 2.9. The data is in three dimensions, but only

two dimensions are sufficient to represent the same object when we unroll it. This
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is called dimensionality reduction by manifold learning. The basic assumption is

that high-dimensionality data often have lower dimensionality embedding that is

sufficient to represent the content of the original data.

Figure 2.9: An example of manifold dimensionality reduction. (Image courtesy of
golden.com/wiki)

Now, if we extend this concept to the data representation problem, we realize

that there is a lower dimensional space sufficient to describe the contents of our

dataset. We call such a space “latent space”. It is a low-dimensional manifold

of high-dimensional data in which we expect all instances of the dataset to be in

close proximity. Two main categories of algorithms are capable of obtaining such

space: dimensionality reduction methods and generative models. Dimensionality

reduction methods create features with simple combinations of original features,

while generative models incorporate non-linear relationships. Both types of models

seek to incorporate data information in a latent space as reduced as possible.

2.3.1 Dimensionality Reduction Techniques

Dimensionality reduction is defined as the transformation of data from a high-

dimensional space into a low-dimensional space so that the low-dimensional repre-

sentation retains some meaningful properties of the original data, ideally close to its

intrinsic dimension. [84] Basically, it transforms our data from a higher-dimensional
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space into a lower-dimensional space while preserving as much information as pos-

sible.

Dimensionality reduction techniques were born for visualization. Data visualiza-

tion boosts the ability to process information in an easy and faster way to compare

and make conclusions out of it. However, as humans, the higher the dimension, the

more difficult it is to analyze the data and derive a conclusion since we can see three

dimensions at a time maximum. For N dimensional data, we need N dimensions,

which we can only visualize two or three at a time, and in our big-data era, with

data with a load of features, it is not feasible. It might take us days or months to

perform any meaningful analysis, which requires much time. So it is common to

reduce data dimension to 2 or 3 dimensions using techniques called dimensionality

reduction.

Reducing the dimension of the data is beneficial not only for visualization but

also for learning. In machine learning, it is believed that the greater the number

of features, the better our prediction, but this is not always true. If we keep on

increasing the number of features after a certain point, the performance of our ma-

chine learning algorithm tends to decrease. This phenomenon is called Curse of

Dimensionality, and it describes the explosive nature of increasing data dimensions

and its resulting exponential increase in computational efforts required for its pro-

cessing and analysis. This term was first introduced by Richard E. Bellman [85] to

explain the increase in the volume of Euclidean space associated with adding extra

dimensions in the area of dynamic programming. Applied to machine learning, this

means that an increase in the dimensions can, in theory, add more information to

the data, thereby improving the quality of data but practically increasing the noise

and redundancy during its analysis. As the dimensionality increases, the number

of data points required for good performance of any machine learning algorithm

increases exponentially. The reason is that we would need more data points for any

given combination of features for any machine learning model to be valid. For exam-
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Figure 2.10: Graphical representation of Hughes principle

ple, suppose a model needs at least 10 data points for each combination of feature

values to perform well. If we assume that we have one binary feature, then for its

2 unique values (0 and 1), we would need 21 · 10 = 20 data points. For 2 binary

features, we would have 22 unique values and need 22 ·10 = 40 data points. Thus, for

k-number of binary features, we would need 2k · 10 data points. Hughes (1968) [86],

in his study, concluded that with a fixed number of training samples, the predictive

power of any classifier first increases as the number of dimensions increases, but

after a specific value of dimensions, the performance deteriorates. Thus, the curse

of dimensionality is also known as the Hughes phenomenon.

Reducing the number of features in the training data helps reduce this effect and

offers other benefits as well:

- Minimize the space required to store the data.

- Fewer dimensions will take low time complexity in training a model.

- As dimensions decrease, the possibility of overfitting the model also decreases.

- It will remove all the correlated features in our data.

Many techniques were developed to transform the data from a high-dimensional

55



Chapter 2 - Background

space to a low one.

The Principal Component Analysis (pca) [87] is one of the dimensionality re-

duction techniques widely used in Machine Learning. The main idea behind pca

is to figure out patterns and correlations among various features in the data set.

On finding a strong correlation between different variables, a final decision is made

about reducing the dimensions of the data in such a way that the significant data is

retained. The new variables obtained from the initial set are called principal compo-

nents. Principal components are calculated so that the newly obtained variables are

highly significant and independent. Specifically, the principal components are the

eigenvectors of the covariance matrix of the data. By calculating the eigenvectors

of the covariance matrix, we can identify the directions of maximum variance of the

data and, thus, the directions of maximum information. There could be more than

one dimension where the information is spread. By ordering the principal compo-

nents by their eigenvalues is possible to obtain a ranking from the most important

dimensions to the less ones. Only components that account for about 90% variance

of the data are kept.

After pca, lda is the most commonly used dimensionality reduction technique

in machine learning, statistics, and pattern recognition. The goal of this algorithm

is always to project a dataset to a lower dimensional space, but with a separability

not only on the features of the data but also on the categories in order to avoid

overfitting and to reduce the computational power. Both pca and lda are linear

reduction techniques, but unlike pca, lda focuses on maximizing the separability

of groups. lda uses features to create new dimensions and tries to project the data

onto new axes to maximize the separation of the data and the categories or groups.

This is why lda is a supervised learning algorithm since it uses target values to find

the new axes. pca tries to find the components that maximize the variance, while

on the other hand, lda tries to find the one that maximizes the separability of the

categories and minimizes the variance among categories.
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Another way to aggregate data is by similarity. The method of t-distributed

Stochastic Neighbor Embedding (t-SNE) is a dimensionality reduction method used

to visualize data in 2D and 3D maps. t-SNE finds non-linear connections between

the data based on their similarity. The more similar are two instances, the more

probable it is to be close in the reduced space. The first stage of the algorithm

is calculating the Euclidean distances of each point from all of the other points.

Then, it takes these distances and transforms them into conditional probabilities

representing the similarity between every two points. The conditional probability

pi|j of point xj to be next to point xi is represented by a Gaussian centered at xi

with a standard deviation of sigmai. pi|j is therefore the probability that i would

pick j as its neighbor: the more similar i is to j, the higher the probability. After

computing the joint probability pij =
pj|i+pi|j

2n
, t-SNE creates a dataset of random

points in a low-dimensional space and calculates a joint probability distribution for

them as well. Now we use the Kullback-Leiber (KL) divergence to make the joint

probability distribution of the data points in the low dimension as similar as possible

to the one from the original dataset. This is done by using gradient descent. The

cost function that the gradient descent tries to minimize is the KL divergence of the

joint probability distribution between the high and low-dimensional space. From this

optimization, we get the values of the points in the low-dimension dataset and use

them for our visualization. This loss is difficult to optimize and requires significant

use of computational resources. Another problem of t-SNE is the restriction of

the reduced dimensions. Due to the exponential computational costs of calculating

KL divergence, dimensions larger than three are prohibitive from a running time

perspective. For this reason, t-SNE is always used as a visualization technique

rather than a dimensionality reduction one.

A very similar algorithm to t-SNE is UMAP. Uniform Manifold Approximation

and Projection (UMAP) is a dimension reduction technique that can be used for

visualization similarly to t-SNE but also for general non-linear dimension reduction.
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The improvement of UMAP over t-SNE is to preserve more of the global structure of

the data with superior run time performance. Furthermore, UMAP has no computa-

tional restrictions on embedding dimensions, making it viable as a general-purpose

dimension reduction technique for machine learning. UMAP uses local manifold

approximations to construct a topological representation of the high dimensional

data. A similar process can be used to construct an equivalent topological repre-

sentation given some low-dimensional data representation. UMAP then optimizes

the layout of the data representation in the low dimensional space to minimize the

cross-entropy between the two topological representations. It does that by building

a graph of the data in the original space, and it tries to preserve its proprieties in

the reduced space. Due to this topological preservation, UMAP can generate bet-

ter reduced space than t-SNE. However, UMAP is not perfect, and it comes with

its vulnerabilities. One of the core assumptions of UMAP is that there exists a

manifold structure in the data. Because of this, UMAP can tend to find various

structures within the noise of a dataset, similar to the way the human mind finds

structured constellations among the stars. As more data are sampled, the number

of structures evident from noise will tend to decrease, and UMAP becomes more

robust. However, care must be taken with small sample sizes of noisy data or data

with only large-scale manifold structures.

t-SNE considers the distance between data pairs, but this does not preserve the

global structure of the data. TRIMAP is a dimensionality reduction method that

uses triplet constraints to form a low-dimensional embedding of a set of points.

The triplet constraints are of the form “point i is closer to point j than point k”.

By using triplets, TRIMAP provides a significantly better global view of the data

than the other dimensionality reduction methods, such as t-SNE and UMAP. The

global structure includes relative distances of the clusters, multiple scales in the

data, and the existence of possible outliers. The triplets are sampled from the high-

dimensional representation of the points, and a weighting scheme is used to reflect
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the importance of each triplet. TRIMAP defines a global score to quantify the

quality of an embedding in reflecting the global structure of the data. One major

problem of this approach is that it highly depends on initialization.

While the non-linearity of dimensionality reduction methods can improve data

representation, at the same time, reduced dimensions lose their meaning. In par-

ticular, the dimensions of the UMAP, t-SNE, and TRIMAP latent spaces have no

specific meaning, unlike PCA, where the dimensions are the directions of greatest

variance in the source data. For several use cases, the interpretability of the reduced

dimension is of critical importance.

2.3.2 Generative models

When speaking about learning, there are two types of approaches on how a model

learns: discriminative models and generative models. The first approach tries to

learn only the unique features that help distinguish between different classes in

training data. This class belongs mostly to machine learning classification algo-

rithms. They try to estimate P (y|x) that is the probability of a class y given an

instance x.

On the other hand, generative models try to learn the distribution of the data

rather than identifying unique features that can help distinguish different classes.

They learn a latent space in which they place data: the more similar two data

are, the more likely they are to be close in latent space. In this way, such models

actually understand the data distribution and offer a significant advantage over

discriminative models: data generation. By determining the distribution from which

the training samples were generated, new data can be generated by sampling from

this distributions14.

However, they have their weaknesses. Compared with a discriminative model,

14Estimating a distribution mean to estimate distribution parameters (like mean and standard
deviation)
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Figure 2.11: Standard architecture of an autoencoder generative model

quantitatively evaluating the model performance of generated data is challenging,

so they are difficult to train. Discriminative models can be quickly evaluated using

standard metrics such as accuracy and F1 score on the labels of the dataset. Gen-

erative models, instead, generate new data that has to be similar to the one in the

training dataset. They usually minimize different types of losses to ensure different

proprieties of the generated data.

The world mainly focuses on discriminative modeling because it fits well with

real-world problems. Rarely do problems need to know the distribution from which

samples were generated to generate artificial samples, but instead, they need to

classify new samples given the training data, thus a classification task. Nevertheless,

recent advances in image and text generation have revived generative modeling,

which is now growing and finding many new applications.

Autoencoders Autoencoders are the most common type of generative models.

They are composed of two parts: An encoder and a decoder (Figure 2.11). The

encoder takes as input the raw data (x) and outputs a vector (z) in a reduced space

called the latent space. The decoder takes the vector z in the latent space as input

and tries reconstructing the data in the original space. The encoder and the de-

coder are usually machine learning models, particularly neural networks. Standard

neural networks called feed-forward are usually used, while convolutional layers are

preferred when using complex data, such as images. The dimension of the vector
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z is usually lower than x since we want z to capture only the meaningful factors

of variations that can describe the input data. It needs to be trained to work as

with all machine learning models. The goodness of autoencoders lies in their ability

to reconstruct data from their latent representations to their original features. A

perfect autoencoder should have the output of its decoder identical to the input of

the encoder. The loss usually employed is the metric that computes the difference

between the original and reconstructed data. Data is then generated by randomly

taking data in the latent space and decoding it with the decoder.

When building an autoencoder, it is important that it does not store all the

information. Instead, it should be constrained to prioritize which information should

be kept and which should be discarded. This constraint is introduced in the following

ways:

- number of layers: It is possible to keep as many layers in the encoder and

decoder as you require. Usually, the number of nodes decreases as it increases

the number of layers in the encoder and vice-versa for the decoder.

- number of nodes in the latent layer: It is always better to have less number

of nodes in this layer than the input size. The smaller size of the latent layer

leads to better compression.

- loss: The mean squared error or binary cross entropy are usually chosen for

the loss function.

To improve the latent representation, several autoencoder variations exist. The

most famous one is called Variational AutoEncoder (VAE). A Variational Autoen-

coder [88] can be defined as an autoencoder whose training is regularized to ensure

that the latent space has suitable properties that enable the generative process. Like

a standard autoencoder, a variational autoencoder is an architecture composed of

both an encoder and a decoder. It is trained to minimize the reconstruction er-

ror between the encoded-decoded data and the initial data. However, in order to
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introduce some regularization of the latent space, there is a slight modification of

the encoding-decoding process: instead of making the encoder output an encoding

vector of size n, we output two vectors of size n: a vector of means and another

vector of standard deviations. VAE encodes the inputs as a mixture of Gaussian

distributions. To decode back from the latent space, it is possible to sample from

these distributions and then use the decoder. This modification adds a stochastic

factor to the model that helps the sparsity of generated data. The loss function that

is minimized when training a VAE is composed of a ”reconstruction term” and a

”regularization term” (on the latent layer). The regularization term is expressed as

the Kullback-Leibler divergence between the returned distribution and a standard

Gaussian. With this regularization term, we prevent the model from encoding data

far apart in the latent space and encourage returning distributions to ”overlap” as

much as possible. Naturally, as for any regularization term, this comes at the price

of a higher reconstruction error on the training data. Training a VAE is a trade-off

between the reconstruction error and the KL divergence. The admirable propriety

of VAE is that the introduction of regularization tends to create a ”gradient” over

the information encoded in the latent space. For example, a point of the latent

space that would be halfway between the means of two encoded distributions com-

ing from different training data should be decoded in something that is somewhere

between the data that gave the first distribution and the data that gave the second

distribution as the autoencoder may sample it in both cases.

Several other variations exist. β-VAE [89] is an augmenting of the original VAE

framework with a single hyper-parameter β that modulates the learning constraints

applied to the model. These constraints limit the capacity of the latent informa-

tion channel and control the emphasis on learning statistically independent latent

factors. β-VAE with β = 1 corresponds to the original VAE framework. With

β > 1, the model is pushed to learn a more efficient latent representation of the

data. Adversarial Autoencoders are a modification of the original architecture of
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autoencoders. The encoder’s output is used not only to feed the decoder but also

as input to a discriminative model. The input of the discriminative model is the

concatenation of the label and the latent space of the autoencoder. Training is

performed by minimizing the autoencoder loss and a cross-entropy term between

the data label and the discriminative model’s output. The idea behind adversarial

autoencoders is that it is possible to train the encoder to produce a latent space that

looks like a distribution of choice. This is achieved with a different neural network

model that learns to distinguish the output of a network from a real-world example

of the target. However, instead of learning to tell noise from real cat pictures, the

discriminator learns to tell the latent space from the chosen distribution and gives

feedback to the encoder about how unfair the distribution of the latent space is.

The encoder learns to distribute the code as desired from this feedback in the form

of a gradient.

Generative Adversarial Networks. is the other generative model that has re-

cently gained popularity. A Generative Adversarial Network (GAN) [90] observes

the given dataset and generates new samples that fit the underlying distribution in

the given data samples with the help of two models, which are adversaries of each

other. Hence the name Generative Adversarial Networks. A generative adversarial

network (GAN) consists of two components:

- The generator learns to generate plausible data. The generated instances

become negative training examples for the discriminator.

- The discriminator learns to distinguish the generator’s fake data from real

data. The discriminator penalizes the generator for producing implausible

results.

Both the generator and the discriminator are neural networks. The generator out-

put is connected directly to the discriminator input (Figure 2.12). Through back-
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Figure 2.12: Architecture of GAN model

propagation, the discriminator’s classification provides a signal that the generator

uses to update its weights.

Two steps compose the training: firstly, the discriminator is trained, and then

later, the generator. The following steps compose the Discriminator training:

1. The discriminator classifies both real data and fake data from the generator.

2. The discriminator loss penalizes the discriminator for misclassifying a real

instance as fake or a fake instance as real.

3. The discriminator updates its weights through back-propagation from the dis-

criminator loss through the discriminator network.

After it is time for the Generator Training Procedure:

1. Sample random noise.

2. Produce generator output from sampled random noise.

3. Get discriminator ”Real” or ”Fake” classification for generator output.

4. Compute loss from discriminator classification.

64



Chapter 2 - Background

5. Back propagates through both the discriminator and generator to obtain gra-

dients.

6. Use gradients to change only the generator weights.

As the generator improves with training, the discriminator performance gets worse

because the discriminator cannot easily tell the difference between real and fake.

If the generator succeeds perfectly, then the discriminator has a 50% accuracy. In

effect, the discriminator flips a coin to make its prediction. This progression poses

a problem for the convergence of the GAN as a whole: the discriminator feedback

gets less meaningful over time. If the GAN continues training past the point when

the discriminator is giving completely random feedback, then the generator starts

to train on junk feedback, and its quality may collapse. Convergence is often a

fleeting rather than a stable state for a GAN. As a result, the generator model maps

the latent input vector (z) to an output similar to the training dataset’s data. The

primary objective of GANs was to generate new samples from the given dataset.

Moreover, since the invention of GANs, they have grown to accomplish this task

with better results and added features.

In recent years several GAN variation has been introduced. Progressive GAN was

introduced in 2017 [91], where the authors showed that the quality of the generated

images could be increased significantly by training the generator to output low-

resolution images at the beginning and increase the resolution as the training went

on. Regular GANs adopt the sigmoid cross-entropy loss function. This loss function

will cause the problem of vanishing gradients for the samples on the right side of

the decision boundary but still far from the actual data. LSGAN [92] will use

Least Square loss instead of binary cross-entropy loss for both the generator and

the discriminator. Wasserstein GAN [93] is another variation on Discriminator loss;

this time, the loss used is the Wasserstein one. Using this loss, the discriminator

does not classify instances. For each instance, it outputs a number. This number
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Figure 2.13: Examples of images generated by GANs

does not have to be less than one or greater than zero, so we cannot use 0.5 as a

threshold to decide whether an instance is real or fake. Discriminator training makes

the output bigger for real instances than for fake ones. Several other variation are

described here [94, 95, 96, 97, 98, 99]

2.3.3 Understanding the Latent space

Generative models, as the name says, have the goal of generating multiple samples

starting from the dataset one provides. However, since auto-encoders learn the

natural feature of the dataset in the latent space, this space could be meaningful

for understanding the data. Several works have demonstrated the performance

capabilities of the latent space in doing clustering [100], and sometimes these clusters

are even better than doing it in the input space [101]. Nevertheless, performance

is not all; researchers have recently focused on latent space explorations and the
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Figure 2.14: J-Diagram. The three corner images are inputs to the system, with the
top left being the ”source” (A) and the other two being ”analogy targets” (B and C).
Adjacent to each figure is the reconstruction resulting from running images through both
the encoder and decoder of the model. The bottom right image shows the result of applying
the analogy operation (B + C) – A. All other images are interpolations.

possible implications. Latent space features are easy to visualize because it is easier

to sample data from it and use the decoder to represent the data in the original

input space. In image recognition tasks, some dimensions of the latent space can be

attributed to the position of the object in the image [102]. Interpolation is used to

traverse between two known locations in latent space. Research on generative models

often uses interpolation to demonstrate that a generative model has not simply

memorized the training examples [103]. In creative applications, interpolations can

provide smooth transitions between two decoded images [104]. For example, it

is possible to move from different pictures of faces, Figure 2.14, or from different

sketches [105] or fonts [106] or even molecules [107].

These examples show us the great potential of latent space reasoning, but since

an autoencoder reduces many variables to just a few variables, many aspects of
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system behavior can be deduced. For example, it is possible to take the average of

all the latent vectors for user-specified features, woman pictures, for example, and

the average for all the user-specified non-woman pictures. We then compute the

difference between these two average vectors and obtain the so-called gender vector.

To change the gender of an image, add the gender vector to the corresponding latent

vector; the amount of gender vector added controls how much we want to change the

gender. This technique was introduced by [108], and vectors like the gender vector

are sometimes called attribute vectors. Moreover, this reasoning is expandable to

every possible feature one can think of.

However, autoencoders are not perfect, and while it is great that such profound

principles as gender can be inferred, sometimes such models infer other things that

are wrong or undesirable. For example, [104] the addition of a smile vector in some

face models will make faces smile more and appear more feminine. Why? Because

in the training data, more women than men were smiling. So these models may not

just learn in-depth facts about the world but also internalize prejudices or erroneous

beliefs. Once such a bias is known, it is often possible to make corrections. However,

finding those biases requires careful auditing of the models, and it still needs to be

made clear how these audits can be exhaustive. More broadly, why do attribute

vectors work, when they work, and when they fail? At the moment, the answers to

these questions need to be better understood.

Another way of understanding the latent space is by interaction [109]. Interaction

can be a powerful tool for producing explanations of machine learning models. By

allowing users to interact with the model and explore its behavior, interaction can

provide a more intuitive and accessible way to understand the underlying concepts

and patterns. One way interaction can be used to produce explanations is through

interactive visualizations. These visualizations allow users to explore the relation-

ships between different features and characteristics of the data, and to see how the

model responds to changes in these features. For example, users can manipulate
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sliders or other controls to adjust the input data and observe how the model output

changes in response. Another way interaction can be used is through interactive

natural language processing (NLP) interfaces [110]. These interfaces allow users to

interact with the model through natural language queries, providing a more intuitive

and accessible way to understand the model’s behavior. For example, users can ask

the model to explain why it made a certain prediction or to provide more details on

the factors that influenced its decision. In addition to these techniques, interaction

can also be used to facilitate collaboration between humans and machine learning

models [111]. By allowing users to provide feedback and input into the model’s

behavior, interaction can help to improve the accuracy and interpretability of the

model and to ensure that it is aligned with the needs and goals of its users.

Interactive generative adversarial networks, or iGANs, [112] are another example

of latent space exploration. The final result is utilizing these variations of GAN in an

interface to generate images of different things, like shoes, t-shirts, and landscapes

2.15. Conventionally, such an interface would require the programmer to write a

program containing a great deal of knowledge about the image. Instead of doing

this, Zhu et al. train a GAN model using 5050 thousand images downloaded from

the internet. They then use that generative model to build an interface that lets a

user roughly sketch the shape of the object, and the model will reproduce the object

most similar to the sketch.

Rather than using variational autoencoders, these interfaces are based on GANs.

However, the underlying idea is still to find a low-dimensional latent space that can

represent (say) all landscape images and map that latent space to a corresponding

image. Again, we can think of points in the latent space as a compact way of

describing landscape images. Roughly speaking, the way the iGANs work is as

follows. Whatever the current image is, it corresponds to some point in the latent

space. The interface works by finding a point in the latent space near the current

image so the image is not changed too much but also comes close to satisfying the
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Figure 2.15: Interactive image generation framework example. The user uses the brush
tools to generate an image from scratch (top row) and then adds more scribbles to refine
the result (second and third rows). In the last row, we show the most similar real images
to the generated images. (dashed line for the sketch tool and color scribble for the color
brush)

imposed constraints. This is done by optimizing an objective function that combines

the distance to each imposed constraint, and the distance moved from the current

point.

The compressed nature of latent space helps not only to understand the data

but also to produce explanations. The latent space created by generative models is

a compressed representation of data based on Euclidean distance: this implies that

the distance between data can be found quickly and easily. The distance between

data with many features translates into the latent space in the distance between a

few features. In addition, very different features can be compared. The distance

between categorical (fixed number of possibilities) and continuous features is difficult

to evaluate in the data domain. However, everything is converted in the latent space

where distances can be computed using the Euclidean distance. One of the most

common explanations retrieved from the latent space are counterfactuals. We can

search for counterfactuals in the latent space and retrieve data using a decoder.

Integrating the latent space into the counterfactual search can be done in two ways:

by adding an additional term in the loss used for the search or by performing the
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search directly in latent space [113, 58]. The data are usually encoded in a latent

space, then it is performed the search for a point that is considered a counterfactual,

decode it back into the original feature space using the decoder, and check if it

has a different prediction. This process is facilitated because the latent space is a

Euclidean space, and every point can be decoded back easily into the original space

using the decoder. Most of the works using this procedure focus on images. Data

encoding in the latent space can be computed in different ways. In [114], a median

absolute deviation is used as a distance measure, while in [115], they minimized the

fisher information.

Other methods tried to interpret the latent space features to generate counter-

factual data. One of them is counterfactual Recourse Using Disentangled Subspaces

(CRUDs) by Downs et al. [116]. CRUDs is a probabilistic model that uses con-

ditional subspace variational autoencoders (CSVAEs) that extracts latent features

relevant to a prediction. CSVAE partitions the latent space into two parts: learning

representations that predict the labels and learning the remaining latent represen-

tations required to generate data. In CRUDs, counterfactuals that target desirable

outcomes are generated using CSVAEs in four major steps: (1) disentangling latent

features relevant for classification from those that are not, (2) generating counter-

factuals by changing only relevant latent features, filtering counterfactuals given

constraints, and (4) summarise counterfactuals for interpretability. The result in-

dicates that CRUDS counterfactuals preserve the true dependencies between the

covariates better than other approaches. Guidotti et al. used a decision tree to help

generate rules in the latent space. Adversarial Black box Explainer generating La-

tent Exemplars (ABELE) by Guidotti et al. [51] is a local model-agnostic explainer

for image data that uses Aversarial AutoEncoderes (AAEs) that aim at generating

new counterfactuals that are highly similar to the training data. ABELE generates

counterfactuals in four steps: (1) by generating a neighborhood in the latent feature

space using the AAEs, (2) by learning a decision tree on the generated latent neigh-
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borhood by providing local decision and counterfactuals rules, (3) by selecting and

decoding exemplars and counter-examples satisfying these rules, and (4) by extract-

ing the saliency maps out of them. Guidotti et al. found that ABELE outperforms

current state-of-the-art algorithms, such as LIME, in terms of coherence, stability,

and fidelity.

Several authors take the concept of crossing the decision boundary in the la-

tent space for counterfactual search. Joshi et al. [117] presented a novel approach

to characterizing and explaining black-box supervised models via examples. An

unsupervised implicit generative model is used to approximate the data manifold

and subsequently used to guide the generation of increasingly confounding examples

given a starting point. These examples are used to probe the target black-box in sev-

eral ways. In particular, they demonstrate the utility of manifold guided examples

in automatically detecting bias in black-box learning with respect to a potentially

protected attribute as well as for model comparison. The proposed method also

allows the visualization of training progression and provides insights complemen-

tary to notions of calibration of the black-box model. Limitations of the proposed

method include reliance on the implicit generator as a proxy of the data manifold.

However, the authors specified that their approach is model agnostic both in terms

of architectures and training mechanisms for the generative model. They used im-

ages as they are easy to visualize even in high dimensions. Samangouei et al. [118]

introduced ExplainGAN to interpret black box classifiers by visualizing boundary-

crossing transformations. These transformations are designed to be interpretable by

humans and provide a high-level conceptual intuition underlying a classifier’s deci-

sions. This visualization style can overcome limitations of attribution and example-

by-nearest-neighbor methods by making spatially localized changes along with visual

examples. While not explicitly trained to act as a saliency map, ExplainGAN’s maps

are very competitive at demonstrating saliency. They also introduced a new metric,

Substitutability, that evaluates how much label-capturing information is retained
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when performing boundary-crossing image transformations.

Another critical feature of latent space is to group data based on similarity. By

putting similar data together, it is possible to identify the data closely resembling

different instances. These data are called prototypes, and they are a type of expla-

nation introduced in Section 2.1.5. The most common way to search latent space

prototypes is by clustering. Clustering is proven to be more effective on the latent

space. Barbakh et al. [119] introduce a set of latent clustering algorithms whose per-

formance function is such that the algorithms overcome one of the weaknesses: its

sensitivity to initial conditions which leads it to converge to a local optimum rather

than the global optimum. Their online learning algorithms illustrate their conver-

gence to optimal solutions, which standard methods fail to find. Moreover, prototype

explanation can be extracted from clustering. After learning the latent space, the

prototypes are selected as cluster centers of the clustering algorithm trained on such

space. Kleinerman et al. [120] demonstrated that this approach is particularly effi-

cient on health records. They propose a novel deep learning-based patient treatment

selection approach using latent-space prototyping. Machine-assisted treatment se-

lection commonly follows one of two paradigms: a fully personalized paradigm which

ignores any possible clustering of patients, or a sub-grouping paradigm which ig-

nores personal differences within the identified groups. While both paradigms have

shown promising results, each suffers from important limitations. The use of latent

space prototyping allows for balancing between the two paradigms and allows bet-

ter results. In an extensive evaluation, using both synthetic and Major Depressive

Disorder (MDD) real-world clinical data describing 4754 patients from clinical trials

for depression treatment, they show that their approach favorably compares with

state-of-the-art approaches.

A pervasive use of the latent space is for anomaly detection. When placing data

in latent space, data clusters are clearer, and exceptions can be better identified.

Liu et al. showed that it is possible to use the latent space of a generative model
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to build prototypes and then use them to detect deviations from them to catch

anomalies [121]. Anomaly detection in automated quality inspection is essential for

guaranteeing industrial products’ surface quality. They proposed a semi-supervised

anomaly detection method Dual Prototype Auto-Encoder (DPAE), based on the

latent space paradigm. At the training stage, DPAE is optimized to minimize the

reconstruction loss between the input of the encoder and the output of the decoder.

At the same time, DPAE also minimizes the distance between the latent vectors and

the standard prototypes, which are iteratively updated to represent the center of

the latent vectors of defect-free samples. Given a test sample, the model can auto-

matically generate two latent vectors: one for the sample and one for the prototype.

As a result, the distance between the two vectors of the standard sample tends to be

closer, resulting in small errors for standard samples and large errors for anomalies,

which can be adopted as a criterion to detect the anomalies. Some approaches have

shown that it is possible to use energy-based optimization methods [122] to detect

anomalies and generate data. Due to the latent space’s low dimensionality and the

top-down network’s expressiveness, a simple energy-based method in latent space

can capture regularities in the data effectively. A similar concept is used in Abati

et al. [123], where this time, the prototypes found in the latent space are used to

detect novelties instead of anomalies. They designed a general framework where a

deep autoencoder with a parametric density estimator learns the probability distri-

bution underlying its latent representations through an autoregressive procedure.

They show that a maximum likelihood objective, optimized in conjunction with the

reconstruction of standard samples, effectively acts as a regularizer for the task at

hand by minimizing the differential entropy of the distribution spanned by latent

vectors. Unlike prior works, this proposal does not make any assumption about the

nature of the novelties, making our work readily applicable to diverse contexts.

Other uses of the latent space prototypes are for face identification [124], guided

generation of sentences [125], and for other explanations generations like SMs [51].
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Interactive exploration of the

latent space

In this first latent space analysis, we used an interactive visualization to unveil the

unknown meaning of the latent space dimensions. In particular, we interactively

explored the latent space of a variation autoencoder guided by SHAP scores. We

developed a model agnostic approach for explaining the outcome of a black box

model based on two steps:

1. A variational autoencoder maps multi-dimensional input features to a bi-

dimensional space.

2. A widely used explanation technique, i.e., SHAP [25], is exploited to measure

the relevance of each input attribute to the position in the latent space.

The combination of the two techniques enables the effective visualization and explo-

ration of the contribution of each original feature to the latent space. Modifications

on a single input feature generate a spatial offset on the latent space visualization,

allowing cognitive-friendly navigation of the joint modification of multiple attributes.

We chose a specific family of variational autoencoder architectures, called Con-

ditional Variational Autoencoder (CVAE), which exploits the outcome of a classi-
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fication model to generate a latent space where data are grouped by the similarity

of their attributes and the prediction label assigned by the black box. We exploit

this mapping to encode the classification provided by the black box to be explained

in the latent space positions. The underlying idea of autoencoders is to create a

more informative latent representation of data that holds more valuable properties

than real input data. By enhancing the latent space embeddings with prediction

labels, we can observe how the modification of the features affects the position in

the latent space and deduce which features need to be modified in order to alter

the black box predictions. Creating such adequate latent space is a challenging

task that is fulfilled by autoencoders forcing themselves to use a latent dimension

lower than the input to model the same amount of information. We can efficiently

map multi-dimensional points into a display using a low-dimensional space (i.e., two

dimensions). The positions of instances in the latent space can be used to reason

about the internal mechanism adopted during the classification. The low dimen-

sionality forces the autoencoder to maximize the contribution of relevant features,

discarding those that are marginal for the classification task. For this reason, we

learn the mapping using a training set labeled by the black box.

However, since Neural Networks are considered black box models [5], also autoen-

coders can be automatically considered black boxes. The reasons why an instance

is mapped to a specific position remain unknown since the autoencoder model does

not reveal linear and non-linear relationships with the data properties. Therefore,

the latent space cannot be considered an interpretable space, and the relationship

between the latent feature and the real one is unknown. To overcome this, we ex-

ploit and re-adapt existing eXplainable Artificial Intelligence (XAI) techniques to

unveil the meaning of the features in the latent space and make them understand-

able. Our idea is that, since the latent space algorithm is a Neural Network, we can

apply XAI techniques to explain the latent space in terms of the input features. Our

contribution focuses on building an explanation for the latent space mapping. The
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explanation method is based on the SHAP (SHapley Additive exPlanations) [25]

technique, which returns the contribution of each input feature to the final clas-

sification. We apply the SHAP method to the mapping model, yielding a sum of

linear contribution for both the x and y components. If we consider a single input

feature, its contribution is approximated by SHAP as a vector in latent space: an

increase or decrease in the value of the input feature produces an increase or de-

crease in its length without changing direction. Since we are considering multiple

input attributes, the final position in the latent space is the vector sum of the single

feature contributions. The order of the importance of the features is a result of the

SHAP method, going from the most relevant to the less relevant (more details in

Section 3.2).

A recent study [126] described interactivity as an added value when speaking

about explainability. We used a popular interactive framework called DASH to

visualize the explanations with interaction. We developed an interactive framework

that allows users to interact with the input features and understand how modifying

them influences the latent space position. The single contributions are presented as

linear contributions that we can map directly on the latent space, giving the user a

visual overview of the outcome. We leverage interactivity to let the user vary the

values of the input space (i.e., the original attributes of the instance) to explore the

resulting mapping in the latent space display. In this way, the user can explore how

variation in the input may influence the mapping of the autoencoder and, hence,

the relevance of features. The variation of a feature f influences the final mapping

of the point, since it modifies the magnitude of the vector corresponding to f . Our

framework makes it possible to observe how changes to real features affect/or do

not affect changes in the latent features and guide the data into different prediction

regions.

The rest of the chapter is organized as follows: Section 3.1 recalls the notions

needed to understand the proposed methodology, which is illustrated in Section 3.2.
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Section 3.3 presents the interactive framework. Finally, Section 3.4 concludes the

paper by discussing known limitations and proposing future research directions.

3.1 Meaning of SHAP explanations

This section will explain what SHAP scores are to understand our implementation

fully. Our contribution leverages the widely used XAI method named SHAP (SHap-

ley Additive exPlanations) [25]. The goal of SHAP is to explain the prediction for

any instance x as a sum of contributions from its individual feature values. SHAP

employs game theory to obtain single-feature contributions. It uses Shapley values

to define how to distribute the output of a model among all the input features.

SHAP is a game-theoretic approach, based on Shapley values, to explain the output

of any machine learning model. The explanation is provided as a sum of relevance

from the input feature values. Note that the “feature value” xi here refers to the

numerical or categorical value of a feature i for the instance x. Each value is consid-

ered as a contribution to a cooperative game whose payout is the final prediction.

Accordingly to the input instance, Shapley values estimate the payout among the

input features.

We can clarify the intuition behind SHAP with the following example. A group

F of people is playing a basketball game where the goal is to make as many baskets

as possible, and we want to compute the contribution of player j. SHAP removes

player j from group F and repeats the game. The difference between the scores

obtained with and without player j represents how much player j has contributed

to the final scores in this scenario. SHAP computes this difference for every possible

combination of other players, removing a different player every time. First, it re-

moves player j and the player j′, then j and j′′, then j, j′, and j′′, etc.. The average

of these scores is the Shapley value of player j representing the contribution of j to

the initial score.
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If we consider that player j is an input feature, F is the set of all features, and

the basket game is a machine learning model f , then we can move to a machine

learning setting. Here, a Shapley value represents for each feature j the change in

the model prediction when conditioning on that feature. Formally, consider S as a

possible subsets of F without the feature j, i.e., S ⊆ F \ {j}. The prediction of the

model is obtained with that feature present fS∪{i} and with the feature withheld fS.

Then the two predictions are subtracted fS∪{i}−fS. Since the effect of withholding a

feature depends on what other features are present during the prediction, the above

differences are computed for all possible subsets S. The Shapley values ϕj are then

computed as a weighted average of all possible differences.

ϕj =
∑

S⊆F\{j}

|S|!(|F | − |S| − 1)!

|F |!
[
fS∪{j} − fS

]
(3.1)

The computation of the Shapley values is exponential with the number of features.

Kernel SHAP implements an approximated estimation of the Shapley values by

using a weighted linear regression [25]. The connection between linear regression

and Shapley values is that Eq. 3.1 is a difference of means. Since the mean is

also the best least-squares point estimate for a dataset, it is natural to search for

a weighting kernel that causes linear least squares regression to approximate the

Shapley values. This variation is implemented into the so-called Kernel SHAP

method. The regression coefficients estimate the Shapley values with a weighted

linear regression model and an appropriate weighting kernel. The only requirement

of Kernel SHAP is a black box (the autoencoder in our case) and a set of points

to train the weighted linear regression. The more points, the more accurate the

approximation of the Shapely values.

The other challenge to compute Shapley values is the correct estimation of sup-

pressing one of the features. Since many machine learning models are based on fixed-

length input, suppressing a single feature is impossible. To overcome this problem,
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Kernel SHAP substitutes the value of a feature with the mean value observed over

the whole dataset. If all the features are replaced with their corresponding means,

it is possible to identify a mean input instance with the corresponding mean predic-

tion value. This value is also called the expected value and is the model’s prediction

when all the feature values are set with the mean value.

3.2 Methodology

This section describes how we performed the exploration in the latent space. We will

describe the cluster analysis, how we applied SHAP, and the interactive framework.

Our objective is to analyze a given data by encoding it in the latent space using

an autoencoder. Firstly, we can perform a cluster analysis of the latent space.

Then, we use SHAP to unveil why a point has been encoded in a particular part

of the space. Guided by the SHAP score, we can move to different portions of the

latent space with different predictions. The scores returned by SHAP allow us to

understand which real features have influenced the position in the latent space most.

Therefore, we can use these scores to explain the role played by the real features

w.r.t the machine learning model. We organize this section in two parts: the first

focuses on describing the latent space structure, while the second focuses on how

the explanation is created.

3.2.1 Neighborhood Analysis

Let D⟨X, Y ⟩ be a dataset where X = {x1, . . . , xn} represents the features space,

while Y = {y1, . . . , yn}, represents the label space. Let b a black box model trained

on D which return the prediction labels Ŷ = {ŷ1, . . . , ŷn}. Without loss in generality

and for simplifying the presentation, we may consider a binary classification task and

use the probability returned by the classifier as labels. However, we remark that this

process can be expanded to multi-class problems. Given a record x ∈ X, represented
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Figure 3.1: Here, we have the distribution analysis of the two clusters analyzed in the
Titanic dataset. The violet distribution is the distribution of the points belonging to the
cluster highlighted in the right figure, while the dark green is the distribution of the left
one. The features are sorted in descending order from the most separated distributions
on the right to the least separated one on the left. The feature “Sex” and “Title” are the
ones that characterize the clusters: all the points in the blue cluster are men with a low
title.

as a vector xi ∈ Rm, the corresponding classification of the black box ŷ = b(x) and an

autoencoder A, we indicate with the notation z = A(x) the encoding of the instance

x with A. Thus, we indicate with z the latent representation of x according to A. As

a model, we adopted a particular type of autoencoder called Conditional Variational

Autoencoder (CVAE). A Conditional Variational Autoencoder is a Variational Auto

Encoder with extra input to both the encoder and the decoder. In addition to

traditional data, a CVAE concatenates to the encoder and the decoder the output

probability value ŷ of the black-box b. This additional information allows the latent

space to represent the data not only by their features but also by their predictions.

Two data are mapped to the same point in latent space if they are similar to the

features and black-box prediction. We indicate with the notation z = A([x, ŷ]) the

CVAE encoding of the instance x.

Typically, the representation of D in the latent space has a clustering-based

structure [100], i.e., similar points are grouped in close areas in the latent space. In

addition, CVAEs exploit the information given by ŷ to place instances into the space

accordingly with their labels. Then, with our proposal, we can observe the neighbors

in the latent space, identifying common feature characteristics among the instance
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Figure 3.2: Illustration of SHAP vectors. For every feature in the input space x, SHAP
returns a vector of dimension equal to the latent space. The sum of these vectors from
the expected value gives the final position in the latent space.

in the same group and catching the correlation with the target variable ŷ. With our

framework, it is possible to define and select different neighborhoods in the latent

space and compare the distributions of the real features of the points in the two

groups. In Figure 3.1 there is an The features with the most different distributions

among the two selected sets are the ones that characterize the belonging to the

groups. In particular, if we select two clusters with points with different labels, it is

possible to identify the discrimination features. For example, we can select a cluster

with many points with target label L and another one with a lot of ¬L and notice

that the points in the L cluster are characterized by the value of the feature “Male”

set to true.

3.2.2 Establishing the Interactive Connection via SHAP

Given an instance x ∈ X and a CVAE autoencoder A trained on [x, ŷ], our goal is to

find the explanation e unveiling why x has been encoded in the latent representation

z = A(x). We highlight that we assume that the autoencoder A is well-trained as it

is meaningless to explain the behavior of a model not adequately learned. The pro-
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posed explanation is built from the Kernel SHAP method to estimate the Shapley

values of z. We rely on the kernel version of SHAP since it is the one that works

with NNs [25]. Kernel SHAP adopts a specially-weighted local linear regression to

estimate the SHAP values for any model. Our exploration approach is based on

the approximation of the SHAP’s contributions as coefficients of a linear equation.

The sum of these coefficients gives the final position in the latent space. This ap-

proximation has two advantages: on one hand, it allows efficient computation of the

Shapley values; on the other hand, after an initial computation for all the boundary

values of the attributes, the position on the latent space can be approximated with

linear interpolation, making the visualization and interaction more responsive.

We can interpret these values in terms of comparison with the expected predic-

tion. As described before, the expected prediction ẑ is the latent representation,

corresponding to substituting every feature value with its mean in the dataset D.

Thus we can project this feature in the latent space at its representation ẑ and use

that location as a reference position. Given the Shapley value of the instance x, we

can add the contribution of each value starting from the reference position ẑ. Thus,

starting from the expected prediction ẑ, we can sum to it the contribution of every

input feature in the dimension k and obtain the position in the latent space, i.e., the

latent representation z = ẑ +
∑

m ϕ⃗(xm). As illustrated in Figure 3.2, the output

returned by SHAP can be considered as a vector ϕ⃗xi
which components are the

contributions of a feature in a specific dimension of the latent space. Therefore, if

we sum these vectors starting from the expected value position ẑ, the output will be

the original position z in the latent space. For example, a typical output would be:

the feature “Title” has contributed a value of 1 to the first dimension of the latent

space and 1.5 to the second one, so it is relevant for both latent space dimensions.

Instead, the feature “age” has contributed 1.5 to the first dimension and 0.1 to the

second one, so it is relevant only for the first dimension of the latent space and does

not affect the other one.
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Figure 3.3: Interactive framework for the titanic dataset. We have several sliders of the top
ten most informative features on the left, ordered by relevance. The violet letter e on the
bottom of every slider is the expected value for that particular feature. The two columns
on the right of the sliders are in order: the feature’s value and the shap score’s vector
representation. On the right, we have a graph of the latent space learned. The points
are labeled red and blue according to the prediction label. The point taken into analysis
is selected using a black viewfinder. The expected position is the origin of the two gray
axes, and the black vectors represent the contributions of each feature, the sum of which
lead from the expected value to the actual point. By modifying the Title feature from 1
to 4, we can see how the position of the point is changed in the latent space following the
shap vector. By moving above the expected value of the feature, the effect in the latent
space is given by the shap vector highlighted in pink.

An explanation for a classified instance is built around exploring the Shapley

values contributions. First, the contributions of each feature are sorted by order

of magnitude. The user can then change the value of one of the input features

to observe how the position of z in the latent space changes. Those features with

higher relevance will produce a broader impact on the latent space since their cor-

responding magnitude is larger. We leverage an exploration strategy based on a

low-dimensional latent space to allow an efficient and comprehensible visualization

of the induced space, i.e., two or three dimensions. When the user explores a new

instance, the corresponding latent position is determined, and the vectors represent-

ing the contributions of the feature are computed and mapped on the visual space

as vector arrows (Figure 3.3). The variation of one of the attributes affects changing
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the magnitude of the vector arrows displayed on the visualization. We clarify this

aspect by highlighting that, since SHAP values can be approximated with linear

regression, they also have some linear properties concerning the expected value. For

example, consider a feature like age ranging from 0 to 100 with expected value 40,

and consider that the value 80 has a SHAP score of 0.6. If we substitute the value

of the feature to 40, then the SHAP score would be 0 since the contribution of age

equal to the expected value is null. However, if we substitute the value with 20, the

SHAP score will be negative due to the linear propriety. Since the position in the

latent space is given by the SHAP values, we can use them as a guide to increase

or decrease feature values in the real space to move points to different positions in

the latent space. SHAP vector directions are reported on the right of the sliders in

Figure 3.3, allowing the user to see how the change of an input feature will result in

a modification of the position in the latent space. This allows the user to explore the

latent space guided by the direction of the SHAP scores and analyze the prediction

in different space portions.

3.3 The Interactive Framework

Finally, this section demonstrates how the interactive framework can be used as an

explanation tool. Moving into the latent space guided by SHAP scores can provide

insights to identify homogeneous groups of points, outliers, or close points with

different predictions despite their similar latent characteristics. In particular, this

last case can help identify misclassifications or malicious use of the black box, for

example, through adversarial instances or isolated data. Since it is interesting to

analyze different latent positions by playing with the input features, we realized

an interactive framework, acting as a front-end for our latent space explanation

proposal, that allows the user to analyze the distribution of latent points and interact

with their SHAP values (Figure 3.4).
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(a) Latent Space Exploration: on the left, we have ten sliders of the top 10 most important features
given by SHAP in order of importance from top to bottom. On the right, the latent space created
by the autoencoder is represented with the SHAP vector explanation for a given point.

(b) Clustering Analysis: the user can select two different clusters and analyze the distributions in
the histogram plot at the bottom.

Figure 3.4: How the interface is presented to the user. On the top, there is the latent
space exploration guided by SHAP scores, while on the bottom, there is the clustering
analysis
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The central component of our solutions is the visualization of the latent space.

The two dimensional visualization of the latent space is built as a scatter plot, where

latent instances are represented as points. The projection of the expected value is

highlighted as the intersection of two dotted lines. Contributions of single values

are visualized as black arrows oriented accordingly to the coefficients returned by

the SHAP explanation method. The destination location of z is highlighted with

a viewfinder shape. The latent space visualization is linked with a set of sliders

where the user can specify values for each attribute. The user selects a point in the

latent space, and the sliders update with the new feature values. The higher the

SHAP score, the more important the feature, so we sorted the sliders in descending

order of importance. Each slider highlights the minimum and maximum values for

that feature along with its expected value position represented as a small violet e.

In addition, we also provide directional vectors for each feature to help the user to

predict the direction and verse of the translation in the latent space. Every feature

is encoded as a vector in the latent space, and the user can move the sliders to

change the magnitude of the corresponding vector arrow. In Figure 3.5, there is a

small example of the effect of the modification. If we substitute the value of the

feature with its expected value, then the contribution in the latent space is zero.

Suppose we modify to values lower than the expected value. In that case, the effect

will be the one highlighted by the green vector, whose magnitude increases linearly

the more distance we move from the expected value. Conversely, if we set a value

higher than the expected value, the effect will be highlighted by the pink vector.

Due to the propriety of the SHAP values, these vectors are always one opposite of

the other.

When the user changes one of the values on a slider, a new instance is generated,

the black box classifies it, and the SHAP values are computed. The vectors are

then updated on the latent space visualization. Since the number of features of

the dataset may be large, we decided to visualize only the sliders of the top 10
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Figure 3.5: effect of the feature modification in the latent space. Here, the feature Age is
represented with an expected value of 40. If the feature has this value, then the contribu-
tion in the latent space is null. If we set a lower value, the green vector guides the effect,
and a higher value follows the pink one.

most representative features selected in decreasing order of magnitude (from top to

bottom) of the SHAP scores. The two displays are mutually linked: when a slider

is changed, the latent space visualization is updated; when a point in the scatter

plot is clicked, the corresponding feature values are loaded in the set of sliders. Due

to visualization purposes, we decided to fix the latent space dimension with k = 2,

but we remind that our approach remains valid for higher dimensions.

The interface is divided into two parts. On the top, the sliders and the latent

space visualization allow the exploration of latent space by changing the value of

the input feature. On the bottom, the user can perform a neighborhood analysis

by selecting groups of points from two instances of the latent space visualization

(Figure 3.1). The two groups of points are then analyzed to determine which features

distinguish one group from the other. The differences are visualized as a set of violin

plots, comparing the distribution of observed values in the two groups. The violin

plots are sorted accordingly with features that maximize the distance of the mean

of distributions.

We tested our framework with a publicly available tabular dataset, i.e., the
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Titanic dataset, which contains the data of real Titanic passengers.1 Each passenger

is labeled as a survivor (red) or not-survivor (blue). Every categorical feature

is transformed into a one-hot dimension vector equal to the number of possible

categorical values. The continuous variables are normalized in the range [-1,1]. The

dataset contains 1310 passengers described by attributes such as age, passenger

class, sex, fee, etc. As a classification model, we trained an xgboost model [127]. A

web application that implements our framework is accessible at the following link:

https://kdd.isti.cnr.it/LSE/. The source code is also available on GitHub: the link

is available from the web application URL.

The latent space created by the autoencoder is illustrated on the right of Fig-

ure 3.3. Most of the data labeled as non-survivor are concentrated in the lower

right part of the latent space. The survived people, instead, are more sparse. The

most critical features reported by our method are Title and Cabin. However, if we

look at the contributions of the SHAP score, only the feature Title can move from

the bottom blue cluster to the top red one while Cabin is more responsible for the

x-axis movements. These two features are the most informative ones of our dataset;

in addition, the number of features with a score bigger than zero is 19, 30% of the

60 original features. This sparsity means that many of our features do not represent

our data at all.

We selected two clusters in the interface to analyze the difference in distributions.

We selected the one on the right with many not survived people and the one closer at

the top. We can see, as expected, that the feature “Title” is the most representative

of the two clusters (Figure 3.1). In the blue cluster, the people have lower titles

than those in the red. However, the people in the blue cluster are all men. We

conclude that in the dataset, there is a correlation between the features “Sex” and

“Title”. Male people with a lower title are the ones with meager survival chances.

In Figure 3.3, we took a point in the blue cluster on the bottom and tried to modify

1https://www.kaggle.com/c/titanic/data
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its most relevant features to move it to the top cluster. In particular, we can see that

the feature “Title” contributes to the cluster’s direction and has a lower value than

the expected one. By modifying this feature to a value greater than the expected

value (i.e., on the right of the e placeholder), we discovered that it is possible to

move the point from the original cluster to the one in the center, which is mainly

labeled as survivor. The more we increase the value, the more the point will be in

the top part of the space. Interestingly the feature “Sex” has a low SHAP value

meaning that our model is only looking at the feature “Title” for distinguishing

points.

3.4 Discussion and Future Directions

In this chapter, we explored the possibility of using an explanation methodology that

exploits the combination of latent spaces learned by a conditional autoencoder with

a feature relevance method, namely SHAP. Interactive learning is a novel framework

of explanations where, in each step, the user interacts directly by modifying and cor-

recting the explanation. This interactive feedback has been proven to be essential

for better comprehension of the black-box decision [128], and here it is no exception.

We have extracted beneficial information about the data under analysis by utilizing

an interactive exploration of the latent space to evaluate the position of single in-

stances or groups of points. This interactive framework is perfect for exploring the

latent space and extracting information about the black-box predictions.

However, it is not free of problems. SHAP scores are expensive to compute

and they are still an approximation of the actual Shapley values. A faster method

similar to SHAP in leveraging a similar procedure for identifying the importance

of the features is DALEX [129]. DALEX employs a different strategy to approx-

imate Shapley values, using a greedy search to find the best feature to remove.

In our implementation, we used SHAP because it is one of the most well-known
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XAI procedures. However, we plan to experiment our proposal with DALEX as fu-

ture work. Another difficulty encountered was the conditional autoencoder training.

While autoencoders are the most popular and established generative models, they

lack training consistency. Different runs could produce very different results. In

general, evaluating the goodness of the created latent space is difficult, particularly

if the generated latent space is suitable for explanation exploration. Autoencoder

training problems are well known in the actual state-of-the-art and, for now, with-

out any solutions. The conditional variation is better for representing explanations,

but most of the stability problems remain. About the interaction framework, it

lacks smooth animations. A further development could be to introduce real-time

visual-based animation to bind the changes on the sliders with the updates on the

visualization. This would help the user better understand the movements in the

latent space even more.

Although this interactive approach may seem attractive at first glance, we are

trying to explain a black-box using an auto-encoder, which is itself a black-box.

How can we be sure of its behavior? We will never know whether the problem

encountered comes from the black-box or the autoencoder: we will never know who

is right and wrong. To solve this problem, in the next chapter, we will examine the

possibility of transparently creating the latent space so that we know precisely how

the latent space is created and better analyze the black-box.
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Interpretable by Design Latent

Space

In this chapter, we tried to answer the question: is it possible to create the latent

space transparently and retain its similarity and classification properties? Can this

new interpretable latent space be used to train ML models and produce explana-

tions?

We found in the last chapter that the latent space has properties that enable

researchers to understand the data better and produce better models. However, it is

usually created using black-box models such as autoencoders. This makes it difficult

to use as an explanation technique since one must apply a post-hoc technique on it

as well as on the black-box, doubling the effort. An emerging, more ambitious ob-

jective is to define novel Machine Learning (ML) methodologies to construct models

that are transparent-by-design, i.e., models that natively deliver accurate classifi-

cations together with trustworthy explanations [3] (Section 2.1.7). In particular,

we propose a new approach to perform classification and explanation, named ILS

for Interpretable Latent Space. ILS foresees the simultaneous construction of an

Interpretable Latent Space and of a classifier trained on such latent space in the

training phase. Then, the latent space is used to obtain classification and retrieve
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Algorithm 1: ILS(x,X, Y,K, f)
Input : x - instance to classify and explain, X - training data, Y - labels, K - list of latent space

dimensions, f - classifier training function
Output: y - classification, x′ - counterfactual explanation

Train(X,Y, f,K):
1 M← LearnBestLatentSpace(X, f,K); //find best latent space

2 Z ←M(X); //turn training data into latent space

3 b← f(Z, Y ); //train classifier on the latent space

4 return b,M;

Predict and Explain(x, b, Z,M):
5 z ←M(x); //get latent representation

6 ŷ ← b(z); //apply prediction

7 x′ ← GetCounterfactual(z, b, Z,M) //get counterfactual explanation

8 return ŷ, x′;

explanations simultaneously. ILS uses a similarity loss to transform data from the

real space to the latent space using a linear model. Then, from this latent space, a

counterfactual explanation is extracted. We show how this approach enables a new

use of the learned model such that, when applied to an instance x, it returns a coun-

terfactual example, i.e., another instance x′ with minimal changes to the features of

x that is classified differently (see Section 2.1.6).

Thus, the main contribution of this chapter is twofold. First, an interpretable

latent space is defined based on a linear encoding of the original data space. Second,

we show how the newly defined interpretable latent space properties allow us to

find a counterfactual example. We extensively evaluate our proposal with various

tabular and image datasets. First, we observe that the interpretable latent space

actually preserves similarities better than other approaches in the literature [87, 130].

Second, we assess qualitatively and quantitatively the counterfactuals provided by

our method compared to others.

The rest of the chapter is organized as follows. Section 4.1 illustrates the pro-

posed methodology. Then, Section 4.2 reports the experimental results comparing

ILS against state-of-the-art methods. Discussion and future research directions are

discussed in Section 4.3.
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4.1 Methodology

We introduce here the Interpretable Latent Space (ILS) method, and we show how

it is able to return an explanation in the form of counterfactual instances besides

the classification outcome. The idea of ILS is to create an interpretable latent space

in which the position of a point in the latent space can be explained exactly in terms

of input characteristics. By using an interpretable mapping instead of an opaque

Ml model, we can know exactly how the data were mapped in the latent space and

be able to trace their position in the input space without the help of a decoder. We

claim that the latent space created by ILS is interpretable since the linear mapping

of the input features can be represented in the latent space in the form of vectors

(Figure 4.1 (left)). Transparency can be exploited to obtain the counterfactual

explanation of a classifier trained in such a space. Using a transparent mapping,

it is possible to translate the explanation made in the latent space into the input

space in an effortless way. Like most classification methods, ILS has a train phase

and a predict phase. The latter is indeed a predict & explain phase.

The whole procedure, illustrated in Algorithm 1, starts by learning the latent

space modelM from the training set X. WithM, we indicate a model able to map

the input dataset X ∈ Rn into a latent version Z ∈ Rk. A set of latent dimensions

K is tried and the best k dimension is selected among this set (line 1). Details

about the latent space learning are discussed and formalized in Section 4.1.1. Then,

M is applied to X to obtain the latent representation of the dataset Z ∈ Rk (line

2). Finally, a classifier b is trained on Z through the training function f (line 3).

After the latent space training, the predict & explain procedure works as follows.

Given an instance x, x is turned into its latent representation z, and the classifier

is applied to obtain its prediction (lines 5-6). Then, the prediction ŷ is explained

by exploiting the interpretability of the learned space, returning a counterfactual

instance x′ (Line 7). Details on how the counterfactual is constructed are given in
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Figure 4.1: Scheme of the vector model used for creating explanations. Left: represen-
tation of the input features in the latent space. Right: we illustrate a step in the ILS
algorithm to modify the input features based on the position of the latent space, as ex-
plained in Section 4.1.2. The best update found by ILS is (X̄2), p is the projector to the
different class center, p′ is the new projector for the next step

Section 4.1.2.

4.1.1 Interpretable Latent Space Learning

ILS is based on a linear transformation that enables the transparent mapping be-

tween the input and latent features. The idea is to learn a latent space by combining

a similarity loss analogous to the one utilized in t-SNE [131] with the mapping rea-

soning of PCA: the data are mapped into the space based on the similarity between

them. Our objective is that similar instances in the original input space should be

close also in the latent space that we are trying to build. Linear models have been

proven in recent years [25] to be the best methodology to produce explanations,

in the sense that it is possible to isolate the contribution of each feature to the

prediction. In line with these insights, we propose a procedure to build an inter-

pretable latent space using a linear mapping M that transforms the input space

X of dimension n into a latent space of dimension k, i.e., Z = M(X) such that
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Algorithm 2: LearnLatentSpace(X, k)
Input : X - training data, k - latent space dimension
Output:M - trained transformation model

1 i← 0; //init. iteration index

2 Li ←∞; //initialize loss

3 M← init(); //initialize model weights

4 SX ← PairwiseSimilarity(X); //original similarity matrix

5 while Li−1 > Li do //until the loss decreases

6 Z ←M(X) //get latent representation

7 SZ ← PairwiseSimilarity(Z); //latent similarity matrix

8 Li ← KLD(SX , SZ); //compute Kullback{Leibler Divergence loss

9 M← update(M, Li); //Update the model using backpropagation

10 i← i+ 1

11 returnM;

zj = w0x0 +w1x1 + · · ·+wixi + · · ·+wnxn, where w are the weights of the modelM,

x is an instance belonging to the input space Rn, z its transformation to the latent

space Rk, and k is the number of latent dimensions. In the literature, the k param-

eter is challenging to select and is usually provided heuristically. Hence we have two

objectives: finding the “best” weights w for the linear modelM and the best latent

space dimension k. The former is achieved by Algorithm 2 (LearnLatentSpace),

while the latter from Algorithm 3 (LearnBestLatentSpace).

LearnLatentSpace (Algorithm 2) starts by initializing the modelM with random

weights (line 3). Thus, we use gradient optimization [132] to minimize an unsuper-

vised loss that encourages similarity between near points. We adopt the similarity

probability loss introduced in [131] with a different purpose: instead of using the

similarity loss for visualizing a space in two dimensions, we use it to create a new

data space that enjoys the requested similarity property.

More in detail, the similarity of a point xj to a point xi is the probability that

xi would pick xj as its neighbor if neighbors were picked in proportion to their

probability density under a Gaussian distribution centered at xi. Formally, the

probability is given by

PairwiseSimilarity =
exp (−||xi − xj||2/2σ2

i )∑
k ̸=i exp (−||xi − xk||2/2σ2

i )
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Algorithm 3: LearnBestLatentSpace(X,K, f)
Input : X - training data, K - list of latent space dimensions, f - classifier training function
Output:M - Trained model

1 M← ∅; //empty best transformation model

2 s← 0; //init. best model score

3 for k ∈ K do
4 M′ ← LearnLatentSpace(X, k); //learn latent space with k dimensions

5 Z ←M′(X); //get latent representation

6 b← f(Z, Y ) //train classifier on Z

7 s′ ← evaluate(b(Z), Y ); //evaluate classification performance

8 if s < s′ then
9 M←M′; //take best transformer w.r.t classifier performance

10 returnM;

where xi and xj are the two points, and σ is the variance of the Gaussian. Al-

gorithm 2 computes the similarity probability of any two points xi and xj in the

input space (Line 4) and in the latent space (Line 7). The more two points are

similar, the higher this value. From a computational point of view, the issue with

using this similarity loss is that it requires calculating the similarity between every

pair of instances. However, since the fit is performed by gradient optimization, it

is possible to divide the data into fixed-sized batches and compute the similarity

matrix separately for any small batch of points. This operation can be done only

once for the input data, but it needs to be repeated every time for the latent space

since the position of the point in Z changes after every iteration. The two matrices

must have similar distributions to enjoy the previously described similarity prop-

erty. Therefore, the final loss function that we minimize is the Kullback–Leibler

divergence [133] (line 8) between the matrices SX and SZ :

L(SX , SZ) = KL(SX∥SZ)

where SX and SZ are the similarity matrices computed respectively on the input

space X and the latent space Z. This loss is back-propagated to update the weights

wi of the model M until convergence (line 9)1.

The other algorithm LearnBestLatentSpace described by Algorithm 3 is designed

1For the convergence problem, we used the early stopping technique.
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to select the best space by varying the dimension of the latent space k. After

initializing an empty model and setting its score to zero (lines 1-2), the following

procedure is repeated for each dimension k (cycle for 3-10). Given k, it learns

M′, mapping the input space to a k-dimensional latent space (line 4). Next, X is

mapped into its latent representation Z according to M ′, and a classifier b is trained

on Z (line 6). The performance of the classifier is used to assess the goodness of

M′ (line 8). Finally, the latent space with the smallest size returning the highest

classification performance is returned by LearnBestLatentSpace (lines 8-9). The

LearnBestLatentSpace procedure is costly because it trains the classifier for every

latent space dimension. We highlight that k is a crucial parameter, as its value can

determine the goodness of the latent space.

4.1.2 Counterfactual Explanations

This section describes the methodology employed by ILS to extract counterfactual

explanations exploiting the interpretability of the latent space. We refer here to

binary classification, but the approach easily extends to multi-class classifiers.

Let x = {x1, x2, . . . , xn} be an input data point for which we want to provide a

prediction and its explanation. The first step of GetCounterfactual , illustrated in

Algorithm 4 and used by ILS in line 7 of Algorithm 1, is to find the best counter-

factual explanation by choosing the direction in the latent space. Given z as the

latent representation of x (line 1), GetCounterfactual computes the position of the

nearest centroid of the points in the latent space with opposite predictions of z’s

(line 2). This is realized using a clustering algorithm on those points in the latent

space with opposite predictions with respect to z and by taking the centroid c of

the cluster nearest to z (line 3). Taking the nearest sample is insufficient since we

could move towards a single sample that could be wrongly classified. The direction

to move in the latent space to change the outcome for z is expressed in line 7 by the

projector p = c−z. The goal is to find the best feature xi such that its new value x̄′i
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Algorithm 4: GetCounterfactual(x, b, Z,M)

Input : x - instance to classify and explain, b - classifier, Z - latent training set,
M - latent transformation model,

Output: x′ - counterfactual explanation

1 z ←M(x); // get latent representation

2 C ← Clustering(z′|z′ ∈ Z ̸=); // centroids with different prediction

3 i← argmin
i

d(Ci, z) // find the centroid

4 c← Ci

5 x̄← x; // init. counterfactual

6 while b(M(x)) = b(M(x̄)) do
7 p← c− z // Find the vector projecting in the centroid direction

8 u← ∅; // possible updates

9 for i ∈ [1, n] do
10 x′i ← Equation2 (x̄, i, p,M) //calculate update for feature i

11 ui ← x′i; //store update

12 i← argmin
i∈[1,n]

{deuclidean(ui, c)} // find best update

13 x̄i ← x′i // apply the best update

14 return x̄;

moves the candidate counterfactual x̄ towards the desired prediction. In particular,

each input feature xi is responsible for a direction of movement in the latent space

as shown in the example in Figure 4.1 (left)). This is repeated (lines 6-15) until the

prediction for x̄, the counterfactual candidate, is different from the prediction of the

instance under analysis, i.e. until b(M(x)) ̸= b(M(x̄)).

The goal of ILS is to find the new value of xi such that the projection p′ of the

instance point x′ is perpendicular to the feature direction (Figure 4.1 (right)). More

formally, this translates in p′ · (Wix
′
i) = 0 (Equation (1)), where p′ = c− z′, z′ is the

position in the latent space by modifying the input feature i, and Wi is the vector

of the ith weight of the model M with dimension k.
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0 = p′ · (Wix
′
i) = x′i ∗

(
k∑

j=1

p′jwji

)
= x′i ∗

k∑
j=1

(
cj − z′j

)
wji (4.1)

=
k∑

j=1

(
cj −

n∑
l=1

x′lwjl

)
wji (4.2)

=
k∑

j=1

(
cj −

n∑
l ̸=i

xlwjl − x′iwji

)
wji (4.3)

=
k∑

j=1

(
cjwji −

(∑
l ̸=i

xkwjl

)
wji − x′iw

2
ji − bjwji

)
(4.4)

→ x′i =

∑k
j=1 cjwji −

∑k
j=1

(∑n
l ̸=i xlwjl

)
wji∑

j w
2
ji

(4.5)

By substituting the value of p′, we obtain Equation (1). This equality would be

valid only if the scalar product of p′ and Wi part would be 0. Then, ILS substitutes

the value of z′ and extracts the x′i value from the summation corresponding to the

modification needed. The rest of the steps retrieves x′i.

Going back to Algorithm 4, by applying the formula of Equation (2), ILS finds

all the possible modifications of the ith feature of x (line 10). Then, it selects the

update x′i that, if applied to x̄ brings it to be more similar to c than the other

possible updates analyzed (line 11). At this stage, the update is applied to the ith

feature (line 11). The procedure is iterated until a different prediction is obtained

for x̄. We underline that it is not said that the features to update are different in

every iteration. Indeed, the best feature i to be updated may be the same that was

already modified some iteration ago. This is due to the fact that the position in the

latent space changes at every iteration, and it is necessary for some refinement of

the modification done before.
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4.2 Experiments

We conducted two types of experiments. The first type of experiment aims to

verify the goodness of the latent space created and compare it with other literature

approaches. The second type of experiment is aimed at validating the counterfactual

explanations produced.

Datasets. We ran experiments on a selection of twelve small and medium-sized

datasets widely referenced for classification tasks and publicly available. Table 4.1

shows summary statistics on the datasets2.

Table 4.1: Datasets statistics.

dataset credit adult cover clean1 clean2 isolet madelon sonar soybean anneal mnist fashion

instances 1,000 48,842 581,012 476 6,598 7,797 2,600 208 683 898 70,000 70,000
features 59 7 54 166 166 617 500 60 35 38 784 784

class values 2 2 7 2 2 26 2 2 19 6 10 10

4.2.1 Latent Space Evaluations

First, we evaluate the quality of the latent space created by ILS. In line with [134],

we used different methods, datasets, and metrics described in the following.

Competitors. We compared ILS against two categories of algorithms: autoen-

coders and dimensionality reduction methods. Since ILS is a hybrid approach of

these two categories, we decided to include both in the experiments. The methods

tested are PCA [87], UMAP [135], TMAP [136], and VAE [130], described in Sec-

tion 2.3. For ILS, we used the Adam optimizer [132] with a learning rate of 1e-3

and a batch size of 4096. For the VAE, we trained it using early stopping of 5 for

a maximum of 1000 epochs using the Adam optimizer, a learning rate of 1e-4, and

a batch size of 4096. We decided to use three hidden layers with dimensions equal

to the number of input features divided by 2. For PCA, UMAP, and TRIMAP,

we used the standard parameters. We highlight that we did not compare against

2ILS code; UCI and pytorch datasets; PCA, UMAP, and TMAP methods links.
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Figure 4.2: Metrics used to evaluate ILS

t-SNE as its main goal is to define a 2d space for visualization purposes rather than

a latent space to perform further mining. Also, t-SNE is rarely employed for latent

dimensions higher than 3.

Metrics. We considered two types of evaluation metrics: space quality metrics

and accuracy metrics (Figure 4.2). Space quality metrics verify different desired

proprieties of the space, while accuracy metrics measure the performance of clas-

sification models trained on the latent space. To measure the relative positioning

of neighborhoods, we sample observations and compute the Random Triplet Ac-

curacy [134], which is the percentage of triplets whose relative distance order is

preserved in the high and low-dimensional spaces; the closer to 1, the better. Also,

we measure the outliers preservation: we want an outlier in the input space to remain

an outlier in the latent space. We used the Local Outlier Algorithm (LOF) [137] to

measure which points are labeled outlier or inlier in space. We ran the algorithm

in both spaces to check for changes. The percentage of the changes gives the final

score. We called this metric Outlier Preservation: the lower, the better. The clas-

sification quality of the latent space is measured using three classification models.

A K-Nearest Neighbours (KNN) [138] classifier, a SVM [138] and a Neural Network

(NN). For each method, we partition the embedding into five folds, each time using

four folds as the training data and the remaining fold to evaluate accuracy. The

metric is denoted as accuracy: the closer to 1, the better.

Results. We trained every algorithm on different latent space dimensions and
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Table 4.2: Space quality metrics. The best scores are in bold.

Random Triplet Accuracy Outlier Preservation

Name ILS VAE PCA UMAP TMAP ILS VAE PCA UMAP TMAP

credit .9525 .6731 .9525 .6958 .6803 .0000 .0000 .0000 .0000 .0109
adult .9560 .7218 .9309 .7318 .6093 .0309 .0946 .0394 .0031 .0111
cover .9838 .7191 .9740 .7369 .6863 .0013 .0018 .0026 .0643 .1905
clean1 .9862 .7730 .9868 .8069 .8132 .0220 .0063 .0031 .0000 .0145
clean2 .9861 .8371 .9895 .6949 .7761 .0079 .0007 .0052 .0622 .1207
isolet .9669 .7972 .9572 .7498 .7912 .0021 .0013 .0002 .0153 .0510
madelon .7738 .5197 .7052 .5977 .6246 .0115 .0011 .0000 .0000 .4038
sonar .9511 .7928 .9885 .7813 .7180 .0000 .0000 .0000 .0000 .0153

soybean .9654 .7807 .9479 .7685 .7733 .0306 .0284 .0197 .0349 .0243
anneal .9927 .7348 .9880 .7441 .7537 .0033 .0000 .0017 .0216 .1464
mnist .9425 .7375 .9130 .6278 .5993 .0012 .0010 .0011 .0044 .0195

fashion .9734 .7888 .9598 .7365 .7772 .0020 .0031 .0016 .0074 .0343

wins 9 0 4 0 0 3 5 6 5 0

evaluated the metrics for every dimension. We tested the following latent dimensions

K = {2, 3, 4, 5, 7, 10, 15, 20, 25, 30} to covert most of the possible dimensions while

not exaggerating on computational times. For ILS, we chose the variance in the

similarity loss σ = 1 since our data are normalized in the range [−1, 1]; different

normalization may require a different value of σ. In Table 4.2, we report the best

latent space dimension results according to space evaluation metrics. Table 4.2 (left)

shows that ILS is the best to preserve distances, with PCA as the second best. The

other approaches largely fail in preserving the original distances. This is probably

due to the fact that the preservation of the distance is not explicitly minimized.

Table 4.2 (right) shows the results of the outlier preservation metric. We do not

have a clear winner with respect to this score. TMAP is significantly the worst

approach3.

In Figure 4.3, we report the scores of the classification models with varying latent

dimension k for the adult dataset. Other datasets have similar behavior. Overall,

3TMAP crashed for k > 10 due to the exponential computational cost.
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Table 4.3: Accuracy metrics. The best scores are in bold. Uncertainty is on the third
decimal.

KNN Accuracy SVM Accuracy NN Accuracy
N
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credit .749 .704 .745 .715 .701 .743 .710 .742 .710 .704 .742 .736 .706 .713 .699
adult .840 .784 .837 .825 .775 .840 .830 .832 .831 .830 .844 .815 .835 .827 .828
cover .719 .605 .722 .671 .536 .930 .921 .938 .897 .891 .836 .772 .877 .801 .776
clean1 .878 .610 .877 .770 .830 .843 .793 .840 .840 .833 .905 .588 .880 .685 .799
clean2 .934 .857 .955 .924 .883 .965 .961 .962 .955 .949 .972 .899 .988 .933 .929
isolet .803 .579 .826 .850 .748 .879 .515 .875 .864 .853 .936 .651 .928 .834 .853
madelon .722 .537 .795 .614 .581 .847 .542 .884 .605 .676 .753 .521 .870 .579 .668
sonar .826 .663 .813 .791 .791 .878 .791 .842 .871 .806 .835 .748 .813 .769 .756

soybean .888 .536 .873 .884 .873 .897 .827 .886 .902 .899 .891 .580 .895 .847 .884
anneal .963 .769 .958 .917 .910 .985 .938 .977 .953 .948 .987 .769 .978 .889 .907
mnist .977 .953 .928 .969 .743 .973 .973 .974 .972 .975 .973 .972 .973 .969 .976

fashion .813 .830 .822 .811 .612 .851 .841 .855 .827 .828 .867 .866 .860 .815 .840

wins 7 1 3 1 0 7 0 3 1 1 7 0 4 0 1

increasing the latent dimensions leads to better results, although there is a sort of

“magic” dimension for every dataset at which the improvement is saturated. This

supports the approaches taken by most papers in literature where a fixed latent

dimension is used for all the experiments. Still, finding this dimension without

trying them all is unclear, and ILS is not an exception. Table 4.3 shows KNN,

SVM, and NN accuracy. For KNN, ILS produces a better latent space for most

of the datasets. For SVM accuracy, we observe similar results. We notice that

VAE does not perform well for tabular data, but it recovers on images. UMAP is

generally better than TMAP, while PCA is the second best approach.

4.2.2 Counterfactuals Evaluations

In this section, we discuss the creation of counterfactual explanations through the

interpretable latent space. As a classifier, we use KNN, but the same process can

be directly applied to any classifier.

Competitors. We compare our proposal against two model-agnostic methods
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Figure 4.3: Accuracy of classifiers on adult varying the number of latent dimensions k.

Table 4.4: Example of counterfactuals produced by ILS, Gradient, and GSG for adult.
Change to the original instance are highlighted in blue.

age hours education married occupation gender country

y1 = 0
ŷ1 = 0

x1 25 50 High School Married Factory Worker Male US
ILS 25 50 High School Not Married Services Male US
GD 45 80 Dropped Married Services Male US
GSG 36 40 High School Not Married Factory Worker Male US

y3 = 1
ŷ3 = 0

x2 32 50 College Not Married Services Male US
ILS 32 50 College Not Married Prof Specialty Male US
GD 29 48 College Not Married Services Male US
GSG 31 51 College Not Married Services Male US

y4 = 0
ŷ4 = 1

x3 31 50 Community College Not Married Gov Male US
ILS 31 50 Community College Married Gov Male US
GD 20 38 Community College Not Married Gov Male US
GSG 30 51 Community College Not Married Gov Male US

that return counterfactual explanations differently. We selected these algorithms

because, similarly to ILS, they are among the few model and data-agnostic ap-

proaches. As a first comparison method, we search for a counterfactual of a sample

x by minimizing the distance between the sample x and the centroid c of the opposite

class, following the gradient descent (GD). After every gradient iteration, we modify

the instance and check the prediction. We stop iterating as soon as the prediction

changes. The other method is called Growing Spheres Generation [53] (GSG). The

GSG procedure relies on a generative approach, growing a sphere of synthetic in-

stances around x to find the closest counterfactual x′. Given x, GSG ignores the

direction of the closest classification boundary. Indeed, GSG generates candidate

counterfactuals randomly in all directions of the feature space until the decision

boundary of the classifier is crossed and the closest counterfactual to x is retrieved.
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Figure 4.4: Histogram of the percentage of changes in the features among the three meth-
ods. GD and GSG algorithms focus more on the first two features, which are the contin-
uous ones for the adult dataset.

Figure 4.5: Example of counterfactuals produced by ILS, GD, and GSG for the mnist

dataset. The counterfactual classes target are 8, 9, and 8 from left to right.

We selected these two approaches among the many available ones [139, 57] since

they are two popular agnostic approaches to search for counterfactual explanations

regardless of model and data type.

Qualitative Evaluation. We report in Tables 4.4 and Figure 4.5 the coun-

terfactual explanations returned by ILS, GD, and GSG for the adult and mnist

dataset, respectively. We highlight that, for adult, the features age and hoursPer-

Week are continuous, while the others are discrete. In datasets with mixed con-

tinuous and discrete values, we observe that GD and GSG methods tend to focus

more on the continuous features to change the prediction. For example, for x1 of

Table 4.4, ILS produces a counterfactual by modifying the marital status and the

occupation of the person, while GD and GSG also modify the age and the hours

per week. Another example that highlights this behavior is given by x3, where ILS

produces a counterfactual by only modifying the marital status while GD and GSG

change the first two continuous features again. To further highlight this, we gen-
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Table 4.5: Counterfactual explanations metrics evaluation. ILS returns counterfactuals
with minimal changing of input features while retaining a good result also in the distance
metrics.

ddist dcount impl % Success Run Time

ILS GD GSG ILS GD GSG ILS GD GSG ILS GD GSG ILS GD GSG

adult 2.74 1.15 0.54 0.43 0.50 0.60 0.14 0.32 0.42 1.00 1.00 0.99 0.01 0.10 1.92
credit 2.94 2.86 1.40 0.11 0.99 0.39 2.62 1.84 1.40 1.00 1.00 0.98 0.03 0.20 1.75
clean1 4.16 4.09 1.16 0.09 1.00 0.19 3.99 4.01 1.16 1.00 1.00 0.72 0.04 0.26 1.33
clean2 4.09 3.32 0.45 0.06 1.00 0.18 3.73 3.31 0.45 1.00 1.00 0.11 0.21 0.51 14.2
madelon 1.96 1.02 - 0.004 1.00 - 1.95 1.02 - 1.00 1.00 0.00 0.08 0.07 -
mnist 4.65 3.11 8.13 0.03 1.00 0.17 4.65 3.11 5.30 1.00 1.00 1.00 0.18 0.24 12.6

erated counterfactuals for the whole data in the adult dataset and checked which

features were modified by the method.

In Figure 4.4 is reported the percentage of modifications of each input feature.

We observe that GSG and GD change the first two features (age and hoursPer-

Week) considerably more times than ILS because it is easier in real space to modify

continuous variables than categorical ones to obtain the desired effect. For image

datasets, such as the mnist examples illustrated in Figure 4.5, all methods resemble

adversarial attacks [2] where only a few pixels are modified, and the counterfactu-

als found are very far from real samples in the dataset. The counterfactuals found

by GD are very confusing, and the modifications from the original image look like

random background noise. On the other hand, ILS and GSG capture a small set of

pixels that modify the attributed class.

Metrics. The quality of the found counterfactuals is evaluated with different

metrics. We have chosen datasets with binary classification and a dataset on images

for comparison with different data types. For mnist, since it is a multi-class dataset,

we follow the approach proposed in [53] and search counterfactuals for a selected

class. We decided to measure the proximity between x and its counterfactual x̄ in

two different fashions. The first one, named disdist, is the average Euclidean dis-

tance between x and the counterfactual x̄. The second measure computed, discount,
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quantifies the average number of features changed between a counterfactual x̄ and

x.

disdist =
1

|X|
∑
x∈X

d(x, x̄) discount =
1

|X|m
∑
x∈X

m∑
i=1

1x̄i ̸=xi

where 1 returns 1 if cond is true, 0 otherwise, and m is the number of features.

Also, we measured the implausibility of the generated counterfactuals in terms of

how close a counterfactual x̄ is to the reference population X. It is the average

distance of x̄ from the closest instance in the X. The lower, the better.

impl =
1

|X|
∑
x∈X

min
x̂∈X

d(x̄, x̂)

We used the test set as reference population X. Finally, we computed the success

rate of the algorithm to produce a counterfactual instance.

Results. The results are presented in Table 4.5. By modifying the instance

in the latent space, our ILS method searches for counterfactuals focusing on fewer

features than other methods. The counterfactuals found by ILS are more humanely

understandable since human reasoning often involves modifying only one feature at

a time. In contrast, other methods can search for counter exemplars more plausible

and more similar to the original example by altering more features. ILS as GD has

a success rate of producing a counterfactual of 100% in contrast to GSG, which is

not always successful. In particular, for the dataset clean2, the success rate of GSG

is lower than 10%, and for madelon, GSG completely fails. ILS is the faster method

among the three to return counterfactuals. Since ILS can select the right feature

to modify to change the prediction, it is faster than GSG, which has to generate

many points and call the classifier for each of them to obtain a prediction. All three

approaches fail to find plausible counterfactuals for images.
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4.3 Discussion and Future Directions

In this chapter, we explored the possibility of creating the latent space transparently.

We introduced ILS, a method that foresees the construction of an Interpretable La-

tent Space for simultaneously classifying and explaining. Through the use of an

interpretable model, it is possible to create a latent space that maps the data by

similarity. However, this space is difficult to evaluate, due to the lack of metrics in

literature. We proposed a methodology to evaluate ILS against several approaches

producing similar types of latent space, demonstrating that our proposal improves

with respect to the state-of-the-art. Besides interpretability, we have observed su-

perior performance on different metrics assessing the quality of the latent space and

the accuracy of classification models built on it. Moreover, the transparent nature of

the transformation allows the position of points in latent space to be interpreted in

terms of vectors, enabling counterfactual explanations of the classification methods

built on it. We have shown how a counterfactual explanation can be produced using

ILS and compared it to state-of-the-art explainers. ILS is able to produce coun-

terexemplars that change fewer features than their competitors, allowing simpler

explanations for humans. However, the counterexemplars created could be better

both in terms of proximity and plausibility. This problem may be related to the

search in latent space. A linear transformation is great for keeping the transforma-

tion interpretable, but there is no indication of the direction in which to move for

finding counterfactuals. Our methodology uses cluster centroids of opposite classes

as direction, however, this approach is not accurate since not all the clusters in the

latent space are pure. Moreover, since the black-box is learned after the latent space

is created, it is not possible to bind the space with its predictions. Another effect of

the transparent nature of the latent space transformation is that it does not allow

the latent space much freedom. Usually, when building a ML model, there is a

trade-off between performance and interpretability [140, 141, 142], and ILS is no ex-
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ception. The linear transformation is great for finding explanations, but it is limited

in terms of expressiveness. This is quite clear in the counterfactuals created for the

dataset mnist. The counterfactuals are confusing and quite far from a convincing

explanation.

In the next chapter, we will explore the possibility of using black-box predictions

to constrain the creation of latent space and create a clear direction in which to move

to find explanations.
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Chapter 5

Latent Space Post-Hoc

Explanations

In this chapter we will try to answer our third research question: Can the latent

space proprieties help us in producing better explanations than in the input space?

What type of post-hoc explanations can be obtained? How do they compare with

other approaches in the literature? As seen in Chapter 2 there are several ways for

extracting explanations from black-box models [50]. One way to explain a prediction

is in terms of similarity to other data. For example, “Your loan was denied because

you are very similar to another person who defaulted on your loan.” In particular,

human categorization can be modeled as the use of prototypes: representative ex-

amples of the category as a whole [40]. The membership of an item in the category

is determined by its similarity to the prototypes of the category. Following this idea,

it is possible to extract a set of samples that best divide the data into different sets,

each with its own characteristics. By observing the similarity of a data item to this

dataset, it is possible to assign it to one of the prototype categories, allowing the

user to better categorize the model decision.

A different intuitive way is instead to provide the changes to alter the outcome

of the black-box. Counterfactual or contrastative thinking [48] is a concept in psy-
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Figure 5.1: Representation of a possible adversarial problem in counterfactual explana-
tions. Points G and H can be selected as counterfactual explanations even if they are
clearly adversarial examples.

chology that involves the human tendency to create possible alternatives to events

that have already occurred; something that is contrary to what actually happened.

In XAI these changes can be given in terms of records with similar characteristics as

the instance of interest but with an altered outcome. For instance, a record with dif-

ferent features or a text with missing/added words [12, 49]. In this sense, we speak

about instance-based counterfactual explanations [50] or counter-exemplars [51]. In

the following, we adopt the short name counterfactual explanations to refer to this

type of explanation.

Counterfactual explanations are among the most widely used tools in XAI due

to their simplicity and understandability and they can be classified under several

aspects [9]. However, a counterfactual is usually defined as the minimal changes that

alter a model’s prediction. This definition overlaps with adversarial attacks: a type

of attack that is made on ML models in which slightly altered data are proposed to

the model that is nevertheless classified in a totally different way. Adversarial attacks

are used to demonstrate the fragility of a black-box, whereas a counterfactual should

highlight the model’s decisions and not try to break it. In literature, the difference
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between a counterfactual and an adversarial sample is not clear. In this chapter,

we defined Robustness : the property of a counterfactual explanation to be free from

adversarial attacks. This metric can be put together with the other metrics presented

in Section 2.1.8 used to evaluate the goodness of a counterfactual explanation. The

presence of an adversarial sample in the data can alter counterfactual explanations

in dangerous ways. In Figure 5.1 this problem is highlighted in which two adversarial

samples can be selected as an explanation for an entire set of data points.

Our objective is to exploit a latent space representation of the data to search for

Counterfactual and Prototype explanations while respecting the criteria of Robust-

ness as well the others presented in Section 2.1.8 (Proximity, Plausibility,Diversity,Accuracy

and Sparsity). By placing data in the latent space based on similarity, it is easier

to measure distances and better categorize data into groups, allowing us to find

better prototype explanations. Beside that latent space models are perfect for cre-

ating counterfactual explanations since they can generate data similar to the original

one [143, 144]. Having both prototype and counterfactual explanations is a power-

ful way to gain a deeper understanding of the behavior of machine learning models.

By examining both types of explanations together, we can better understand the

strengths and limitations of the model, and gain insights into its inner reasoning.

Overall, the combination of prototype and counterfactual explanations provides a

powerful tool for understanding and improving the behavior of machine learning

models.

However, the creation of latent space representations is unsupervised, meaning

that there is no indication of how to move in the space to alter the prediction of an

instance. Another problem is that the mapping between the input features and the

latent space is done by neural networks (NNs), which introduces several nonlinear

transformations making the relationships between latent space dimensions and real

features incomprehensible for humans [145]. This makes it difficult to recover the

counterfactuals found in the encoded latent space.
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In this chapter, we present a method for searching Counterfactual and Pro-

totypical explanations via Interpretable Latent Space (CP-ILS). CP-ILS produces

local prototypes and counterfactual explanations able to overcome the problems

highlighted above by exploiting a transparent latent space representation. Indeed,

CP-ILS builds a transparent latent space representation by using a linear approach

and by taking advantage directly of the predictions of a given black-box model.

CP-ILS uses the real space and the predictions of a black-box to construct a latent

space. Prototype explanations are achieved by looking at similarities in this cus-

tom designed space, while counterfactual explanations are obtained in the form of

diverse instances following the prediction direction of the data. The counterfactual

explanations are decoded back into the real space using the linear nature of the

transformation, making the whole process transparent. Our experiments demon-

strate that it is possible to use the interpretable latent space representations of

CP-ILS for generating explanations for tabular data obtaining better results than

current explanation methods taken individually. The results show that CP-ILS

outperforms several state-of-the-art counterfactual explanation methods w.r.t. met-

rics quantifying Proximity, Robustness, Plausibility, and Diversity and prototype

methods regarding Accuracy and Sparsity. Also, thanks to its linear latent space

approach, CP-ILS enables the actionability of the counterfactual explanations. The

user can select which features of the input wants to modify, and CP-ILS will produce

a counterfactual with only that subset of features changed, if possible. We focus our

analysis on tabular data. However, we highlight that our proposal remains valid for

every data type.

5.1 Methodology

This section describes the proposed Counterfactual and Prototypical explanations

via Interpretable Latent Space (CP-ILS), and it is divided into two parts. The first
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part reports the methodology used to learn the latent space representations, and the

second part focuses on how to exploit the latent space to produce the counterfactual

and prototype explanations.

5.1.1 Constrained Interpretable Latent Space with Black

Box Predictions

CP-ILS is based on a linear transformation which enables the transparent mapping

between the input features and the latent ones. We opted for this direction because

linear models have been proven in recent years to be the best methodology to pro-

duce explanations [25, 146]. Indeed, through linear transformations, it is possible

to isolate the contribution of each feature to the prediction. The idea is to cre-

ate/learn a latent space by combining a similarity loss analogous to the one utilized

in Chapter 4 in which the data are mapped into the space based on the similarity

between them. However, this time the latent space is also created using black-box

predictions, increasing the data information.

The pseudo-code is illustrated in Algorithm 6. Formally, CP-ILS learns a linear

model M, which maps the input features X into a latent one Z by using a linear

transformation: Z =M(x) = W · x = w0x0 +w1x1 + · · ·+wixi + · · ·+wnxn, where

W are the weights of the transformation, x is an instance belonging to the input

space Rn, z its transformation to the latent space ∈ Rk, and k is the number of

latent dimensions. Hence, the first objective is to find the “best” weights W for the

linear model M, given a specific dimension k.

CP-ILS maps the data X into the latent space Z based on data similarity. Also,

we want this mapping to be transparent to not lose the link between the latent and

the real features and be able to decode easily from the latent space back into the real

one without the use of any extra ML model. If we relax the hypothesis of linearity,

then to decode back in the input space there is the need for a decoder.

115



Chapter 5 - Latent Space Post-Hoc Explanations

Algorithm 5: CP−ILS (X, x, b)

Input : X - data, x - instance to explain, b - black-box
Output: C - set of counterfactual explanations,

P - set of prototype explanations

1 i← 0; // init. iteration index

2 n← length(x); // compute features length

3 k ← 2; // init. latent space dimensions

4 Si →∞; // init. latent space score

5 ŷ ← b(X); // obtain the black-box predictions

6 while Si−1 < Si ∧ k < n do
7 M← LatentLearning(X, b, k); // learn the model

8 Z ←M([X, ŷ]); // compute latent space for X

9 Si ← Score(Z); // compute the new score

10 k ← k + 1;
11 i← i+ 1;

12 P ← PrototypeSearch(x,X,M, b, n); // compute the prototype explanation

13 C ← CounterfactualSearch(x,M, b); // compute the counterfactual explanation

14 return (P,C);

The weights W of the transformation need to be learned from the data X based

on feature similarity. The concept of similarity between two samples has been con-

sistently seen in terms of feature similarity. However, we think that the prediction

similarity between samples should be also taken into account. The prediction label

ŷ = b(x) adds more information into the latent space representation and contributes

to identify the relevant features to alter the prediction. As illustrated in Figure 5.2,

creating a latent space using black-box predictions allows more correct examples

to be found. The red circle H at the bottom of the original space (left) cannot

be a good counterfactual example for points A, B, and C because it will probably

be an adversarial point. On the other hand, in the latent space (right), the data

are rearranged according to the similarity of both features and prediction outcome,

allowing for more diverse and less contradictory counterfactuals.

However, using only the prediction as similarity data near the decision boundary

will be mapped close to points that are very far away. Instead, by using the proba-

bility of the prediction, the model can effectively distinguish between these types of
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Algorithm 6: LatentLearning(X, b, k)

Input : X - training data, k - latent dimensions, b - black-box
Output: M - trained transformation model

1 i← 0; // init. iteration index

2 Li ←∞; // initialize loss

3 M← init(); // initialize model weights

4 ŷ ← b(X); // obtain the black-box predictions

5 SX ← PairwiseDistance(X); // original sim. matrix

6 while Li−1 > Li do // until the loss decreases

7 Z ←M([X, ŷ]); // get latent representation

8 SZ ← PairwiseDistance(Z); // latent sim. matrix

9 Li ← KLD(SX , SZ); // compute KL-Divergence loss

10 M← update(M, Li); // update using backprop.

11 i← i+ 1;

12 returnM;

data in the latent space. Two points close in the latent space will have similar fea-

tures as well as similar prediction probability given by the black box. Therefore, CP-

ILS uses gradient optimization [132] to minimize a loss that encourages both feature

and prediction similarity. In particular, as loss function L, CP-ILS adopts a modified

similarity probability loss introduced in Section 4.1.1. Similar to Section 3.2, CP-ILS

concatenates to the data x the predictions probabilities ŷ given by the black-box b,

i.e., [x, ŷ]. Thus, we have Z = W ·[x, ŷ] = w0x0+w1x1+· · ·+wixi+· · ·+wnxn+wŷŷ.

More in detail, the similarity between two records xj and xi is the probability that

xi would pick xj as its neighbor if neighbors were picked in proportion to their

probability density under a Gaussian distribution centered at xi. More formally:

PairwiseDistance(xi, xj) =
exp (−d(xi, xj)/2σ2

i )∑
k ̸=i exp (−d(xi, xk)/2σ2

i )
(5.1)

where xi and xj are two records for which we compute the similarity, σ is the

variance of the Gaussian, and d the distance between xi and xj. The more two

samples are similar, the higher this value.

There are several ways to compute the distance d between two records. CP-ILS
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Figure 5.2: Representation of the original data (left) and the rearrangement of CP-ILS
(right). The two points H and G are clearly two adversarial examples that can fool the
counterfactual methods to believe that these are valid explanations for the other data.
By reorganizing data by similarity and prediction the resulting counterfactuals are less
adversarial, more plausible, and also more diverse than if found in the original input
space.

computes the distance between the input features and sums the distance between

the black-box prediction. However, the Euclidean distance does not work correctly

with categorical values. To solve this problem that is typical of many counterfactual

explainers [9], CP-ILS computes the distance between the categorical and contin-

uous input features using a mixed distance [59] composed of two additive terms:

the normalized Hamming distance [147] for categorical features, and the cosine dis-

tance [148] for continuous features. The three distances are computed separately

and then added together (Equation 5.2).

d(xi, xj) =

(
h

m

)
·Hamming(xi, xj)+(

m− h

m

)
· Cosine(xi, xj)+

∥ŷi − ŷj∥2)

(5.2)

where h is the number of categorical features, and m is the total number of features.

From a computational point of view, the issue with using the similarity loss defined

in Equation 5.1 is that it requires computing the similarity between every pair of
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Figure 5.3: Score computed for different latent space dimensions for the Adult dataset
with SVM as black-box. As a scoring function, we used the accuracy of a KNN model.
The metric computed indicates four as the best dimension.

instances in the real space and in the latent space. However, since the fit is performed

by gradient optimization, it is possible to divide the data into fixed-sized batches

and compute the similarity matrices separately for any small batch of samples. This

operation can be done only once for the input data, but it needs to be repeated every

time for the latent space since the position of the records in Z changes after every

iteration. Finally, the loss function minimized by CP-ILS is the Kullback–Leibler

divergence [133] between the matrices of distances: L(SX , SZ) = KL(SX∥SZ), where

SX and SZ are the similarity matrices computed respectively on the input space X

and the latent space Z. This loss is back-propagated to update the weights W until

convergence1.

When dealing with latent space representations, an essential parameter to select

is the number of latent space dimensions k. The size k of the latent space is often

chosen unwisely in the literature, usually based on the performance achieved in terms

of reconstruction of the input [149]. Increasing the size of the latent space allows the

space to store more information. This causes the creation of a particular dimension

for which only noise is added for subsequent dimensions, resulting in a kind of

1For the convergence problem, we used the Early Stopping technique.
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Algorithm 7: PrototypeSearch(x,X,M, b, n)

Input : x - Data to explain, X - reference data,M - latent space model, b -
black-box, n - nbr of prototype to produce

Output: P - Prototype explanation

1 Ŷ ← b(X); // compute data prediction in the latent space

2 Z ←M(X, Ŷ ); // compute latent space position

3 centers← KMeans(Z); // obtain the centers

4 ŷ ← b(x); // compute data label in the latent space

5 z ←M(x, ŷ); // compute latent space position of the data to explain

6 P ← argmin
n

[d(z, c)]; // find the n most similar prototypes

7 return P ;

overfitting behavior. To avoid this effect, CP-ILS starts with the lowest possible

dimension of latent space, i.e., k = 2, and progressively increases the dimensions.

To identify possible overfitting behaviors, we tested several metrics, and we decided

to use the accuracy of a KNN [150] classifier trained on top of the created latent

space Z. The accuracy is computed on a validation set. In Figure 5.3 there is

represented an example of such behavior. As the dimensions increase, the KNN

score computed in the validation set performs better and better until we reach the

fourth dimension, where it starts decreasing. CP-ILS selects the last latent space

dimension before this accuracy drop.

After selecting the best latent space, CP-ILS begins the procedure to search for

counterfactuals in the latent space and decode them back into the real space using

the linear propriety of the learned mapping.

5.1.2 Post-Hoc Explanations

In this section, we describe how is possible to use latent space representations learned

by CP-ILS in the section before to search for Prototype and Counterfactual expla-

nations of the black-box b.

Formally, CP-ILS explanation is composed of the pair (P,C) where P is the set of

Prototypes most similar to the sample, and C is the set of possible Counterfactuals.
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Figure 5.4: Representation of the contributions of the input features in the latent space.
By concatenating the prediction of the black to the input we obtain a prediction direction
along which we have similar points but different predictions.

The procedure to find the set of prototypes P is illustrated in Algorithm 7. After

we learned the weights W of the modelM we fix their values to fix the latent space.

Then CP-ILS applies KMeans clustering [151] on a reference population X mapped

into the latent space, to obtain a set of possible Prototypes which are the cluster

centers. Given an instance x, CP-ILS maps it into its latent space position z with

the procedure explained in the previous section. Then CP-ILS selects, from the

set of possible Prototypes the n most similar using the Euclidean distance d. We

selected as reference population X the training set, so the set P is the set of the

training data closest to the centers found.

After retrieving the prototype set, CP-ILS switches to Counterfactuals explana-

tions. For counterfactual explanations, we need to firstly understand how the input

features are mapped into the space. In particular, each input feature xi is respon-

sible for a direction of movement in the latent space as shown in the example in

Figure 5.4 (left). The dot product of the model M can be decomposed into a sum

of contributions whose sum gives the latent position z. Indeed, the contribution of

an input feature xi to a latent space with k dimensions can be seen as a vector of

dimensions equal to the dimensions of the latent space. Every feature in the input
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Algorithm 8: CounterfactualSearch(x,M, b)

Input : x - sample to explain,M - latent space model, b - black-box, s - latent
space step

Output: C - set of counterfactual explanations

1 ŷ ← b(x); // compute sample prediction

2 z ←M(x); // compute latent space position

3 C ← ∅;
4 for idx ∈ combination(n) do
5 while b(x+∆) = ŷ do // until same prediction

6 v ← z + s ∗ ∥wy∥; // set the destination

7 ∆← LagrangeMultipliers(idx, v); // compute optimization

8 s← s+ ϵ; // compute new step

9 Ci ← x+∆;

10 return C;

space contributed to a vector of k dimensions, which, when all added together, sum

up to the latent position z = W · [x, ŷ] = w0 · x0 + w1 · x1 + · · · + wn · xn + wŷ · ŷ,

where the weight wi is the latent direction of the respective feature xi. Since CP-

ILS concatenates the prediction ŷ of the black-box b to the input we obtain in the

latent space representation an additional direction wŷ which we call the prediction

direction. Alongside this direction we have samples with similar features but with

different predictions, which is crucial for finding counterfactuals.

The procedure to find a counterfactual is illustrated in Algorithm 8. Firstly, CP-

ILS encodes x into its latent space position z = W · [x, ŷ]. The next step is to move

from the encoded sample, toward the prediction direction until the black-box change

prediction. As illustrated in the left of Figure 5.5, the prediction direction is the

violet arrow, while the effect of the real features on the latent space is represented

by the black vectors. CP-ILS finds the minimum changes ∆ to the input features

in order to move toward the prediction direction. CP-ILS does that by taking

advantage of the linearity of the model M. Given an input data x, we need to

find the minimum changes ∆ to the input features to move in a new position v

which is located along the wy direction. This is an optimization problem, and
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since the mapping is obtained linearly is possible to solve it using the Lagrange

multipliers [152].


∇f(x⃗) =

l∑
l=1

λl∇gk(x⃗)

g1(x⃗) = · · · = gk(x⃗) = 0

where f is the function to minimize, g are the constraint functions and λl are the

multipliers. As function f to minimize, CP-ILS uses the square of ∆ multiplied by

one half, to simplify the gradient calculations. The constraints g are derived from

the latent space mapping, we have one constraint for every latent dimension.


f = 1

2

n∑
i=1

∆2
i

gl =
n∑

i=1

Wil(xi + ∆i)− vl = 0 l = [1, k]

where n is the number of features of x, vl is the value of the latent space position

in which we want to move for the l-th dimension with l ∈ [1, k], and k are the

dimensions of the latent space. By substituting f and g in the Lagrange multiplier

equation, we obtain:


∆i =

k∑
l=1

λlWil

n∑
i=1

k∑
r=1

λlWirWil = vl −
n∑

i=1

xiWil l = [1, k]

This linear system can be quickly solved using a linear solver. The solutions of this

system are the changes ∆ that satisfy f and can be applied to the input x to modify

its latent position to v. However, we do not know exactly in the prediction direction

where the prediction of the black-box would change. To overcome this CP-ILS select

v moving along the prediction direction of a fixed step s: v = z + s · ||wy||. After

computing the changes, CP-ILS queries the black-box to check if the prediction ŷ

has changed, if not another step is performed. In Figure 5.5 the search is performed
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Figure 5.5: Visualization of the latent space created using two dimensions. The black
square represents a sample z for which to look for counterfactuals. The violet arrows
represent the path to follow, the black arrows are instead the effects of the input features
on the latent space. On the left, we have the ideal combination of the feature to move to
z +∆ while on the right the same movement is obtained with the progressive search.

in three steps toward the prediction direction. From the starting position z, until ŷ

changes2.

This procedure finds only one counterfactual sample for a given input x, and the

∆ are computed for all the input features. To meet the Diversity propriety requested

for a counterfactual method [54], we apply the minimization to different reduced

combinations of the features of x (Line 4). Since it would be impossible to compute

all the possible combinations due to exponential computing time, we only compute

the search for a fixed number of features. This is reasonable since a counterfactual

explanation with fewer features modified is better to comprehend from a human

standpoint [9]. Also, this enables the actionability of the counterfactual explanation.

The user can select only the features he wants to modify and keep fixed other ones

that are impossible to change, e.g., the age or the sex of a person. The minimization

with Lagrange multipliers can be reduced to a limited set of features. The user can

provide as input to CP-ILS a list of features that he or she wants to change, and

minimization is only performed on that reduced set of features. CP-ILS finds the

combination of these selected features that most shifts along the opposite prediction

2we used ϵ = 0.1 as starting step and made an increment step of 0.1
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direction. Thus a different counterfactual limited to that reduced set of features is

found.

5.2 Experiments

In this section, we report the experiments carried out to validate CP-ILS. First, we

illustrate the datasets used, the classifiers, and the experimental setup. Then, we

evaluated the goodness of the latent space created by CP-ILS. Finally, we evalu-

ate the prototype and counterfactual explanations found both in a qualitative and

quantitative way.

Datasets and Black-box Models. We ran experiments on a selection of three

datasets widely referenced for classification tasks and publicly available from the

UCI ML repository3. We tested on adult, compas, and german datasets. In ad-

dition, we added a real-world proprietary dataset called diva4. The datasets are

split: 80% training, 10% validation, and 10% test set. As black-box models, we

tested four different methods including XGBoost5. (XGB) [153], Random Forest

(RF) [154], Support Vector Machines6 (SVM) [155], and standard dense Neural

Networks7 (NN). We performed five-fold stratified cross-validation for every black-

box. Dataset descriptors and black-box performance are reported in Table 5.1.

Metrics. To evaluate the goodness of the latent space created we measured

the relative positioning of neighborhoods. We sampled random observations and

computed the Random Triplet Accuracy [134], which is the percentage of triplets

whose relative distance order is preserved in the high and low-dimensional spaces,

the closer to 1, the better. Also, we measured the outliers’ preservation because

we want an outlier in the input space to remain an outlier in the latent space. We

3https://archive.ics.uci.edu/ml/index.php
4https://kdd.isti.cnr.it/project/diva
5Implemented as xgboost https://xgboost.readthedocs.io/en/stable/.
6Implemented as scikit-learn https://scikit-learn.org/stable/.
7Implemented as the PyTorch library https://scikit-learn.org/stable/
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Table 5.1: Description of datasets and performance of the black-boxes

adult compas german diva

nbr features 8 21 20 88
nbr instances 48842 6171 1000 8000

XGB .757 .956 .759 .927
RF .763 .966 .778 .905

SVM .763 .944 .777 .859
NN .755 .943 .775 .864

used the Local Outlier Algorithm (LOF) [137] to measure which points are labeled

outlier or inlier in space. We ran the algorithm in both spaces to check for changes.

The percentage of the changes gives the final score. We called this metric Outlier

Preservation: the lower, the better.

For CP-ILS we used the KNN accuracy metrics described in Section 5.1.1 to

select the best latent space dimensions. Since only CP-ILS can select the best latent

space dimension, for other approaches we trained every algorithm on different latent

space dimensions and evaluated the metrics for every dimension. Then we selected

the best scores among the dimensions. We tested the following latent dimensions

K = {2, 3, 4, 5, 7, 10, 15, 20, 25, 30} to cover most of the possible dimensions while

not exaggerating in computational times.

In Table 5.2 we report the results of the best latent space dimension according to

space evaluation metrics. Table 5.2 (left) shows that CP-ILS is the best to preserve

distances, with PCA as second best. The other approaches largely fail in preserving

the original distances. This is probably due to the fact that the preservation of

the distance is not explicitly minimized. Table 5.2 (right), shows the results of the

outlier preservation metric. We do not observe a clear winner with respect to this

score. Overall, CP-ILS, PCA, and TMAP seem better than VAE and UMAP.
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Table 5.2: Space quality metrics. Best scores are in bold, second best result are underlined.

Random Triplet Accuracy Outlier Preservation

XGB CP-ILS VAE PCA UMAP TMAP CP-ILS VAE PCA UMAP TMAP

adult .7833 .7218 .7709 .7318 .6093 .0025 .0010 .0016 .0022 .0024
compas .8535 .7191 .8140 .7369 .6863 .0009 .0014 .0012 .0012 .0001
german .8042 .7272 .7972 .7498 .7512 .0012 .0029 .0014 .0021 .0028
diva .8531 .7215 .7593 .7122 .7286 .0005 .0006 .0003 .0013 .0007

NN CP-ILS VAE PCA UMAP TMAP CP-ILS VAE PCA UMAP TMAP

adult .8647 .7525 .8234 .7167 .6167 .0019 .0013 .0018 .0029 .0006
compas .8735 .7152 .8923 .7186 .6152 .0013 .0009 .0017 .0027 .0025
german .8134 .7124 .8089 .7285 .7145 .0021 .0022 .0013 .0018 .0012
diva .7827 .6242 .7635 .7527 .6204 .0004 .0007 .0012 .0003 .0009

RF CP-ILS VAE PCA UMAP TMAP CP-ILS VAE PCA UMAP TMAP

adult .8664 .7109 .8103 .6067 .6129 .0020 .0022 .0022 .0011 .0001
compas .8235 .7325 .8017 .7096 .6105 .0009 .0016 .0013 .0013 .0014
german .7982 .7109 .8196 .7215 .6908 .0012 .0016 .0006 .0026 .0015
diva .7010 .6849 .7434 .7683 .6737 .0004 .0009 .0001 .0013 .0001

SVM CP-ILS VAE PCA UMAP TMAP CP-ILS VAE PCA UMAP TMAP

adult .8657 .7093 .8026 .7189 .6093 .0016 .0028 .0002 .0026 .0019
compas .8220 .7109 .8248 .7098 .6978 .0009 .0023 .0015 .0013 .0028
german .7728 .7267 .7708 .7590 .7098 .0012 .0006 .0002 .0022 .0016
diva .7415 .7018 .7459 .7094 .6570 .0003 .0024 .0016 .0001 .0004

wins 11 0 4 1 0 3 2 5 2 5

5.2.1 Prototype Explanation Evaluation

To prove the validity of our approach we propose in this section two experiments:

a simple example that makes intuitive sense of the goodness of clusters, then we

compared our approach against several competitors.

Firstly we took two very simple datasets and looked at the clusters created

in the latent space. We choose the iris dataset [156], as it is very simple and

clear, and also we created a synthetic dataset using two Gaussian distributions. We

then trained a xboost black-box model on it and create the latent space using the

technique described in Section 5.1.

As seen in Figure 5.6, the clusters are well-arranged and more separated in

the latent space, making it easier to identify patterns and relationships between
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Figure 5.6: Visualization of the cluster in the latent space or iris and a synthetic dataset.

data points. The similarity loss helped to reduce noise and highlight meaningful

features in the data. The resulting clusters are arranged in a logical and interpretable

manner, allowing for more accurate clusters which will lead to meaningful insights

into the underlying structure of the data. The well-arranged and well-separated

clusters in the latent space demonstrate the effectiveness of these techniques in

improving the accuracy and interpretability of data analysis and modeling.

Competitors. We compared our proposal against different algorithms present in

the literature presented in Section 2.1.5 capable of producing prototype explana-

tions. We selected the most popular methods that use different approaches to the

problem with different focuses. In particular, we tested our approach against MMD-

Critic (MMD), Proto-Select (P-Sel), and Proto-DASH (P-DASH). These algorithms
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were designed to explain the label of the data rather than predictions. In order to

make a fair comparison with our approach, we used the prediction of the black-box

rather than the labels in the searching phase of every method.

Metrics. To evaluate the goodness of the prototypes explanations, we evaluated

on the test sets of every dataset two types of metrics that measure the 1-KNN Accu-

racy and the Sparsity for every set of prototypes found by the different explainers.

We measured the 1-KNN Accuracy of a set prototype explanations P using a 1-knn

classifier. The 1-knn accuracy metric is defined as the accuracy of a 1-knn classifier

built on the set of prototypes found by the explainer. The classification of a new

sample is defined as the classification of the most similar prototype in the set of all

prototypes.

1−KNNAccuracy =
1

n

n∑
i=0

1

[
b

(
min
p∈P

[d(Xi, p)]

)
= yi

]
where 1 returns 1 if [condition] is true, 0 otherwise, b is the black-box, X is the test

set of n instances, P is the set of prototypes, and y are the labels of the test set.

The closer to 1 the better.

We want a prototype to resemble the data it represents as much as possible,

both in terms of similarity and black-box prediction. We called this propriety of a

prototype explanation Sparsity, and we defined it as the percentage of data with the

same prediction as the closest prototype. More formally:

Sparsitiy =
1

n

n∑
i=0

1 [b(Xi) = b(pXi
)]

where 1 returns 1 if [condition] is true, 0 otherwise, n is the dimension of the set

X, pXi
is the prototype belonging to the set P closest to Xi, and b is the black-box.

The closer to one the better.

Results. One crucial parameter to select is the number of prototypes to be
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Table 5.3: Results of the metrics computed on adult and german datasets and on the four
black-boxes. The best results are highlighted in bold, second bests are underlined.

1-KNN Accuracy Sparsity

XGB CP-ILS P-Sel P-DASH MMD CP-ILS P-Sel P-DASH MMD

adult .8506 .7506 .8094 .8137 .8254 .7503 .8121 .8117
compas .9212 .8997 .8501 .9026 .9001 .8841 .8264 .8889
german .7804 .7400 .7252 .7356 .7890 .7273 .6648 .7375
diva .7763 .7670 .6386 .7740 .8301 .8059 .7524 .7573

NN CP-ILS P-Sel P-DASH MMD CP-ILS P-Sel P-DASH MMD

adult .8826 .7602 .8431 .8451 .8292 .7605 .8422 .8487
compas .9588 .9191 .8533 .9236 .9126 .8901 .8152 .9195
german .7959 .7650 .7501 .7905 .7993 .6471 .7532 .7893
diva .7876 .7275 .6302 .7975 .7986 .7341 .6795 .8173

RF CP-ILS P-Sel P-DASH MMD CP-ILS P-Sel P-DASH MMD

adult .9102 .8057 .8446 .8483 .8793 .8059 .8342 .8593
compas .9218 .9149 .8648 .8296 .8804 .9093 .8233 .8377
german .8704 .8406 .8453 .8705 .8921 .7796 .8377 .8885
diva .8142 .7723 .6370 .7857 .8277 .8027 .7605 .7565

SVM CP-ILS P-Sel P-DASH MMD CP-ILS P-Sel P-DASH MMD

adult .9432 .8065 .8348 .8832 .8312 .8065 .8023 .8726
compas .9403 .9248 .8794 .9137 .9359 .9000 .9000 .8853
german .9308 .9403 .9208 .9402 .9695 .9419 .9012 .9600
diva .8554 .8062 .7754 .7878 .8252 .7776 .8677 .8308

wins 13 1 0 2 10 1 1 4

included in the final set of explanations. Too low a value leads to an overgeneralized

set of prototypes that ignore some particular data set. A value that is too high, on

the other hand, carries the risk of overfitting and obtaining redundant prototypes.

We measured the two metrics for several prototype set dimensions. The best results

obtained for every method are reported in Table 5.3. Our approach outperforms the

competitors in 1-KNN Accuracy metric in every dataset and black-box apart from

NN in the diva dataset. Regarding Sparsity, our approach is evidently better while

struggling more especially when using NN and SVM black-boxes. In the adult

and german datasets, MMD-critic is the second best method which is surprising

due to its unsupervised nature. In compas and diva is outperformed by Proto-

select and Proto-DASH. In these two datasets, the black-boxes are better performing
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Figure 5.7: Evaluation of 1-KNN Accuracy and Sparsity of prototype explanations while
varying the number of prototypes on the explanation set. From top to bottom, we have
german/XGB, adult/RF, compas/SVM, diva/NN.

and therefore discover more complex patterns. This results in greater difficulty to

search for a set of prototypes in an unsupervised method such as MMD-critic. In

Figure 5.7 are reported the behavior of the two metrics while changing the number of

prototypes. As expected we observe, for both metrics, a low performance for all the

methods for low prototype numbers. The scores increase to a plateau indicating that

the maximum amount of information has been stored. Our approach outperforms

the other methods when using a number of prototypes greater than 10. For a

number less than 10, the results are fuzzy and no method is better than the others.

We conclude that our approach is in line with the current state of the art when
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summarizing data with a low number of prototypes, but for higher numbers, it is

able to discover peculiar groups of data that other approaches cannot.

5.2.2 Counterfactual Explanation Evaluation

In this section, we describe the results obtained for the counterfactual explanations

produced by CP-ILS.

Competitors. We compare our proposal against different algorithms present in

literature capable of producing counterfactual explanations. We selected the most

popular methods that use different approaches to the problem with different focuses.

We do not test any other methods [114, 51, 115] using latent space representations

since they only work for image data. For GSG, we used the suggested initial ratio of

0.1 with a factor of increase of 10, and for every radius, we generated 2000 samples

and checked for counterfactuals. For DiCE, we generated four counterfactuals. In

the WACH algorithm, we started with λ = 0.1 and then increased by 0.1 if the

algorithm failed to find a counterfactual. For CP-ILS we learned the best latent

space dimension with a batch size of 1024, Adam optimizer [132] with a learning

rate of 10−3, and early stopping of 3. The Lagrange multiplier equation is resolved

using the scipy library8.

Metrics. We measure the Proximity of a counterfactual x′ with its original sample

x, its Robustness, Plausibility, and the Diversity of the counterfactuals found. We

express all the evaluation metrics as distances, thus, for Proximity, Robustness, and

Plausibility measures, the lower the values, the better the counterfactuals returned;

for Diversity measures, the higher, the better. Some methods return more than one

counterfactual; then we selected the best counterfactual among the set returned.

We measure proximity in two different fashions [54, 9]. The first one, named

ddist, is the average distance between x and the counterfactual x′, the distance is

8https://docs.scipy.org/doc/scipy/reference/generated/scipy.linalg.solve.html
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computed using a mixed distance defined in Equation 5.2:

ddist =
1

|X|
∑
x∈X

dmix(x, x′)

The second measure dcount, quantifies the average number of features changed be-

tween a counterfactual x′ and x, i.e.,

dcount =
1

|X|m
∑
x∈X

m∑
i=1

1x′
i ̸=xi

where 1 returns 1 if [condition] is true, 0 otherwise, and m is the number of features.

We measure Plausibility in terms of Implausibility [157] of the generated coun-

terfactuals in terms of the distance of x′ from the closest instance in the X. The

lower, the better.

dimpl =
1

|X|
∑
x∈X

min
x̃∈X

d(x′, x̃)

We use the test set as reference population X. The objective is to have a counter-

factual x′ close to a reference population X but near samples labeled opposite to

the original sample x. Besides, a counterfactual x′ near instances of a wrong class

will result in an adversarial sample.

With respect to Robustness, we define dadv to measure how much the found

counterfactual is similar in the class label to the reference population X. We measure

the density of the classes of samples closer to x′ in the reference population. First,

the samples are ordered by distance (c), and then the neighborhood X is selected9.

c = sorted[d(x′, x̃)] dadv =
1

|X|
∑
x∈X

1

10

10∑
i=1

1ci ̸=x̂′

Finally, we measure the Diversity in two fashions. The first one denoted as divdist,

9We used ten samples as neighborhood estimation.
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Table 5.4: Different counterfactuals found for a sample x of the adult dataset. For latent
and DiCE we have four different counterfactuals while for GSG and WACH only one
counterfactual is generated.

Age
Hours
Per
Week

Education
Marital
Status

Occupation Gender
Native
Country

Income

x 48.0 50.00 Prof School Married Prof Specialty Male US 0.754

CP-ILS 48.0 50.00 Prof School Not Married Prof Specialty Male US 0.350
CP-ILS 48.0 50.00 Prof School Married Blue Collar Male US 0.192
CP-ILS 40.0 50.00 Prof School Not Married Prof Specialty Male US 0.343
CP-ILS 42.0 37.10 Prof School Not Married Exec Managerial Male US 0.311

GSG 48.0 45.53 Dropout Married Prof Specialty Male US 0.186

DiCE 48.0 50.00 Community College Married Services Male US 0.318
DiCE 48.0 54.16 Dropout Married Prof Specialty Male US 0.187
DiCE 48.0 50.00 Dropout Married Prof Specialty Male US 0.186
DiCE 48.0 50.00 Community College Married Blue Collar Male US 0.197

WACH 41.0 38.09 Prof School Not Married Prof Specialty Male US 0.338

measures the average distance between the set of found counterfactuals E. In con-

trast, divcount measures the average number of different features.

divdist =
1

|E|2
∑
x′∈E

∑
x′′∈E

d(x′, x′′)

divcount =
1

|E|2m
∑
x′∈E

∑
x′′∈E

m∑
i=1

1x′
i ̸=x′′

i

To complete the evaluation, we computed the Success Rate (SR) of the various

algorithms when searching for a counterfactual as the percentage of the successful

counterfactual found over the test set.

Qualitative Results. The first qualitative comparison in Table 5.4 shows the

counterfactuals found by the four methods for an instance of the adult dataset and

predicted using the SVM. The task of this dataset is to predict if the income of

a person is greater than 50K. The instance x under analysis is a person with a

probability of an income bigger than 50K equal to 0.75%. This person is 48 years

old married male and has done a professional school which helps prepare students
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Figure 5.8: LEFT: Correlation matrix between the input features of the adult dataset
and the label “income”. RIGHT: Critical difference plot for Nemenyi test with α = 0.05.

for careers in specific fields. Examples include medical, law, pharmacy, business,

library, and social work schools.

First, we notice that the four methods disagree on what features to change. The

only unchanged features are gender and country of origin, which is a nice thing to see

to remove any possible gender bias from the black-box. CP-ILS is the only approach

that succeeds in identifying a single feature for which its change leads to a class

change. Indeed by modifying the marital status to “Not Married” or the occupation

to “Blue Collar”, the prediction decreases to 0.350 and 0.192, respectively. The term

“Blue Collar” refers to jobs typically involving manual labor and compensation by

an hourly wage. Thus, it is natural to think that the income decreases by moving

from specialized work to a manual one. Less intuitive is the change in the marital

status attribute. In this dataset, a “Married” person usually gains more than a “Not

Married” one because he is usually older with a stable job. This can also be seen

from the correlation matrix in Figure 5.8.

In the adult dataset, the features “Marital Status” and “Gender” strongly cor-

relate with the label “Income”. Also, these two features have a strong correlation

with each other. The SVM is making predictions based on one of the two and, in
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this case, choosing the “Marital Status” of a person.

The other counterfactual explainers found a correlation between “Occupation”

and “Marital Status”. However, they also added other useless features as a mod-

ification. For example, besides “Occupation”, DiCE also changed “Education” to

“Community College”, but the probability went to 0.197, the same as just chang-

ing the “Occupation”. Also, WACH changes the “Age”, “Hours Per Week”, and

“Marital status”, resulting in the same income prediction as just modifying the last

one. CP-ILS also lowered the “Age” in the third counterfactual. DiCE and GSG,

while not founding the “Marital Status” change, found a different counterfactual

modifying the “Hour Per Week” and “Education”, a feature never touched by our

approach. However, they disagree on the changes to be made to the “Hour Per

Week” feature, with GSG decreasing it while DiCE increasing it.

Moreover, the counterfactual found by GSG and DiCE is unrealistic. They both

changed the “Education” to “Dropout” meaning that the person has left school, but

they left untouched the “Occupation” feature. It is unrealistic that a person who

left school now works in a specialized industry.

Quantitative Results. Table 5.5 and Table 5.6 report the means and standard

deviation of the evaluation metrics for adult and compas, and diva and german,

respectively. CP-ILS outperforms competitors in all datasets, particularly in the

dcount metric. Indeed, as shown in the previous section, CP-ILS identifies which

features to modify to change the black-box’s prediction better than the competitors.

Moreover, the transparent latent space search helps the counterfactuals found to be

more similar to the training set samples than other methods since the space is

learned from the training set itself. In addition, generally, the Diversity of the

counterfactuals is better than the one of DiCE, especially for the divcount metric.

An interesting measure is the success rate of the creation of the counterfactuals.

GSG and CP-ILS have the best success rate, close to 100%, while DiCE and WACH

are the worst ones, in some cases lower than 30%.
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Table 5.5: Results of the counterfactual metrics computed on the four datasets and on the
four black-boxes plus the success rate (SR) of the algorithm for adult and compas. Best
results are highlighted in bold, second best results are underlined, W column highlights
the number of wins.

adult ddist dcount dimpl dadv divdist divcount SR W

NN

CP-ILS 0.604 ± 0.331 1.681 ± 0.981 0.069 ± 0.115 0.482 ± 0.261 10.667 ± 8.090 3.406 ± 0.327 94% 4
GSG 0.885 ± 0.323 4.480 ± 1.187 0.594 ± 0.229 0.640 ± 0.291 - - 100% 0
DiCE 1.686 ± 0.307 4.699 ± 1.084 0.114 ± 0.130 0.484 ± 0.312 1.724 ± 0.113 4.431 ± 0.490 83% 1
WACH 2.281 ± 1.370 7.364 ± 0.264 0.842 ± 0.538 0.327 ± 0.322 - - 87% 1

XGB

CP-ILS 0.385 ± 0.248 1.550 ± 0.841 0.022 ± 0.043 0.366 ± 0.190 2.054 ± 1.617 2.996 ± 0.664 100% 5
GSG 0.290 ± 0.209 1.800 ± 0.748 0.161 ± 0.128 0.823 ± 0.235 - - 100% 1
DiCE 1.063 ± 0.457 1.697 ± 0.811 0.577 ± 0.481 0.720 ± 0.247 1.148 ± 0.256 1.978 ± 0.650 76% 0
WACH 3.198 ± 1.190 7.000 ± 0.000 0.799 ± 0.403 0.558 ± 0.318 - - 88% 0

RF

CP-ILS 0.492 ± 0.378 1.917 ± 1.175 0.039 ± 0.068 0.264 ± 0.133 1.897 ± 1.572 2.837 ± 1.042 100% 5
GSG 0.392 ± 0.274 1.920 ± 1.026 0.230 ± 0.139 0.687 ± 0.282 - - 100% 1
DiCE 1.387 ± 0.564 2.447 ± 1.351 0.715 ± 0.522 0.534 ± 0.226 1.288 ± 0.285 2.314 ± 0.961 76% 0
WACH 2.193 ± 0.976 7.000 ± 0.000 0.992 ± 0.638 0.414 ± 0.290 - - 81% 0

SVM

CP-ILS 0.244 ± 0.266 1.105 ± 1.025 0.239 ± 0.076 0.665 ± 0.209 4.683 ± 0.631 4.440 ± 0.883 100% 5
GSG 0.835 ± 0.254 4.430 ± 1.283 0.673 ± 0.181 0.681 ± 0.291 - - 100% 0
DiCE 1.377 ± 0.199 2.105 ± 0.447 0.747 ± 0.521 0.691 ± 0.214 1.194 ± 0.170 1.809 ± 0.413 76% 0
WACH 2.492 ± 1.319 7.000 ± 0.000 0.992 ± 0.638 0.369 ± 0.354 - - 88% 1

compas ddist dcount dimpl dadv divdist divcount SR W

NN

CP-ILS 0.510 ± 0.000 1.000 ± 0.000 0.225 ± 0.121 0.767 ± 0.146 22.498 ± 9.317 6.623 ± 0.167 100% 4
GSG 0.977 ± 0.364 9.300 ± 3.410 0.807 ± 0.285 0.587 ± 0.266 - - 100% 0
DiCE 1.227 ± 0.668 9.296 ± 1.629 0.718 ± 0.465 0.385 ± 0.233 - - 27% 0
WACH 3.576 ± 0.266 24.906 ± 1.916 2.546 ± 0.067 0.275 ± 0.116 2.223 ± 0.477 8.046 ± 1.138 53% 2

XGB

CP-ILS 0.400 ± 0.286 1.230 ± 0.421 0.267 ± 0.131 0.417 ± 0.150 8.148 ± 8.329 6.647 ± 0.775 100% 3
GSG 0.328 ± 0.250 2.840 ± 1.454 0.392 ± 0.150 0.824 ± 0.228 - - 100% 1
DiCE 0.687 ± 0.486 1.333 ± 0.471 0.225 ± 0.166 0.522 ± 0.253 1.114 ± 0.352 2.037 ± 0.605 27% 1
WACH 3.492 ± 0.240 23.426 ± 1.717 2.484 ± 0.073 0.150 ± 0.133 - - 54% 1

RF

CP-ILS 0.432 ± 0.372 1.800 ± 0.529 0.297 ± 0.141 0.393 ± 0.200 7.609 ± 13.262 6.596 ± 0.963 100% 3
GSG 0.447 ± 0.330 2.760 ± 4.495 0.397 ± 0.170 0.711 ± 0.137 - - 100% 0
DiCE 0.713 ± 0.504 1.556 ± 0.497 0.206 ± 0.164 0.406 ± 0.208 0.976 ± 0.327 2.079 ± 0.585 27% 2
WACH 3.619 ± 0.330 26.217 ± 4.495 2.560 ± 0.147 0.117 ± 0.137 - - 60% 1

SVM

CP-ILS 0.690 ± 0.024 1.210 ± 0.407 0.256 ± 0.138 0.702 ± 0.154 6.149 ± 3.451 5.198 ± 1.471 100% 4
GSG 0.887 ± 0.344 7.130 ± 3.331 0.678 ± 0.244 0.488 ± 0.284 - - 100% 0
DiCE 0.749 ± 0.681 1.926 ± 0.716 0.225 ± 0.181 0.391 ± 0.185 1.371 ± 0.438 2.551 ± 0.881 27% 1
WACH 3.537 ± 0.232 23.922 ± 1.453 2.501 ± 0.058 0.104 ± 0.063 - - 51% 1
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Table 5.6: Results of the counterfactual metrics computed on the four datasets and on the
four black-boxes plus the success rate (SR) of the algorithm for diva and german. Best
results are highlighted in bold, second best results are underlined, W column highlight
the number of wins.

diva ddist dcount dimpl dadv divdist divcount SR W

NN

CP-ILS 0.415 ± 0.247 5.980 ± 0.498 0.435 ± 0.094 0.481 ± 0.090 1.650 ± 0.379 20.596 ± 0.588 100% 5
GSG 0.432 ± 0.562 37.800 ± 2.460 0.573 ± 0.523 0.751 ± 0.175 - - 100% 0
DiCE 1.679 ± 0.350 84.381 ± 1.120 1.281 ± 0.327 0.585 ± 0.427 0.630 ± 0.197 48.406 ± 0.855 70% 0
WACH 2.375 ± 0.684 87.364 ± 0.634 1.825 ± 0.439 0.146 ± 0.026 - - 63% 1

XGB

CP-ILS 0.325 ± 0.284 5.474 ± 3.903 0.403 ± 0.113 0.358 ± 0.272 0.291 ± 0.485 44.257 ± 1.457 100% 3
GSG 0.290 ± 0.595 35.623 ± 2.681 0.625 ± 0.453 0.769 ± 0.274 - - 100% 1
DiCE 0.682 ± 0.349 9.578 ± 1.087 0.781 ± 0.504 0.608 ± 0.202 1.186 ± 0.475 11.550 ± 1.237 78% 1
WACH 2.756 ± 0.347 87.972 ± 0.009 1.864 ± 0.190 0.236 ± 0.011 - - 72% 1

RF

CP-ILS 0.670 ± 0.470 19.205 ± 7.206 0.526 ± 0.395 0.321 ± 0.177 0.889 ± 0.286 78.994 ± 2.345 100% 2
GSG 0.396 ± 0.509 34.683 ± 2.070 0.629 ± 0.461 0.704 ± 0.143 - - 100% 1
DiCE 0.960 ± 0.581 9.834 ± 1.245 0.757 ± 0.513 0.455 ± 0.233 1.291 ± 0.465 3.059 ± 1.337 76% 2
WACH 2.593 ± 0.529 87.973 ± 0.010 1.902 ± 0.390 0.142 ± 0.008 - - 85% 1

SVM

CP-ILS 0.403 ± 0.320 5.906 ± 2.822 0.516 ± 0.342 0.570 ± 0.164 0.588 ± 0.216 20.104 ± 1.989 100% 2
GSG 0.390 ± 0.555 37.431 ± 2.130 0.471 ± 0.466 0.741 ± 0.184 - - 100% 2
DiCE 0.944 ± 0.450 9.724 ± 0.974 0.757 ± 0.418 0.611 ± 0.299 1.323 ± 0.466 3.125 ± 1.212 71% 1
WACH 2.527 ± 0.434 87.017 ± 0.044 1.812 ± 0.398 0.023 ± 0.082 - - 77% 1

german ddist dcount dimpl dadv divdist divcount SR W

NN

CP-ILS 0.209 ± 0.000 2.000 ± 0.000 0.207 ± 0.064 0.539 ± 0.252 2.544 ± 1.175 4.958 ± 0.086 100% 4
GSG 0.448 ± 0.200 19.380 ± 4.125 0.499 ± 0.102 0.697 ± 0.276 - - 100% 0
DiCE 0.546 ± 0.456 6.195 ± 2.192 0.283 ± 0.089 0.627 ± 0.282 2.228 ± 0.255 9.071 ± 1.598 77% 1
WACH 1.324 ± 0.321 19.39 ± 24.71 0.460 ± 0.238 0.191 ± 0.029 - - 23% 1

XGB

CP-ILS 0.115 ± 0.252 2.222 ± 0.462 0.245 ± 0.108 0.438 ± 0.154 6.897 ± 6.099 5.507 ± 0.879 100% 4
GSG 0.202 ± 0.175 1.840 ± 0.784 0.298 ± 0.118 0.601 ± 0.211 - - 100% 1
DiCE 0.245 ± 0.365 1.892 ± 1.420 0.272 ± 0.176 0.676 ± 0.209 1.316 ± 0.399 2.758 ± 1.501 74% 0
WACH 1.286 ± 0.270 14.713 ± 5.060 0.357 ± 0.033 0.300 ± 0.000 - - 27% 1

RF

CP-ILS 0.455 ± 1.317 2.130 ± 0.823 0.310 ± 1.059 0.479 ± 0.276 6.337 ± 5.483 5.111 ± 1.334 81% 3
GSG 0.687 ± 0.322 3.750 ± 2.334 0.357 ± 0.144 0.577 ± 0.220 - - 81% 0
DiCE 0.643 ± 0.659 4.676 ± 4.031 0.292 ± 0.239 0.578 ± 0.176 1.792 ± 0.687 5.552 ± 4.114 74% 2
WACH 1.250 ± 0.227 12.525 ± 6.177 0.366 ± 0.035 0.267 ± 0.047 - - 29% 1

SVM

CP-ILS 0.205 ± 0.011 1.850 ± 0.357 0.225 ± 0.079 0.802 ± 0.194 1.661 ± 0.966 5.356 ± 0.539 100% 5
GSG 0.725 ± 0.334 17.210 ± 3.639 0.528 ± 0.146 0.851 ± 0.244 - - 100% 0
DiCE 0.707 ± 0.639 2.635 ± 2.597 0.323 ± 0.245 0.891 ± 0.213 1.466 ± 0.459 3.518 ± 2.063 74% 0
WACH 1.137 ± 0.193 17.210 ± 8.143 0.365 ± 0.027 0.038 ± 0.048 - - 28% 1

138



Chapter 5 - Latent Space Post-Hoc Explanations

A separate discussion must be made for ddist and dadv. In rare cases, a method is

better in both metrics. It only occurs for adult, where CP-ILS produces counterfac-

tuals that are both similar and non-adversarial. When producing a counterfactual is

challenging to balance the distance with the original sample and the proximity with

samples of different classes. What ends up happening is that a record closer to the

original sample is more adversarial than one further away. It is not easy to judge a

winner for these metrics, but CP-ILS is always first in one of the two metrics and a

close second in the other. We report in Figure 5.8 the Critical Difference diagrams

that highlight the statistical relevance of the results. The comparison of the ranks

of all methods against each other is visually represented in Figure 5.8 with Crit-

ical Difference (CD) diagrams [158]. Two methods are tied if the null hypothesis

that their performance is the same cannot be rejected using the Nemenyi test at

α=0.05. CP-ILS has the average best rank considering all the measures, datasets,

and black-box models with statistically significant performance.

CP-ILS Latent Dimension Impact. We further investigate the duality of being

a close counterfactual without being adversarial by analyzing the variation of the

metrics computed for CP-ILS while varying latent space dimensions. Results for

adult with the SVM and for compas with XGB are presented in Figure 5.9 left and

right respectively. Other datasets and black-boxes present similar behaviors, and

we do not report them here due to lack of space. Also, increasing the number of

dimensions of the latent space means adding more freedom to the creation of the

latent representations. Hence, the information given by the input features is less

compressed, and the information in the dataset is stored more efficiently. However,

less compression results in a more meaningless latent space. It is as if the model is

learning the dataset itself instead of the hidden information inside it. This process

is very similar to overfitting, and it is captured by the dadv metric. Indeed, after

a particular dimension, this metric starts to increase until it reaches a maximum

plateau. From Figure 5.9 is clear that for adult when using more than five latent
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Figure 5.9: Counterfactual metrics in comparison with latent space dimension variation.
On the top in blue we have the adult dataset with the SVM black-box. On the bottom in
orange we have the compas dataset when using the XGB black-box. The dashed vertical
lines represent the dimension used for the experiments.

dimensions the metric sharply increases. An interesting behavior occurs for ddist.

This metric increases after the fifth dimension, but we notice a significant drop

also on higher dimensions. The best dimension for divdist is three while for divcount

is clearly four. Concerning dcount and dimpl, using five dimensions seems the best

parameter to obtain a lower score on both these metrics. In conclusion, there is

not a clear perfect dimension for which every metric is the best. Five seems the

best overall dimension, as pointed out also with the 1-KNN Accuracy metric in

Figure 5.3. Regarding the compas dataset, there is not a clearly good dimension

for every metric. CP-ILS has selected 7 as the best dimension using the overfitting

procedure described in Section 5.1.1. This is the best dimension for dcount and
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divdist. However other metrics pointed out different dimensions: 6 for divcount, ddist,

and dimpl, while 15 for dadvs. The lower dimensions seem to produce closer and more

plausible counterfactuals, which nevertheless look more like an adversarial attack

rather than a true explanation.

Finally, CP-ILS has a success rate close to 100%, very similar to GSG. DiCE

and WACH fail more easily. All methods have similar execution times with respect

to the counterfactual search, which is in the order of minutes. However, CP-ILS

must also construct the latent space representation which is time-consuming even if

it only has to be done once.

5.2.3 Comparison with Rule-based Explainers

Counterfactual examples and counterfactual rules are two different types of expla-

nations used in machine learning to generate explanations for decisions made by

machine learning models (see Section 2.1.4). Counterfactual examples involve gen-

erating instances that are similar to the original input but lead to a different decision

by the model. Counterfactual rules, on the other hand, involve generating rules that

indicate changes to the input that would lead to a different decision by the model.

However, we think it is useful to try to compare them to gain more insights into the

effectiveness of our CP-ILS method.

In this section, we compared the explanation produced by CP-ILS with LORE:

a very well-known method for producing counterfactual rules already presented in

Section 2.1.4). Since counterfactual rules and examples are two different, but very

similar types of explanations, we need a methodology to compare them. To do this,

we took the rules generated by LORE and used the thresholds given in the rule as

indications to produce a counterfactual example and then use the metrics already

presented in the section before. For example, if the rule is: “the prediction would

flip if feature A would be greater than 4.3”, then we substitute the value of feature

A, in the sample in analysis, with 4.3, and compute the metrics. For metrics, we
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computed ddist, dcount, dimpl, and dadvs. The results are shown in Table 5.7.

The results of the comparison showed that CP-ILS is better than LORE, creating

better explanations that are less adversarial (dadvs) and involve fewer changes to the

original input features dimpl. However, in the other two metrics dimpl and ddist, CP-

ILS was found to be marginally better than LORE. Both CP-ILS and LORE were

found to return very similar explanations to the original sample, with CP-ILS being

slightly more robust than LORE.

In addition, we also provide in Figure 5.10 some qualitative two examples taken

from the dataset adult and their corresponding explanations given by LORE and

CP-ILS. In the first example on left, there is described a female worker with an

income greater than 50k. The two methods were both able to identify the gender bias

of the black-box, where the attribute “Gender” is mainly responsible for the wrong

prediction. However, they disagree on the second feature to change, CP-ILS prefers

to change only the attribute “Occupation” while LORE suggests increasing the

attribute “Hours per Week”. In this example, changing only the feature “Gender”

highly decreases the probability output of the black-box model, but not enough to

surpass the 0.5 threshold set for changing its prediction. Therefore another feature

must be taken into account and CP-ILS as seen before is more inclined to select

categorical features rather than continuous ones. On the right of Figure 5.10, both

methods were able to identify the right feature to change.

Overall, the comparison showed that CP-ILS is a more effective model than

LORE for generating explanations for tabular data that are less adversarial and

involve fewer changes to the input features. However, both models are highly precise

in their explanations and are efficient in generating them.

142



Chapter 5 - Latent Space Post-Hoc Explanations

Table 5.7: Results of the counterfactual metrics computed on the four datasets and on the
four black-boxes for both LORE and CP-ILS. The best results are highlighted in bold.

dataset bb method ddist dcount dimpl dadv

a
d
u
l
t

NN
CP-ILS 0.569 ± 0.327 1.701 ± 0.979 0.071 ± 0.133 0.459 ± 0.279
LORE 0.616 ± 0.350 2.728 ± 0.987 0.079 ± 0.122 0.730 ± 0.291

XGB
CP-ILS 0.396 ± 0.234 1.556 ± 0.830 0.040 ± 0.021 0.399 ± 0.193
LORE 0.387 ± 0.279 1.799 ± 0.841 0.023 ± 0.062 0.470 ± 0.214

RF
CP-ILS 0.499 ± 0.373 1.870 ± 1.223 0.008 ± 0.048 0.273 ± 0.156
LORE 0.532 ± 0.380 2.929 ± 1.198 0.083 ± 0.080 0.474 ± 0.172

SVM
CP-ILS 0.280 ± 0.241 1.123 ± 1.039 0.193 ± 0.091 0.653 ± 0.223
LORE 0.264 ± 0.311 2.142 ± 1.040 0.274 ± 0.078 0.895 ± 0.256

c
o
m
p
a
s

NN
CP-ILS 0.493 ± 0.025 1.006 ± 0.028 0.242 ± 0.109 0.741 ± 0.138
LORE 0.558 ± 0.039 2.932 ± 0.029 0.272 ± 0.162 0.902 ± 0.151

XGB
CP-ILS 0.402 ± 0.306 1.190 ± 0.371 0.248 ± 0.174 0.401 ± 0.128
LORE 0.402 ± 0.314 1.765 ± 0.463 0.272 ± 0.152 0.561 ± 0.173

RF
CP-ILS 0.435 ± 0.364 1.849 ± 0.549 0.275 ± 0.187 0.437 ± 0.169
LORE 0.445 ± 0.419 1.814 ± 0.571 0.333 ± 0.151 0.394 ± 0.206

SVM
CP-ILS 0.731 ± 0.070 1.221 ± 0.444 0.232 ± 0.122 0.711 ± 0.178
LORE 0.702 ± 0.059 1.555 ± 0.408 0.279 ± 0.167 0.733 ± 0.181

g
e
r
m
a
n

NN
CP-ILS 0.460 ± 0.208 6.463 ± 1.465 0.399 ± 0.121 0.450 ± 0.056
LORE 0.416 ± 0.265 7.952 ± 1.520 0.435 ± 0.137 0.725 ± 0.116

XGB
CP-ILS 0.341 ± 0.291 4.487 ± 3.930 0.362 ± 0.089 0.355 ± 0.225
LORE 0.371 ± 0.326 4.518 ± 3.950 0.449 ± 0.162 0.670 ± 0.312

RF
CP-ILS 0.706 ± 0.422 20.43 ± 3.543 0.559 ± 0.398 0.562 ± 0.193
LORE 0.680 ± 0.512 19.20 ± 5.211 0.529 ± 0.427 0.326 ± 0.223

SVM
CP-ILS 0.396 ± 0.298 3.873 ± 2.812 0.536 ± 0.339 0.573 ± 0.152
LORE 0.421 ± 0.366 5.941 ± 2.849 0.554 ± 0.387 0.887 ± 0.211

d
i
v
a

NN
CP-ILS 0.167 ± 0.032 2.033 ± 0.025 0.198 ± 0.057 0.559 ± 0.224
LORE 0.211 ± 0.010 3.325 ± 0.037 0.220 ± 0.109 0.861 ± 0.266

XGB
CP-ILS 0.085 ± 0.216 2.252 ± 0.433 0.211 ± 0.139 0.457 ± 0.173
LORE 0.155 ± 0.271 2.240 ± 0.509 0.288 ± 0.109 0.562 ± 0.199

RF
CP-ILS 0.440 ± 1.366 2.133 ± 0.869 0.341 ± 1.088 0.446 ± 0.308
LORE 0.477 ± 1.360 2.468 ± 0.846 0.326 ± 1.107 0.523 ± 0.325

SVM
CP-ILS 0.241 ± 0.004 1.833 ± 0.403 0.226 ± 0.039 0.760 ± 0.180
LORE 0.238 ± 0.044 1.967 ± 0.373 0.236 ± 0.099 0.818 ± 0.239
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x1 = Age = 32,
HoursWeek = 32,
Education = Bachelors,
MaritialStatus = Married,
Occupation = Prof-specialty,
Gender = Female,
NativeCountry = US

Income → > 50k
bbpred → ≤ 50k

clore = Gender = Female
HoursWeek ≥ 38
bbpred → > 50k

ccp-ils = Gender = Female
Occupation = Exec-manager
bbpred → > 50k

x2 = Age = 48,
HoursWeek = 50,
Education = Prof-school,
MaritialStatus = Married,
Occupation = Prof-specialty,
Gender = Male,
NativeCountry = US

Income → > 50k
bbpred → > 50k

clore = MaritalStatus = NotMarried
bbpred → ≤ 50k

ccp-ils = MaritalStatus = NotMarried
bbpred → ≤ 50k

Figure 5.10: Two examples of explanations of LORE and CP-ILS from the adult dataset.

5.3 Discussion and Future Directions

In this chapter, we have presented CP-ILS, a prototype and counterfactual expla-

nation method that exploits the predictions of the black box to obtain a better

representation in the latent space. By examining prototypes and counterfactuals

together, humans can better understand the strengths and limitations of the model,

identify areas where it may be biased or misaligned with real-world data, and im-

prove its performance through targeted adjustments or training. We have compared

CP-ILS with several approaches that produce other types of latent space, showing

that our proposal improves the state-of-the-art performance. In particular, intro-

ducing labels into the latent space helps to create better clusters and a prediction

direction in the space that can be exploited to search for explanations. By following

this direction is possible to find the most similar sample to the original one but with

altered prediction. We evaluated the explanations returned using several metrics
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presented in Section 2.1.8. In addition, we tried to assess the robustness of the

counterfactuals produced by measuring how closely they resemble an adversarial

sample founding that our approach is one of the best. Indeed, using the prediction

of the data in the creation of the latent space helps in reducing adversarial sam-

ples since data with similar predictions are forced to be mapped closer together.

We have observed superior performance on several metrics assessing the quality of

the latent space and the goodness of the counterfactual and prototype explana-

tions obtained. CP-ILS is capable of resolving the problems of the previous chapter

producing counterfactuals that are closer and more plausible. However, still, some

problem remains, in particular how to choose the best latent space dimension. Our

experiments show that different metrics perform differently as the latent space di-

mension change, which means that there is no perfect dimension for every metric.

Our methodology selects the best among all, however, it is possible that a user is

only interested in a small sample of these metrics. For example, he wants an ex-

planation that is as close to the original as possible but it does not matter whether

it is plausible or not. Or he may want an additional condition that we have not

considered. We have tried to propose a methodology to select this parameter using

a KNN method, however, this is an initial application and a more robust method

needs to be explored.

Future research directions involve expanding the method to multi-class tabular

datasets. The use of multiple labels would result in a latent space with multiple

classification directions to follow, one for each label. Prototype explanation can be

enhanced using natural language. The addition of natural language can help users

better understand the key features and characteristics that are represented in the

latent space. For example, natural language can be used to describe the prototypes

and their relationship with the latent space, providing a more intuitive and accessible

explanation of the underlying concepts. In addition, we would like to study the

effects of our latent space when using image data. Indeed, from a particular point
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of view, image data are more complex than tabular data and require more complex

mapping to encode. However, from some preliminary experiments, it seems complex

to maintain the transparency required to apply Lagrange optimization. Therefore,

it is necessary to study a new ad-hoc method for this type of data.
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Conclusions

Explainable AI (XAI) is a rapidly growing field that aims to make AI systems more

transparent, accountable, and reliable. XAI techniques, such as feature importance

explanations and counterfactual analysis, provide insight into how AI models make

decisions and can help identify potential biases and errors. The importance of XAI

has become increasingly evident in various areas where the consequences of incorrect

decisions can be significant.

On the other hand, latent space models provide a compact and interpretable

representation of the underlying data, making it possible to generate new exam-

ples, explore relationships between variables, and reduce dimensionality. One of the

strengths of latent space models is their ability to capture complex relationships in

a simple and interpretable way. For example, in generative models, latent space

can be viewed as a compact representation of the underlying data distribution from

which new examples can be generated. Latent space models can be used to discover

patterns and relationships in data, making it possible to perform various tasks.

In this thesis, we have shown how it is possible to combine these two areas of

research to produce systems that are not only effective but also explainable and reli-

able. The combination of XAI and latent space generative models have the potential

to provide an even more powerful and interpretable tool for various applications.
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Can we use the latent space to explore the decision boundary of the black-

box? Can XAI methods help enhance such exploration?

In chapter 3 we demonstrated how XAI techniques can be used to provide expla-

nations of how a generative model arrived at a particular sample, helping us to

understand relationships in latent space and identify black-box decisions. In partic-

ular by allowing users to interact with the model and manipulate the input data,

users can gain a deeper understanding of the factors that influence the model’s be-

havior and the decision boundary. One way to use interaction is to visualize the

decision boundary in the latent space and explore it through interactive visualiza-

tions. Sliders allow users to see how the model responds to changes in the input

data and to observe how the decision boundary changes as different features are

manipulated. XAI methods act as a guide for the user to move in the latent space

and better understand model behavior. Interpretation and exploration of latent

space are critical aspects of understanding the relationships among variables and

understanding how black-box decision-making occurs. Exploration of latent space

allows one to understand the relationships between variables and identify patterns

and structures that may not be evident in the original data.

Is it possible to construct a latent space using interpretable models and

still retain its proprieties? Can this new interpretable latent space be

used to train ML models and produce explanations?

However, the relationships between features must be discovered a posteriori using

an interaction framework because the latent space was created using a black-box

machine learning model. Therefore, in Chapter 4, we created the latent space using

an interpretable model by design, designed to provide insight into the underlying

relationships between variables and decision-making. Specifically, we used a linear

model in combination with a similarity loss to create an interpretable latent space

that provides a better understanding of the relationships between the variables and
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the decision-making process, which can lead to improved performance and trans-

parency of the black-box trained on it. Constructing a latent space using a linear

model can provide several advantages in terms of producing better explanations for

machine learning models. Linear models are simpler and more interpretable than

more complex models, allowing a more compact representation of the data. Because

linear models are often more interpretable than more complex models, it is easier to

understand and explain the relationships between the input features and the output.

The coefficients of a linear model have a real meaning in the latent space, and it is

possible to identify which features are most important in determining the model’s

behavior. Our model called ILS can provide not only a better space in which to

perform classification but also provide human-understandable counterfactual expla-

nations of the patterns learned in it.

Using the latent space as a tool for producing post-hoc ex-

planations (chapter 5). Can the latent space proprieties help us in

producing better explanations than in the input space? What type of

post-hoc explanations can be obtained? How do they compare with other

approaches in the literature?

However, the counterfactual explanations produced by ILS lack robustness and plau-

sibility. The black-box is trained only after the latent space is created, and that

space does not reflect or account for the predictions of the black-box. Inspired by

the interpretable properties of the latent space, we added the black-box predictions

directly into the creation of the latent space. This additional constraint, however,

can only be applied if the black-box is trained before, turning our method into a

post-hoc method. We provide our explanation as a Prototype/Counterfactual pair

in order to enhance the understanding of the black-box internal reasoning. The core

of CP-ILS approach is the use of the label in the creation of the latent space. By

adding prediction in the creation of latent space, our CP-ILS method, presented in
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Chapter 5, is able to produce better explanations. By moving in this direction in

latent space, it is possible to find similar data but with altered predictions. There-

fore, CP-ILS is able to find the correct changes in the input space to move along

this direction and then observe how the prediction changes. Another advantage of

using a prediction direction in latent space is that it allows finer control over coun-

terfactual explanations. For example, the magnitude of the change to be made can

be specified, allowing finer control over the effect of the change on the prediction.

The use of balck-box predictions also allows CP-ILS to return to better separate

data and return to the user local prototypes, making it easier to understand the

abstract concepts of the latent space. Prototype explanation is an intentional group

representation and in combination with natural language, can help users better un-

derstand latent space explanations. CP-ILS also enables a first approach to the

actionability of the counterfactual explanations. The user can select which features

to modify and CP-ILS is able to find the best combination that alters the predic-

tion. This type of interaction can be particularly useful in situations where the user

wants to understand why the model made a certain prediction, and what factors

were most influential in that decision. By exploring counterfactual scenarios, the

user can gain a deeper understanding of the underlying relationships between the

input data and the model’s output and can identify which features or parameters

are most important in determining the model’s behavior.

In all of the chapters of this thesis, we worked with tabular data. Our work

is extendable to every possible data type but with some trade-offs. The use of a

linear transformation in latent space models allowed us to obtain more precise and

interpretable explanations; however, the latent space created is simple, and more

complex data might be difficult to represent in this way. This is a trade-off between

interpretability and accuracy. On one hand, non-linear transformations can capture

more complex relationships between the data, leading to more accurate and complex

latent spaces. On the other hand, these models can be more difficult to interpret
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and explain, as the underlying relationships may be more abstract.

In conclusion, XAI is a critical area of research that has great potential to im-

prove the transparency and accountability of AI systems. Further research in XAI

will be critical to build a future in which humans and AI can work together re-

liably and ethically and to ensure that AI is used for the benefit of society as a

whole. However, there are still many open challenges in XAI, such as ensuring that

XAI explanations are robust and do not mislead users, as well as protecting privacy

and avoiding unwanted disclosures. Latent space modeling has great potential for

building more powerful and interpretable AI systems. Further research in this area

will be critical to explore new applications, improve model performance, and make

latent space models more robust and accessible to non-experts.
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