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A B S T R A C T

The rapid proliferation of Artificial Intelligence (AI) applications in various domains of our lives has prompted
a need for a shift towards a human-centered and trustworthy approach to AI. In this study we employ the
Assessment List for Trustworthy Artificial Intelligence (ALTAI) checklist to evaluate the trustworthiness of
Artificial Intelligence for Student Performance Prediction (AI4SPP), an AI-powered system designed to detect
students at risk of school failure. We strongly support the ethical and legal development of AI and propose
an implementation design where the user can choose to have access to each level of a three-tier outcome
bundle: the AI prediction alone, the prediction along with its confidence level, and, lastly, local explanations
for each grade prediction together with the previous two information. AI4SPP aims to raise awareness among
educators and students regarding the factors contributing to low school performance, thereby facilitating
the implementation of interventions not only to help students, but also to address biases within the school
community. However, we also emphasize the ethical and legal concerns that could arise from a misuse of the
AI4SPP tool. First of all, the collection and analysis of data, which is essential for the development of AI models,
may lead to breaches of privacy, thus causing particularly adverse consequences in the case of vulnerable
individuals. Furthermore, the system’s predictions may be influenced by unacceptable discrimination based
on gender, ethnicity, or socio-economic background, leading to unfair actions. The ALTAI checklist serves
as a valuable self-assessment tool during the design phase of AI systems, by means of which commonly
overlooked weaknesses can be highlighted and addressed. In addition, the same checklist plays a crucial role
throughout the AI system life cycle. Continuous monitoring of sensitive features within the dataset, alongside
survey assessments to gauge users’ responses to the systems, is essential for gathering insights and intervening
accordingly. We argue that adopting a critical approach to AI development is essential for societal progress,
believing that it can evolve and accelerate over time without impeding openness to new technologies. By
aligning with ethical principles and legal requirements, AI systems can make significant contributions to
education while mitigating potential risks and ensuring a fair and inclusive learning environment.
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1. Introduction

In the last few years, we have witnessed a rapid spread of AI appli-
cations to numerous spheres of our daily and professional lives: from
auto-generated text and social media news feeds, to virtual homes and
mobile phone voice assistants. AI offers automated translation, assists
shoppers buying online and recommends the fastest route on the drive
home. It is also a key component of rapidly developing technologies
such as facial recognition and self-driving vehicles. The new AI Act
proposal 2 [1] presented by the European Commission in 2021 to lay
down harmonized rules on AI systems, defines in Article 3 an AI system
as a ‘‘machine-based system that is designed to operate with varying levels
of autonomy and that can, for explicit or implicit objectives, generate output
such as predictions, recommendations, or decisions, that influence physical
or virtual environments’’. Due to its speed and its power of self-learning,

I has the capacity to transform our societies [2]. For instance, AI
s accelerating the battle against medical diseases [3] and mitigating
he impact of disability [4]; it is helping to tackle climate change [5]
nd optimize efficiency in agriculture [6]; it can assist distribution of
umanitarian aid [7]; it has enormous potential for improving access
o, and quality of, education globally [8–13]; and it can transform
ublic and private transport [14]. Moreover, the recent widespread
vailability of free and low-cost generative AI tools (so-called ‘‘general-
urpose AI’’ models in the AI Act) facilitates the spread of high volumes
f text, image, voice, and video content, simplifying many repetitive
asks [15]. At the same time, however, many AI developers lack legal
kills or are unaware of potential legal problems, and often have far
reater resources at their disposal than the authorities that should
ontrol and regulate them [16]. Additionally, public authorities often
ack the appropriate knowledge and expertise to adequately regulate
heir use in different areas. These asymmetries cause many problems,
ushing governments to prioritize innovation (however destructive in
ts effects) at the cost of fundamental sacrifices of social values [17].
herefore, in such a scenario, despite the enormous potential, there
re good reasons to be sceptical of AI. For instance, the Tesla crashes
ave delayed the dream of self-driving cars [18]. Even in areas where
I systems seems to be an unqualified good (as in machine learning

o spot melanoma better), researchers worry that current data sets do
ot adequately represent all patients’ racial backgrounds [19]. While
achines are proving ‘‘better than humans’’ at some narrow tests, that

uperiority is fragile, given the dependence of many forms of AI on data
ets that change over time [16,20,21]. Furthermore, in the context of
enerative AI, much of the content created is likely to be favorable or
ould be useful to a specific audience, but the risk that these systems
lso facilitate the dissemination of extremely harmful content is very
igh. Such new generative AI systems could be used to disseminate
alse, misleading, biased, or dangerous content. In this regard, it must
e emphasized that as generative AI tools become more sophisticated,
t will be faster, cheaper and easier to produce such content, and
xisting harmful content may serve as a basis for producing more [15].
herefore, in light of the pros and cons of this disruptive new technol-
gy, the call for ‘‘human-centred’’ and ‘‘trustworthy’’ AI is becoming
ncreasingly crucial [22]. Against the global scenario 2.1, the European
nion (EU) is on the way to establish a comprehensive and effective

egulatory framework for trustworthy AI.
In this discussion, trustworthy AI refers to the property of an AI-

based system of being able to maximize its benefits while at the same
time preventing and minimizing its risks. This concept was first defined
in the Ethic Guidelines for Trustworthy AI [22] by the High Level Expert
Group on AI (hereinafter AI HLEG), which is an independent group
set up by the European Commission with the mandate of drafting
guidelines for ethical development of AI systems, as well as policy and
investment recommendations. According to the AI HLEG, trustworthy
AI systems should be:

1. lawful, that is, complying with all applicable laws and regula-
2

tions;
2. ethical, that is, ensuring adherence to ethical principles and
values;

3. robust, both from a technical and social perspective, as they
have the potential to inadvertently inflict harm despite good
intentions [23].

The concept of trustworthy AI is also established in the new AI Act
proposal, which, in Recital 5, states that the Regulation supports the
EU objective of being a ‘‘global leader in the development of secure, trust-
worthy and ethical artificial intelligence’’. Moreover, the AI Act is part of
the EU coordinated AI strategy plan, launched by the Commission in
2018. The plan vision of an ethical, secure and cutting-edge AI made
in EU has been expressed through the release of policy documents such
as: Communication on Artificial Intelligence for Europe [24], Building
Trust in Human-Centred Artificial Intelligence [25] and the White Paper on
Artificial Intelligence - A European Approach to Excellence and Trust [26].
Concurrently, in 2019 the AI HLEG presented the final version of
the so-called ‘‘Ethics Guideline for Trustworthy AI’’ (hereinafter, AI
Ethics Guidelines) [22], a document addressed to all AI stakeholders
and aimed to ‘‘provide guidance for AI applications in general, building
a horizontal foundation to achieve Trustworthy AI’’. Successively, the AI
HLEG also issued the Assessment List for Trustworthy AI (ALTAI) [27],
an accessible and dynamic checklist that should help AI developers and
deployers to put the principles outlined in the AI Ethics Guidelines into
practice. Although these requirements are not binding, they formed
the foundation of the proposed AI Act presented to the European
co-legislators in April 2021 [1].

This study specifically examines the ethical and legal consequences
of using AI in the field of education, with a particular emphasis on the
potential effects on children, who are considered a vulnerable group.
The employment of AI-augmented systems in classrooms across Europe
and the majority of countries globally is rapidly growing, especially
after the technological acceleration prompted by the COVID-19 pan-
demic. All of teaching, learning, assessment and school administration
can potentially take advantages from the use of AI. In general, three
fundamental benefits could be expected: an increased capacity of ed-
ucation systems and productivity of educators, the enhancement of
teaching and learning in support to the learners’ well-rounded develop-
ment, and the delivery of autonomous learning recommendations [28].
On the other side, the harms that AI can cause to learners are not
negligible as well [16]. In fact, the very recent AI Act aims at pro-
hibiting those AI systems which pose the unacceptable level of risk
of threatening the safety, livelihoods and rights of people. The us-
age of AI in the educational systems can trigger different drawbacks,
varying from psychological harm of both students and teachers, to
concerns related to privacy, surveillance, autonomy, bias, and discrimi-
nation [29]. Therefore, a higher attention must be employed within the
development and usage of AI system within the educational context of
application, since the psychological manipulation might be subliminal
and not necessarily beneficial.

In this work, we focus on a case study in the domain of education
to assess the practicality of ethical-legal frameworks for AI in realistic
scenarios. Specifically, we illustrate how the ALTAI checklist can be
utilized as a methodological approach to conduct a thorough evaluation
of the trustworthiness of Artificial Intelligence for Student Performance
Prediction (AI4SPP), a simple AI tool we developed as a Proof-of-
Concept for an educational support system aimed at early detection of
students who are at risk of school failure. From our prospective, the
use of such a tool may help educators detecting patterns and spotting
indicators of risk in the school performance of their students through
statistical analysis. This, in turn, could facilitate the implementation
of appropriate supportive interventions [10,28,30]. Our AI-system con-
stitutes an aid tool for teachers, as an end users, in the evaluation
of student performance, with the ultimate goal of enhancing the ed-
ucational sector by tailoring students’ training (e.g. through proactive

intervention in cases of students facing critical situations at risk of
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Fig. 1. Implementation design of AI4SPP. The blue boxes wrap the workflow pertaining to the three different predictive tasks (i.e., binary classification, multiclass classification
and regression). The red, orange and yellow nested boxes correspond to the three possible groups of results that the system may generate in response to a request made by the
end-user.. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
school failure, which would also result in a strengthened teacher–
student relationship). Furthermore, AI4SPP seek to boost teachers’
and students’ awareness of the factors that determine particular low
performance. Last but not least, we believe that our methodological
approach can result in an AI system that stimulates productive reflec-
tion among educators regarding the actual biases present within the
school community, thereby promoting the implementation of targeted
interventions to alleviate them.

Fig. 1 presents a visual representation of the system design of
AI4SPP. Nevertheless, despite these numerous advantages, in this study
we also highlight that an inappropriate use of AI4SPP could generate
a range of ethical and legal concerns. For instance, issues related
to privacy violation may arise given the collection and analysis of
data of particularly vulnerable subjects, which is necessary to train
the AI model. Additionally, AI4SPP can foster the actualization of
unfair actions whenever its predictions were based on unacceptable
discrimination factors related to gender, ethnicity or socio-economic
background. [28].

The rest of this work is structured as follows: in Section 2 we
offer a comparative analysis regarding AI regulation in EU, US and
China, along with a study of the AI policy framework in the context of
education in EU and at international level (UNESCO). In Section 3, we
examine the AI Act’s regulation regarding vulnerability in prohibited
and high-risk AI systems; the risk of discrimination, and the concept
of vulnerability in the data protection framework. Additionally, we
discuss the General Data Protection Regulation (GDPR) [31] on auto-
mated decision-making involving children. Subsequently, in Section 4
we introduce the Ethics Guidelines for Trustworthy AI and the AL-
TAI checklist; we describe the seven requirements for Trustworthy AI
and a collection of related questions designed to assist AI designers,
developers and deployer in following a multidisciplinary evaluation
process. Section 5 describes our AI-based tool AI4SPP, the dataset,
the implementation details, the numerical results and some qualitative
examples of outcome explanations. Afterwards, in Section 6 we present
an in depth assessment of the ALTAI checklist based on our case
study. Finally we conclude in Section 7 suggesting possible solutions to
cover gaps emerging from the ALTAI assessment process, with specific
emphasis on its future alignment with the AI Act upon its adoption.

2. International and european context

In this section, we first offer a comparative analysis regarding AI
regulation in EU, US and China (Section 2.1). Successively, in Sec-
tion 2.2 we present a detailed analysis of the AI policy framework
in the field of education, focusing on the European Union and the
international level (UNESCO).
3

2.1. Global perspective on AI regulation

From a comparative perspective, EU takes the lead in regulating AI
in comparison to other countries. Firstly, the General Data Protection
Regulation (GDPR) [31] already establishes specific rules for automated
decision-making and profiling. Secondly, the AI Act provides an organic
discipline for all industries impacted by AI, employing a risk-based
approach. In contrast to the EU, the United States has no broad, federal
AI-related laws, nor significant data-protection rules [32]. Nevertheless,
in October 2022, the White House Office of Science and Technology
Policy (‘‘OSTP’’) did release a Blueprint for an AI Bill of Rights [33]:
a White Paper describing five principles meant to guide the use of AI,
as well as potential regulations. The document states that automated
systems should be safe and effective, non-discriminatory, protective of
people’s privacy and transparent. In October 2022, one law did make
it through Congress [34]: it requires that officials at federal agencies
who procure AI products and services to be trained on how AI works.
In January 2023, the National Institute of Standards and Technology
(NIST) released the AI Risk Management Framework (AI RMF 1.0) [35]
designed to equip organizations and individuals with approaches that
increase the trustworthiness of AI systems, and to help foster the
responsible design, development, deployment, and use of AI systems
over time. In addition, on February 2023, President Biden signed an
Executive Order that briefly mentions a requirement to ‘‘prevent and
remedy [. . . ] algorithmic discrimination’’ [36], which only applies to
federal agencies. Lastly, on October 30 2023, the President also signed
an Executive Order on Safe, Secure and Trustworthy AI ‘‘to establish new
standards for AI safety and security, protects Americans’ privacy, advances
equity and civil rights [...]’’ [37]. At the same time, federal legislation has
been put forward. Lawmakers have previously considered a bill aimed
at algorithmic accountability [38] that would ask firms using automa-
tion to present impact assessments to the Federal Trade Commission
(FTC), for instance. Unfortunately, the Algorithmic Accountability Act
(hereinafter AAA) failed to make it out of the 117th Congresses. In
general term, the EU and U.S. strategies share a conceptual alignment
on a risk-based approach, agree on key principles of trustworthy AI, and
endorse an important role for international standards, but regrettably
the current US effort to regulate AI is too modest [39]. After all,
not only consumer but citizens in general are increasingly affected
by automated decision-making systems. Moreover, a policy is only as
strong as the institutions that support it. While the EU AI Act is part of
a holistic and long-term plan to shape the digital ecosystem in the EU
and beyond, the US AAA constituted only a fragmented attempt.

China, another important global competitor, combines national,
provincial and local regulations (e.g., those covering autonomous ve-
hicles) with an emphasis on maintaining state power, cultural values



Computer Law & Security Review: The International Journal of Technology Law and Practice 53 (2024) 105986A. Fedele et al.

1

c

c

w
i

and technological innovation.3 Despite this (apparent) fragmentation,
China has enacted the largest number of AI laws that apply to AI
systems used by companies and not by the government. Thus, the
three most concrete regulations on algorithms and AI include: the 2021
regulation on recommendation algorithms,4 the 2022 rules for deep
synthesis5 (synthetically generated content) and the 2023 draft rules
on generative AI.6 These interconnected documents contain the most
targeted and impactful laws to date, creating concrete requirements
for how algorithms and AI are built and deployed in China [40]. In
particular, the first regulation (Provisions on the Management of Algorith-
mic Recommendations in Internet Information Services) was motivated by
government fears about algorithms controlling how news and content
are disseminated online. The Act includes many provisions for content
control, as well as protections for workers impacted by algorithms,
among others. It also created the ‘‘algorithm registry’’ used in future
regulations. While the provisions on the Administration of Deep Synthesis
Internet Information Services targets many AI applications used to gen-
erate text, video, and audio. It prohibits the generation of ‘‘fake news’’
and requires synthetically generated content to be labeled. The core
motivation for the regulation is concern over deep fakes. Finally, the
draft on Measures for the Management of Generative Artificial Intelligence
Services was established in response to the explosion in popularity of
AI chat-bots like ChatGPT, thus the regulation covers almost the exact
same ground as the deep synthesis regulation, but with more emphasis
on text generation and training data. In particular, it requires providers
to ensure that both the training data and generated content be ‘‘true
and accurate’’. These laws show how Beijing is struggling to reconcile
its ambition to develop cutting-edge technologies with its long-standing
censorship regime [32].

Against this global scenario, in Europe, on the way to the es-
tablishment of a comprehensive, effective and trustworthy regulatory
framework, the European Commission has taken further actions to
address context-specific risks that derive from the use of AI-based tools
in high-stake scenarios, such as those involving vulnerable groups,
considering specifically the risks that AI systems may pose to the health,
safety and fundamental rights of individuals [1].

2.2. The global policy frameworks for AI in education

In the EU, the awareness of the unprecedented use of technology for
education and training purposes brought by the COVID-19 pandemic
led to the establishment of the EU Digital Education Action Plan (2021–
2027) [41], a policy initiative aimed at supporting the sustainable and
effective adaptation of the education and training systems of Member
States to the digital age. One of the first outcomes of such initiative has
been the formulation of the AI Ethical Guidelines in Education [42],
a document based on the assumption that AI-augmented educational
systems can potentially enhance teaching, learning and assessment,
provide better learning outcomes and improve schools administration.
However, the AI Ethical Guidelines in Education also highlight that, if
not carefully designed or used, the same tools run the risk of having
harmful consequences on children. Additionally, it is crucial to keep
a critical and supervised attitude considering that there is still limited
evidence on how AI is affecting education as well as its impact on stu-
dents, teachers and wider society [10,43,44]. Therefore, it is of utmost
importance to empower the educators with the ability of understanding

3 China AI Rules on Content Control: https://www.ft.com/content/
938b7b6-baf9-46bb-9eb7-70e9d32f4af0.

4 China Regulation on recommendation algorithms: https://www.
hinalawtranslate.com/en/algorithms.

5 Chine rules for Synthetically Generated Contenthttps://www.
hinalawtranslate.com/en/deep-synthesis/.

6 China draft rules on Generative AI https://digichina.stanford.edu/
ork/translation-measures-for-the-management-of-generative-artificial-
4

ntelligence-services-draft-for-comment-april-2023/.
not only if the AI systems they are using are reliable, fair, safe and
trustworthy, but also if the management of educational data is secure
and protects the privacy of individuals. With this purpose in mind,
the AI Ethical Guidelines in Education have been specifically designed
to provide awareness and practical guidance to all educators who are
increasingly confronted with the use of AI in their teaching practice.
Notably, as soon as the proposed EU AI Act becomes legally binding,
education institutions can expect to directly rely on the trustworthiness
of high-risk AI systems based on the accompanying certification guar-
anteed by the provider. In such a case, education authorities should
therefore be responsible for verifying only that AI systems are actually
compliant, and will then be able to focus on the ethical concerns related
to teaching, learning and assessment, while always adhering to the
applicable data protection regulations [42].

Beyond EU, a parallel discourse about the challenges and opportu-
nities posed by AI in the field of education has been carried out by the
United Nations (UN), in particular by the United Nations Educational,
Scientific and Cultural Organization (UNESCO) and by the United Na-
tions Children’s Fund (UNICEF). Broadly speaking, UN recognizes the
potential of AI to accelerate the process towards the achievement of the
Sustainable Development Goal 4 (SDG 4) of the 2030 Agenda, which
specifically aims to ‘‘ensure inclusive and equitable quality education and
promote lifelong learning opportunities for all’’ [45]. This will be in line
with the principles stated in the UN Convention on Children’s Rights
(hereinafter CRC) that are relevant to analyze children’s rights in the
digital environment which enhance their freedoms to shape and express
their opinion both as individuals and as a groups, and at the same time
ensuring protection from potential harms [46]. In these regards, it is
important to consider the principle of the best interests of the child
which is one of the four overarching guiding principles on children’s
rights (right to non-discrimination, best interests, the right to life,
survival and development, and the right to participation or right to
express views). It is anchored in Article 3(1) of the Convention on
the Rights of the Child (CRC) and in Article 24(2) of the Charter of
Fundamental Rights of the European Union. Both instruments give
children the right to have their best interests assessed and taken into
account as a primary consideration in all actions or decisions that
concern or affect children, whether undertaken by public or private
social welfare institutions, courts of law, administrative authorities or
legislative bodies.

However, AI in education also poses risks for child users, including
those related to their privacy, safety and security. Indeed, given that AI
systems can work unnoticed and on a large scale, there is a serious risk
of widespread exclusion and discrimination [44]. A series of workshops
conducted by UNICEF in 2020 with 245 adolescents in five countries
highlighted that, in spite of their enthusiasm and expectations towards
AI, most adolescents are also worried that too much data is being
collected by AI systems with the result of infringements on data privacy,
as well as personal data leaks, hacking and misuse [47].

In 2019 UNESCO organized the Beijing International Conference on
Artificial intelligence and Education, [48] reaching the key outcome of
the Beijing Consensus [8], a document offering recommendations on
how to best harness AI technologies for SDG 4. Successively, it also
issued specific guidelines [10] to aid policy-makers in the educational
sector to enhance their capacity-building. These guidelines aim to
facilitate a benefit-risk evaluation of the implementation of AI systems
in school environments.

Moreover, UNESCO’s guidelines explore some of the many chal-
lenges that need to be addressed to unleash the potential of AI and
mitigate its downsides, among the others: ensure inclusion and equity
(e.g., control over algorithmic biases), develop quality and inclusive
data systems, guarantee ethics and transparency in data collection, use
and dissemination (e.g., ensure data protection and privacy), prepare
teachers for an AI-powered education (e.g., update curricula of both
schools and teaching training appropriately) while preparing AI to

support education (e.g., by specific choices of the pedagogy used in AI

https://www.ft.com/content/1938b7b6-baf9-46bb-9eb7-70e9d32f4af0
https://www.ft.com/content/1938b7b6-baf9-46bb-9eb7-70e9d32f4af0
https://www.chinalawtranslate.com/en/algorithms
https://www.chinalawtranslate.com/en/algorithms
https://www.chinalawtranslate.com/en/deep-synthesis/
https://www.chinalawtranslate.com/en/deep-synthesis/
https://digichina.stanford.edu/work/translation-measures-for-the-management-of-generative-artificial-intelligence-services-draft-for-comment-april-2023/
https://digichina.stanford.edu/work/translation-measures-for-the-management-of-generative-artificial-intelligence-services-draft-for-comment-april-2023/
https://digichina.stanford.edu/work/translation-measures-for-the-management-of-generative-artificial-intelligence-services-draft-for-comment-april-2023/
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tools), and make research on AI in education significant (e.g., evaluate
the efficacy of AI interventions, the role of teachers, and the impact on
learner agency) [9,10].

Along the same line, in 2021 UNICEF published the ‘‘Policy guid-
ance on AI for children’’ [44], a document that provides governments,
policymakers and businesses that develop, implement or use AI systems
with nine requirements for building AI policies and systems that up-
hold child rights. Among these, the eighth requirement (i.e., ‘‘Prepare
children for present and future developments in AI’’) drag up the topic of
AI in education directly into the discussion. For this reason, UNICEF
recommends to leverage the use of AI systems in education, when
evidence demonstrates its benefits. In particular, it stresses the valuable
help that proven AI-augmented educational platforms can provide to
marginalized children, those with special needs and for personalized
education for minorities [44].

In 2021, UNESCO introduced the Recommendation on the Ethics of
Artificial Intelligence [11], providing a framework for discussions on
generative AI with a specific focus on education and research. Rooted
in human rights and dignity, the recommendation emphasizes a human-
centered approach to AI, aiming for a sustainable and inclusive future.
It highlights the importance of trustworthiness and integrity in the
entire life cycle of AI systems, emphasizing monitoring by stakeholders.
Education and research are identified as key policy areas, promoting
global AI literacy, collaboration, and essential skills development, par-
ticularly in regions with educational disparities. The recommendation
calls for AI ethics curricula, ethical research initiatives, and inclusive
education, focusing on underrepresented groups and fostering interdis-
ciplinary research and critical evaluation. Overall, it advocates for a
holistic and ethical approach to AI development and deployment.

In 2023, UNESCO expanded the discourse on generative AI with
the release of the Guidance for generative AI in education and research
and a concise guide on ChatGPT and artificial intelligence in higher
education [12,13]. Both documents aim to establish a framework that
encourages the integration of AI while addressing potential ethical and
legal challenges. They emphasize a nuanced approach to the use of
generative AI, distinguishing between its applications in research and
teaching and learning. The roles of AI in education, exemplified by
ChatGPT or any other Large Language Model (LLM), span a diverse
range of functions, serving from being a Possibility Engine generat-
ing alternative expressions of ideas to a Study Buddy for reflection
n learning material. However, the immediate challenges and ethical
oncerns in higher education include issues of academic integrity,
lagiarism, and cheating. Moreover, the lack of current regulations for
LM has prompted apprehension, leading to calls for a pause in its
evelopment to better understand potential risks (i.e., Italy’s decision to
lock Chat-GPT due to issues related to the collection of personal data
nd ethical concerns about age-inappropriate responses.7). UNESCO
mphasizes the need for a thoughtful integration of LLMs into education
ystems, emphasizing critical and creative comprehension among users.
ollaborative forums are encouraged for stakeholders to collectively
ssess the impact of LLMs on higher education and develop adaptive
trategies, with the AI audit serving as a valuable engagement tool.
roviding clear guidance on LLM use, negotiated with stakeholders,
s considered vital, along with training for users to refine queries and
ptimize LLM inputs. Staff training is recommended to align support
ith chat-bots and AI tools, ensuring effective technology deployment.
he AI audit, orchestrated by educational institutions, involves three
hases: understanding the current situation, deciding on AI usage,
nd monitoring performance and equity. This structured framework
ids institutions in navigating AI integration, fostering understanding,
trategic decision-making, and ongoing monitoring.

7 The order of the Italian Data Protection Authority (Garante)
ere:https://www.garanteprivacy.it/web/guest/home/docweb/-/docweb-
isplay/docweb/9870832.
5

3. European legal context

In this section, we describe the European legal context about the
protection of vulnerabilities. In Section 3.1 we introduce the AI Act
regulation concerning vulnerability in prohibited and high-risk AI sys-
tems. In Section 3.2 we present the discrimination risks related to
the concept of vulnerability in the data protection framework. Lastly,
in 3.3 we focus on the GDPR’s regulation concerning the automated
decision-making involving children.

3.1. The AI act regulation about vulnerability

The purpose of the AI Act is to introduce harmonized rules in
the EU that address the risks of the use of AI systems. The legal
framework will apply to both public and private actors inside and
outside the EU as long as the AI system is placed on the Union market
or its use affects people located in the EU. It concerns both providers
(e.g., a developer of a CV-screening tool) and deployers of high-risk
AI systems (e.g., a bank buying this screening tool). The regulation
distinguishes between unacceptable, high, medium (limited), and low
(minimal) risks AI use with the most stringent requirements in the
case of high-risk AI use. The four risk categories are dependent on the
fields of application of AI systems and the intended use, in line with
existing EU product safety legislation. For instance, AI systems for facial
recognition or social scoring are deemed unacceptable and prohibited
(Article 5). Similarly, AI systems used in areas such as education,
healthcare, employment, migration, justice and law enforcement are
considered high-risk and are therefore subject to conformity assessment
procedures and require additional safeguards (Article 8 et seq.) before
being placed on the EU market or otherwise put into service. This
will allow providers to demonstrate that their system complies with
the mandatory requirements for a trustworthy AI (e.g. data quality,
documentation and traceability, transparency, human oversight, ac-
curacy, cybersecurity and robustness). Such an assessment must be
repeated if the system or its purpose are substantially modified. Within
the educational context, which is the main focus of this study, the
European Commission has developed specific values on the use of AI
and data [42] with the support of an appointed Expert Group on Artifi-
cial Intelligence and Data in Education and Training. Such guidelines
have categorized four distinct use cases of AI systems based on the
intended end-user. These include AI applications designed to: teach
students (e.g., language learning applications), support student learning
(e.g., formative writing assessment that provide automatic feedback on
the learner writing), assist the teachers (e.g., essay automatic scoring),
and promote diagnostic or system-wide planning (e.g., diagnosing of
learning difficulties) [22,49].

Vulnerability currently stands as one of the main concerns in the
creation of an AI legal framework capable of conjugating innovation
and development of technologies with the safeguarding of fundamental
rights (protected in the EU Charter of Fundamental rights), in order to
lay dawn an embankment to the risk of manipulation [50]. The AI Act
proposal pays particular attention to children and their rights because
of their particular vulnerability. In these regards, the regulation bans
AI practices that exploit vulnerabilities of children and others for the
purpose of materially distorting their behavior in a way that ‘‘causes
or is likely to cause that person or another person physical or psychological
harm’’ (Article 5 (1)(b)). This provision deserves specific attention in
the context of education where the line between beneficial and harmful
use of (subliminal) manipulation becomes difficult to draw. However,
the norm does not refer to children as such, but rather solely to the
concept of ‘‘age’’. This may mean that it can refer not only to children,
but also to young adults (and to older people). Alternatively, it may
mean that not all children are covered. On the basis of Recital 16
proposed by the Commission, the first explanation seems the most
obvious, given that it speaks of ‘‘children and people due to their age’’.

Therefore, it is recommended that the wording of Article 5(1)(b) be

https://www.garanteprivacy.it/web/guest/home/docweb/-/docweb-display/docweb/9870832
https://www.garanteprivacy.it/web/guest/home/docweb/-/docweb-display/docweb/9870832
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aligned with the Recital to eliminate ambiguities. However, it should
be noted that on 14 June 2023, the European Parliament, in its Amend-
ment n.38 to the AI Act, replaced the explicit reference to children by
inserting: ‘‘[...] Such AI systems deploy subliminal components individuals
cannot perceive or exploit vulnerabilities of individuals and specific groups
of persons due to their known or predicted personality traits, age, physical or
mental incapacities, social or economic situation’’. This regulatory choice
could be due to a desire to bring this provision closer to what is
provided for in Article 5 (1)(b) with Amendment n.216. In fact, the
latter leaves age as the criterion characterizing vulnerability, but at
the same time widens the net by adding other types of vulnerability,
such as ‘‘social or economic situation’’, which make the actual assessment

ore complicated in practical terms. In these regards, interestingly
he Regulation in its Article 5 mentions ‘‘people with vulnerabilities’’,
nstead of ‘‘vulnerable people’’. This idea of vulnerabilities as not a static
ttribute of a category of individuals (e.g., women), but a transient
nd contextual situation depending on the specific circumstances of the
ata processing can be found also in guidance from data protection
uthorities. For example, the Spanish DPA [51], in its official list of
igh-risk data processing practices, mentioned: ‘‘data processing regard-

ng vulnerable subjects or those who are at risk of social exclusion, including
...] the victims of gender-related violence, as well as their descendants and
ersons who are in their guardianship or custody’’. Victims of gender-
elated violence might be regarded as vulnerable due to their gender,
ut it is not here a general assumption according to which women
re vulnerable: it is rather a contextual evaluation (gender can be
source of domestic violence or similar forms of violence and so a

ource of vulnerabilities) [52]. Another passage of the AI Act proposal
lso refers to vulnerabilities, specifically focusing on the potential
‘vulnerable position’’ in which adversely impacted persons might find
hemselves in relation to the user of an AI system, in particular due to
n imbalance of power, knowledge, economic or social circumstances, or age
Recital 16). This vulnerable position of impacted persons need to be
aken into account by the Commission for assessing the possible future
ualification of additional systems as high-risk, under the Article 7
2)(f). The acceptance of contextual vulnerabilities becomes evident in
his provision, thus it includes the position of the user in relation to the
igital service providers ‘‘due to status, authority, knowledge, economic or
ocial circumstances, or age’’, as amended by EU Parliament (n.250) as a
isadvantaging factor. This is by far the broadest normative definition
f vulnerability in the field [50]; nevertheless, it applies only where
I systems might pose high-risk to fundamental rights (and health and
afety), thus severely restraining its use. In fact, proposed Article 9
n risk management systems stipulated that when implementing such
system, specific consideration needs to be given to whether the

igh-risk AI system is likely to be accessed by or have an impact on
hildren. High-risk are, for instance, systems used for ‘‘assessing students
n educational and vocational training institutions’’, which may or may not
nclude children (i.e., under 18s) (Annex III).

Another considerable accomplishment in term of vulnerability may
lso be found in the type of control that the Proposal establishes:
t requires, at least for high-risk systems, an ex-ante control, which
ppears to, at least partially, redress the problem of systemic vulner-
bility, by transferring a part of the burden from the recipient (as
n active actor who personally experiences harm) to the provider (as
n active actor who must control the rightness of his activities) [50].
hese requirements include the implementation of a risk management
ystem (Article 9), of accurate data governance principles (Article 10),
he duty of technical documentation (Article 11) and record-keeping
Article 12), transparency measures for companies that will use those
I systems (Article 13), comprehensive human oversight duties (Article
4) and, most importantly, accuracy, robustness and cybersecurity
tandards (Article 15). For the purposes of this study, only the most
elevant ones will be illustrated. Risk management is one of the first
equirements that basically defines the obligation for companies to test
6

heir systems in advance for their impact. In fact, the aim is to put i
he least harmful system on the market. As already mentioned, Article
explicitly considers the impact of high-risk systems on children.
oreover, for that purpose, a data-sets should also be controlled in

iew of the elimination of possible biases and assessments on the
elevant design choices, as prescribed in Article 10 (2). Providers must
nform the recipient about the intended purpose, circumstances that
ay lead to foreseeable risks and its performance with respect to the

ntended recipients of such system (Article 13). In this respect, the in-
ervention of human oversight is thus not only strongly recommended,
ut mandated (Article 14). The AI providers need to comply with
hese requirements and ‘‘justify’’ their compliance through a conformity
ssessment. In case the conformity assessment is not carried out, or is
arried out incorrectly or irregularly, the market surveillance authority
an ‘‘take all appropriate measures to restrict or prohibit the high-risk AI
ystem being made available on the market or ensure that it is recalled
r withdrawn from the market’’ (Article 68(2)) in addition to monetary

sanctions (Article 71). The main core of the AI Act proposal is based
on an ex ante ‘‘licensure’’ approach, where the AI providers need to
‘‘justify’’, through some technical documentations, that their system is
adequate according to specific principles (transparency, accountability,
human oversight, accuracy, security) [16].

In June 2023, the European Parliament adopted its negotiating posi-
tion. Many recitals and some articles have been added to emphasize the
legislative need to protect fundamental rights. For instance, Article 29a
introduced the Fundamental impact assessment for high-risk AI systems.
In this context, deployers that are bodies governed by public law or
private operators providing public services, and operators providing
high-risk systems shall perform an assessment of the impact on fun-
damental rights and notify the national authority of the results. The
proposed Article at the paragraph 1 (f) established that the assessment
shall include ‘‘specific risks of harm likely to impact marginalized persons
or vulnerable groups’’. Even though children are not mentioned, we
should interpret them as belonging to vulnerable groups. Interestingly,
if the provider already met this obligation through the data protection
impact assessment, the fundamental rights impact assessment shall be
conducted in conjunction with that data protection impact assessment
(Article 35 GDPR).

In conclusion of this analysis, we highlight that one significant
important issues in the future application of the AI Act will be the
definition of high-risk systems. Actually, the rules that apply to them
form the bulk of the Regulation. For this reason, according to some
authors, it would be preferable for the law to define high-risk AIs by
means of a risk assessment based on reviewable criteria, rather than
on an arbitrary list of existing use cases, so as to make the legislation
future-proof [53]. Hence, it is important to note that children were
indirectly included by the Parliament on the list of considerations
that the Commission should take into account when assessing the risk
posed by a system in its role as designating use-cases of AI systems as
high-risk.8 According to the Parliament, the Commission’s assessment
should evaluate the extent to which there is an imbalance of power,
or the potentially harmed or adversely impacted persons are in a
vulnerable position in relation to the user of an AI system due to,
among other things, knowledge, economic or social circumstances or
age. Although it would be better for children to be mentioned explicitly
for their protection to be effective, we may assume that the inclusion of
vulnerability and age at least offers some leeway to interpret childhood
as a relevant factor.

8 https://europeanlawblog.eu/2023/09/12/children-and-the-artificial-
ntelligence-act-is-the-eu-legislator-doing-enough/

https://europeanlawblog.eu/2023/09/12/children-and-the-artificial-intelligence-act-is-the-eu-legislator-doing-enough/
https://europeanlawblog.eu/2023/09/12/children-and-the-artificial-intelligence-act-is-the-eu-legislator-doing-enough/
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3.2. Risks of discrimination — the concept of vulnerabilities in the EU data
protection framework

In many EU legal fields, there are clearer definitions of different
individuals involved and of possible vulnerable categories [54] among
them. This is the case of, for example, EU private law, consumer
law [55], car insurance regulation [56], regulation of scientific re-
search [57], AI regulation [1]. In these fields, there are, for instance,
descriptions of average subjects and separate descriptions of vulner-
able individuals (classifying either generally or on the basis of the
specific groups they belong to) [58]. In the data protection framework
the concept of vulnerability emerges in the form of harms to which
individuals are exposed. AI data-driven systems can serve as tools of
potential discrimination, manipulation or may lead to physical and
psychological harms (also Article 5 (1)(b) of the AI Act proposal).
Although the GDPR does not contain an explicit definition of vulnerable
data subjects, there are at least two indirect references to vulnerable
individuals: the protection for children (Article 8 and 12) and the
notion of risk to fundamental rights and freedoms, including inter
lia the analysis of whether data subjects are vulnerable as regards
heir rights and freedom (Recital 75). The rational for protecting chil-
ren is their decisional vulnerability during the data processing, the
mplications, risk and related rights, as well as the incapability to
ive valid consent and to exercise the data protection rights. Such
orm of decisional vulnerabilities concerns not only children, but also
ther data subjects. The other rationale for protecting vulnerable data
ubjects, as suggested at Recital 75, is the higher capability in incurring
igh risks to fundamental rights and freedoms. In particular, we need
o take into account rights and freedoms protected in the EU Charter
f Fundamental Rights [58].

Different examples from law enforcement, welfare, banking or hous-
ng are showing that those technologies can reinforce social inequalities
nd lead to discrimination in the access to services and goods [59,60].
n these ground, the rights to privacy and data protection are funda-
ental rights which must be respected at all times (Article 8, European
onvention of Human Rights; Article 7 and Article 8 of European Char-
er of Fundamental Rights - hereinafter ECFR). AI systems must be built
n a way that embeds the principles of data minimization (Article 5) and
ata protection by design and by default (Article 25) as prescribed by
he EU’s General Data Protection Regulation (hereinafter GDPR) [61].
rivacy rights must be safeguarded by data governance models that
nsure data accuracy and representativeness; protect personal data
nd enable humans to actively manage their personal data and the
ay the system uses it. Appropriate personal data protection can help
eveloping trust in data sharing and facilitate data sharing models
ptake. Moreover, data minimization and data protection should never
e leveraged to hide bias or avoid accountability, and these should be
ddressed without harming privacy rights, especially in case of vulnera-
le subjects such as children. In this respect, the notion of vulnerability
lays a significant role in the human right discussion. Although the
oncept of vulnerability is neither present in the European Convention
n Human Rights (hereinafter ECHR) nor in the ECFR, scholars, human
ights institutions and organizations refer to it as an imperative that
ntails special protection of socially marginalized groups like women,
eople with disabilities, children, or ethnic minorities (refer to [62] for
general discussion and to [63] for a focus on the US case). Therefore,
ot surprisingly, the ECHR Court has firstly addresses the idea of vul-
erable persons in 1981, referring specifically to children. In Dudgeons
. UK the Court it referred to the ‘‘moral interests and welfare of certain
ndividuals who are in need of special protection for reasons such as lack
f maturity, mental disability or state dependence’’ [64]. In this judgment,
he Court adopted the idea of inherent vulnerability based on (age as an
ndex of) weakness, inexperience and dependence [65]. Notwithstand-
ng, the ECHR recognizes vulnerable situations of particular groups,
ut unfortunately it never employed the notion of vulnerability in the
7

ield of private life, privacy or data protection (Article 8 ECHR) [65]. w
In the digital era, vulnerable data subject require special attention
when determining whether a data processing operation poses a high
risk to their rights and freedoms. Recital 75 of GDPR establishes that
those risks ‘‘may result from personal data processing which could lead to
physical, material or non-material damage, in particular (...) where personal
data of vulnerable natural persons, in particular children, are processed’’.
In other words, some subjects should be protected not only because
of their limited capacity to understand and give consent, but from
higher risks of material or non-material damages. The examples in
the digital arena might be several: risk of discrimination during an
automated data processing, including profiling; risk to be more easily
impaired in one’s freedom of thought when data are processed for direct
marketing; risk to have bigger physical or psychological damages in
case of data breach; risk to suffer from higher risks of damages from a
data processing, etc. In light of this, it is evident that children represent
a category that is more vulnerable and exposed to greater risks of harm.
Therefore, in these situations, an AI system must process personal data
in a lawful, fair and transparent manner (Article 5 (1)(a) GDPR).

In the data protection landscape, there are two primary dichotomies
in human vulnerability theories. The first pertains to the characteriza-
tion of subjects who are vulnerable and involves a distinction between
the concepts of universality, which posits that all individuals are equally
vulnerable, and particularity, which instead suggests that certain sub-
jects may be more vulnerable than others. The second dichotomy
relates to the various forms in which vulnerability can manifest. Specif-
ically, vulnerability can arise during the data processing stage, which
includes decisional vulnerability risks that are associated with data col-
lection, consent provision, and inappropriate exercise of data protection
rights; alternatively, vulnerability can also manifest as a result of the
outcomes of the processing, whereby certain data processing activities
may give rise to discrimination, manipulation, or secondary harms such
as physical or psychological harm. According to some scholars, there is
no single definition of a vulnerable individual in the EU [65]. More-
over, although specific lists of vulnerable individuals exist in several
areas, the general framework reveals a highly contextual and relational
comprehension of vulnerability, particularly based on power imbalance
capable of creating harm (this line of interpretation seems also adopted
by the GDPR [46]). That is to say, being vulnerable – in different legal
domain – generally means to be more exposed to harm (compared to
other individuals) in some particular contexts [66,67]. In such recon-
structions, power imbalance and context are an incontrovertible fact
for understanding the phenomenon: e.g., if the data controller (Article
4(7)) want to process personal data on the basis of legitimate interests
(Article 6(1)(f) of the GDPR), it need to consider the nature and source
of the legitimate interest, if there are additional safeguards and what is
the impact on data subject, considering in particular ‘‘the status of the
data controller and data subject, including the balance of power between the
data subject and the data controller, or whether the data subject is a child
or otherwise belongs to a more vulnerable segment of the population’’ [68].
Moreover, ‘‘the question whether the data subject is an employee, a student,
a patient, or whether there is otherwise an imbalance in the relationship
between the position of the data subject and the controller must certainly
be also relevant. It is important to assess the effect and risk of actual
processing on particular individuals’’ [68]. In these regards, the European
Data Protection Supervisors (EDPB), commenting in June 2020 on the
European Commission’s approach to AI [69], suggested in that ‘‘in the
absence of a formally adopted legal definition of vulnerable groups’’, a
‘context-specific, pragmatic approach’’ should be adopted [52].

In the GDPR the notion of threats to fundamental rights and freedom
s pivotal. In particular, according to the risk-based approach in the
DPR (Article 24), the data controller is obliged to implement appro-
riate technical and organizational measures to ensure the compliance
ith the data protection principles: ‘‘taking into account the nature, scope,

ontext and purposes of processing as well as the risks of varying likelihood
nd severity for the rights and freedoms of natural persons’’. In particular,

hen assessing such risks, the controller should take into account
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scenarios in which specific individuals, who may be more vulnerable,
could be disproportionately impacted by the processing of certain
data [65]. Therefore, the risk-base approach can play a significant role
in mitigating potentially harmful outcomes of data-driven technologies.
Moreover, according to the principle of data protection by design (the
above mentioned Article 25), the controller shall, both at the time of
the determination of the means for processing and at the time of the
processing itself, implement appropriate technical and organizational
measures, which are designed to implement data-protection principles.
Even in this case the controller should take into account ‘‘the nature,
scope, context and purposes of processing as well as the risks of varying
likelihood and severity for rights and freedoms of natural persons’’, but also
‘‘the state of the art [and] the cost of implementation’’. Essentially, the
main difference between Article 24 and Article 25 lies in the fact that
the former requires the data controller to demonstrate adherence to
data protection principles, whereas the latter mandates the implemen-
tation of said principles [70]. In both cases, the attention to vulnerable
data subjects and the implementation of specific safeguards to protect
their rights and freedoms (i.e. to mitigate factors of vulnerability) seems
necessary [65].

3.3. The GDPR’s regulation concerning the use of automated decision sys-
tems involving children

The GDPR has significant implication for algorithmic decision-
making [71]. At first, the legal debate focused on whether the GDPR
created an individual right to an explanation of an individual algo-
rithmic decision [72–75]. Subsequent legal analysis, however, began
to focus instead on other accountability tools [59], either required by
the text of the GDPR or recommended by the interpretative Guidelines
on Automated Individual Decision-making and Profiling (hereinafter
Guideline on ADM) from the Article 29 Working Party (now the
European Data Protection Board) [76]. These tools include third-party
auditing, the appointment of Data Protection Officers (hereinafter DPO)
(Article 37), and the requirement of Data Protection Impact Assessment
(DPIA) (Article 35) [76].

According to some authors, the GDPR combines a series of individ-
ual rights (Articles 12-23) with a systemic governance regime overseen
by regulators, targeted at more comprehensive oversight over the al-
gorithm and the people around it (Articles 24-43 & throughout) [77].
These two systems interact and overlap. An individual right is often also
a company’s duty. But even if individuals (data subjects) fail to invoke
their rights, companies (data controller) have significant obligations –
both procedural and substantive – under the GDPR [71]. Indeed, the
GDPR has tried to provide a concrete solution to risks of automated
decision-making through different legal provisions: a right to receive
and access meaningful information about logic, significance and envis-
aged effects of automated decision-making processes (Articles 13(2)(f);
14 (2)(g); and 15 (1)(h); the right not to be subject to automated deci-
sion making (Article 22) with several safeguards and restrains for the
limited cases in which automated decision making is permitted [73,78].
The Article 22 (1) states that ‘‘the data subject shall have the right not to
be subjected to a decision based solely on automated processing, including
profiling, which produces legal effects concerning him or her or similarly
significantly affect him or her’’. This right shall apply almost always in
case of sensitive data (Article 22 (4)). For other personal data, shall
not apply in only three cases: the decision is authorized by Union or
Member State law [79]; it is necessary for a contract; or is based on
the data subject’s explicit consent (Article 22 (2)). In the last two cases,
the data controller shall implement suitable measures to safeguard the data
subject’s right and freedom and legitimate interests, at least the right to
obtain the human intervention on the part of the controller, to express his or
her point of view and to contest the decision’’ (Article 22 (3)). In addition,
Recital 71 explains that such suitable safeguards ‘‘should include specific
information to the data subject and the right to obtain human intervention,
8

to express his or her point of view, to obtain an explanation of the decision
reached after such assessment and to challenge the decision’’. According to
some authors [72,73], automated decision with significant effects must
be ‘‘legible’’ to individuals, in the sense that individuals must be able
to understand enough about the decision-making process to be able to
invoke their other rights under the GDPR, including the right to contest
the decision [80,81].

As we already highlight, the GDPR creates additional obligations
for data controllers when they are processing children’s personal data.
Article 22 itself makes no distinction as to whether the automated de-
cision processing concerns adults or children. However, Recital 71 says
that solely automated decision-making, including profiling, with legal
or similarly significant effects should not apply to children. Given that
this wording is not reflected in the Article itself, the Guideline on ADM
does not consider that this represents an absolute prohibition on this
type of processing in relation to children. However, in the light of this
Recital, the Guideline on ADM recommends that, as a rule, controllers
should not rely upon the exceptions in Article 22(2) to justify it. There
may nevertheless be some circumstances in which it is necessary for
controllers to carry out solely automated decision-making, including
profiling, with legal or similarly significant effects in relation to chil-
dren, for example to protect their welfare or, as in our case scenario,
to improve the student’s performance. If so, the automated processing
may be carried out on the basis of the exceptions in Article 22(2)(a),
(b) or (c) as appropriate. Therefore, we strongly believe in our case that
the consent from the student’s parents to use the AI4SPP system should
be mandatory, as well as their right to receive and access meaningful
information about the logic involved (Article 13(2)(f); 14 (2)(g); and 15
(1)(h). Indeed, the Guideline of ADM declares: ‘‘in those cases there must
be suitable safeguards in place, as required by Articles 22(2)(b) and 22(3),
and they must therefore be appropriate for children. The controller must
ensure that these safeguards are effective in protecting the rights, freedoms
and legitimate interests of the children whose data they are processing’’. For
this scope, one possible legal protection for vulnerable data subjects
is the Data Protection Impact Assessment (DPIA) [65]. In particular,
Article 35 (as interpreted by Recital 75 and by Guidelines on Data
Protection Impact Assessment) [76] requires performing a DPIA in case
of high-risk data processing, including the case where the data subjects
can be considerable vulnerable. The DPIA is based on several steps
(Article 35 (7) and Recitals 84, 90): i.e., the systematic description of
the processing, the assessment of necessity and proportionality, the as-
sessment of risks and the description of measures envisaged to mitigate
such risks. In other words, even according to the accountability princi-
ple, it is the controller who should autonomously determine measures
for protecting vulnerable individuals. Data controllers may suggest
mitigation measures for specific vulnerable groups: for instance, in
case of decisional vulnerability, the data controller could implement
specific forms of consent or information disclosure measures; in case of
individuals that might be easily discriminated, the data controller could
implement periodical audits against discrimination, or regular quality
assurance checks, or establishing data minimization and clear retention
periods, using pseudonymization techniques, certification mechanisms,
etc. Therefore, according to [71], the DPIA serves a dual purpose:
it is a tool in the GDPR’s systemic (and collaborative) governance
regime, and it is an element of the GDPR’s protection of individual
rights. Firstly, the DPIA can function as a resource for the provision
of information to individuals regarding algorithmic decision-making,
specifically with regards to individual notification and access rights.
As an example, individuals have the right to receive ‘‘meaningful
information’’ concerning ‘‘logic involved, as well as the significance and
the envisaged consequences’’ of automated decision-making processes (as
stated in Articles 13, 14, and 15 of the GDPR). A DPIA should include
a comprehensive description of the planned processing activities and
their purposes (as outlined in Article 35(7)). If organizations already
document automated decision-making processes at a systemic level
during the DPIA process, these internal descriptions could be shared

with individuals or used as a basis for such disclosures. Additionally,
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the GDPR and the accompanying Guidelines on ADM suggest that
DPIA can serve as a way to demonstrate a commitment to protecting
and facilitating individual rights in algorithmic due process, especially
in the context of algorithmic decision-making. DPIA play a role in
linking the GDPR’s collaborative governance system with its individual
rights framework by imposing systemic accountability measures like
audits or external reviews. Consequently, companies can develop con-
crete methodologies to mitigate risks such as unfairness, errors, bias,
discrimination, and so on [71].

The ethics guidelines for trustworthy AI and the ALTAI checklist
consider the seven requirements and a collection of questions de-
signed to assist AI designers, developers and deployers in following a
multidisciplinary evaluation process.

4. The ethics guidelines for trustworthy AI and the ALTAI check-
list

In 2018 the European Commission appointed a panel of experts to
offer guidance on its AI strategy, namely, the High Level Expert Group on
AI (AI HLEG). Operating as an independent group, AI HLEG is respon-
sible for defining principles for the ethical advancement of AI systems,
along with providing policy and investment suggestions. In 2019 the AI
HLEG presented the final version of the so-called ‘‘Ethics Guideline for
Trustworthy AI’’ (AI Ethics Guidelines) [22]. This document addresses
all AI stakeholders, seek to present a human-centric perspective on AI
and lists seven criteria that AI systems must fulfill in order to be consid-
ered trustworthy. Based on this deliverable, the AI HLEG successively
presented the ALTAI checklist [27], an additional resource that can be
utilized to provide guidance on ensuring a trustworthy approach during
the design, development, deployment, and usage of AI-based solutions
that uphold fundamental rights and freedoms. More precisely, the
ALTAI checklist serves a dual purpose in facilitating risk assessment and
the implementation of corresponding mitigation measures, as well as
identifying specific roles and responsibilities at each stage of the design
process for a given AI-based technology. Moreover, it raises awareness
of the potential impact of AI on society, the environment, consumers,
workers and citizens (in particular children and vulnerable people
belonging to marginalized groups), encouraging the involvement of
all relevant stakeholders in the process. A trustworthy approach is
crucial in facilitating ‘‘responsible competitiveness’’ by determining
the fundamental basis on which all those utilizing or impacted by AI
systems can trust that their design, development and use are lawful,
ethical and robust [27].

In operational terms, ALTAI is a collection of questions designed to
assist AI designers, developers and deployers in following a multidis-
ciplinary evaluation process. This approach aims to tackle the seven
challenges related to ethical, legal, and robust compliance that were
identified in the Ethical Guidelines on Trustworthy AI endorsed by
the EU Commission [22]. According to such guidelines, an AI system
attains trustworthiness when it adheres to the three key criteria in-
troduced in Section 1: legality (i.e., compliance with relevant legal
regulations), ethics (i.e., compliance with applicable ethical standards),
and robustness (i.e., compliance with relevant safety standards). The
relationship among these three pillars is influenced by the fundamental
rights impact assessment and the following seven factors:

1. Human Agency and Oversight encompasses both ethical and
legal aspects, emphasizing the protection of fundamental rights
(EU Charter of Fundamental Rights) and the delicate equilibrium
between human control and technological progress. It prioritizes
the well-being of individuals and groups, which is achieved by
facilitating the oversight over the system and the limitation of
automation bias, user manipulation and illegal discrimination.

2. Technical Robustness and Safety pertain to the system’s abil-
ity to withstand attacks and ensure security. It involves the
implementation of fallback plans and adherence to the highest
standards of general safety, accuracy, reliability, and repro-
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ducibility.
3. Privacy and Data Governance: the rights to privacy and data
protection are fundamental rights which must be respected at
all times. AI systems must be built in a way that embeds the
principles of data minimization and data protection by design
and by default as prescribed by GDPR.

4. Transparency is a principle put in place to ensure the traceabil-
ity, explainability, and effective communication of the methods,
objectives, and outcomes of an AI system.

5. Diversity, Non-discrimination, and Fairness encompass the
interdisciplinary measures that should be implemented to pre-
vent the misuse or unfair use of AI. This includes addressing
issues such as bias, accessibility, and promoting universal design
to ensure equitable and unbiased outcomes.

6. Societal and Environmental Well-being emphasizes that AI
systems should be introduced into the market as sustainable
solutions, taking into account environmental, social, and societal
perspectives. This includes aligning with the democratic values
embedded within the framework of the European Union.

7. Accountability is the central principle that facilitates the com-
pliance process by proactively allocating responsibilities through
a risk-based approach. This includes elements such as auditabil-
ity, minimizing and reporting negative impacts, considering
trade-offs, and providing avenues for redress.

These seven key requirements have been transformed into a com-
prehensive set of 80 questions and sub-questions that necessitate inter-
disciplinary expertise for successful solution. A mere binary yes or no
response is insufficient because a comprehensive analysis is necessary
to form a deliberate and informed opinion regarding the trustworthi-
ness level of the designed tool [82]. To provide an example, the initial
set of questions (Q1-Q4) aims to evaluate the impact of the designed
application on European Union fundamental rights [83]. Consequently,
a thorough understanding of fundamental rights protection and the
ability to assess the associated impact must be incorporated into the
evaluation process workflow [84].

The second set of question (Q5–Q16) is designed to promote hu-
man agency and decision-making, in accordance with the notion of
respecting individual autonomy. AI systems must serve as facilitators
for a democratic, prosperous, and fair society by promoting the user’s
autonomy, while also safeguarding fundamental rights through human
supervision.

Moreover, to adequately address the third set of questions (Q17–38)
about technical robustness and safety, a comprehensive understanding
of cyber-security and safety standards is essential. It is crucial for the
AI designer to explain the reasoning behind their choice of specific
technical measures and the implementation of particular safeguards,
considering various aspects such as human safety, animal protection,
environment, security, and misuse. Additionally, the designer must
establish a ‘‘fallback plan’’ to ensure an acceptable level of risk man-
agement in case of unforeseen circumstances. These evaluations also
have a proactive dimension, as they contribute to answering questions
in the seventh set (Q63–Q71) that pertain to societal and environmental
well-being [85]. Therefore, trustworthiness encompasses not only the
prevention of harm but also the ability to address the multifaceted
challenges associated with empowering society. In particular, individ-
ual well-being means people can live fulfilling lives, in which they are
able to pursue their own needs and desires in mutual respect. Social
well-being refers to the flourishing of societies, whose basic institutions,
such as healthcare and politics, function well, and where sources of
social conflict are minimized. Environmental well-being refers to the
well-functioning of ecosystems, sustainability, and the minimization
of environmental degradation. For that reasons, AI systems should
not contribute to any harm to individual, societal or environmental
well-being, but instead AI systems should strive to make a positive
contribution to these forms of well-being [61].

The fourth set of questions (Q39–45) emphasizes the importance

of GDPR compliance. The results obtained from the DPIA conducted
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in accordance with the well-know Article 35 of the GDPR must be
incorporated into the broader framework of the AI-based system. In
addition to the points discussed in the preceding paragraphs, it is worth
emphasizing that the involvement of a DPO is not only recommended
but also regarded as an organizational measure that plays a significant
role in attaining the desired level of reliability for the developed
ecosystem. In fact, the presence of a DPO contributes to ensuring
compliance with data protection regulations and promoting a culture
of trust and accountability within the organization [86]. As an initial
step, it is crucial for the AI designer/developer to assess the need for
consulting and appointing a DPO and/or a privacy expert. This role
is closely intertwined with the first set of questions, as the impact on
other fundamental rights is directly connected to ensuring the confiden-
tiality, availability, and integrity of personal data in a cause-and-effect
relationship. For instance, in our case study, a data breach by the AI
system could pose risks to the dignity, privacy, and right to education
of vulnerable individuals, such as students. Furthermore, such a breach
may lead to significant instances of unacceptable discrimination. The
evaluation of fairness, encompassing these critical considerations, is
specifically addressed in the sixth set of questions Q52–Q62 within
the evaluation checklist. According to the ALTAI checklist, the concept
of fairness involves various dimensions, including equity, impartiality,
egalitarianism, non-discrimination, and justice. While this definition
is still open to debate, fairness entails that all people are entitled to
the same fundamental rights and opportunities. This does not require
identical outcomes, i.e., that people must have equal wealth or success
in life. However, there should be no discrimination on the basis of
the fundamental aspects of one’s own identity which are inalienable
and cannot be taken away. Various legislations already acknowledge
a number of them, such as gender, race, age, sexual orientation, na-
tional origin, religion, health and disability. Broadly speaking, fairness
comprises both ‘‘substantive’’ and ‘‘procedural’’ fairness. Procedural
fairness requires that the procedure was not designed in a way that
disadvantages single individuals or groups specifically. Substantive
fairness entails that the AI does not foster illegal discrimination pat-
terns that unduly burden individuals and/or groups for their specific
vulnerability [61].

The fifth set of questions Q46–Q51 pertains to transparency and
encompasses inquiries regarding the design and development of an
AI-based system. Transparency requires that the purpose, inputs, and
operations of AI programs are knowable and understandable to its
stakeholders [87]. In fact, transparency and explanation have a sig-
nificant impact on all aspects of an AI system, including the data, the
system itself, and the processes involved in its design and operation.
Stakeholders must be empowered with the ability to comprehend the
key concepts underlying the AI system, such as how it functions and
arrives at its decisions, and its purpose [88]. Claims related to IP rights,
confidentiality, or trade secrets should not impede transparency as
long as they are appropriately preserved. Selective transparency, such
as confidentially sharing information with trustworthy third parties,
technology-based solutions, and confidentiality commitments, can be
utilized to achieve this [89,90]. Moreover, transparency is essential to
realize other principles: respect for human agency, privacy and data
governance, accountability, and oversight [91]. Without transparency
(meaningful information about the purpose, inputs, and operations
of AI programs), AI outputs cannot be understood, much less con-
tested. [59,92]. This would make it impossible to correct errors and
unethical consequences [93]. Therefore, when building an AI solu-
tion, one must consider what measures will enable the traceability of
the AI system during its entire life-cycle, from initial design to post-
deployment evaluation and audit or in case its use is contested [94,95].
Indeed, explainability is a particularly relevant requirement for systems
that make decisions or recommendations or perform actions that can
cause significant harm, affect individual rights, or significantly affect
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individual or collective interests [96]. r
The final set of questions Q72–Q80 aims to evaluate the overall
accountability of the process. This principle in the context of AI appli-
cations involves the acknowledgment and acceptance of responsibility
by those involved in their development or operation [97,98]. It encom-
passes transparency and oversight as fundamental prerequisites [99].
To be accountable, developers and operators of AI systems should
be capable of providing justification regarding the system’s behavior
and the resulting outcomes [100]. Human oversight is crucial, as it
ensures that human actors can comprehend, supervise, and regulate
the design and functioning of the AI system [71]. Indeed, account-
ability relies on effective oversight, enabling developers and operators
to assume responsibility and take appropriate actions based on their
understanding and control of the system’s operations [101]. Thus,
developers must possess the ability to elucidate the rationale behind the
system’s characteristics to ensure accountability [102]. These measures
are crucial for ensuring that the AI system operates responsibly and
that appropriate solutions are in place to handle potential problems.
It is imperative to thoroughly document how any ethically and so-
cially undesirable effects, such as discriminatory outcomes or lack of
transparency, will be identified, prevented, and addressed within the
system [95,103]. Human oversight and control over decision cycles
and operations of AI systems must be facilitated, unless there are com-
pelling justifications demonstrating that such oversight is unnecessary.
Any such justifications should include an explanation of how humans
will interpret the system’s decisions and the mechanisms in place for
human intervention [104]. The proposal should include an evaluation
of the ethical risks associated with the proposed AI system, including
risk assessment procedures and post-deployment mitigation measures.
Additionally, consideration should be given to how end-users, data
subjects, and other parties can report complaints, ethical concerns, or
adverse events, and how these reports will be evaluated, addressed,
and communicated back to the relevant parties [105]. As a general
principle, all AI systems should be auditable by independent third par-
ties, including the procedures and tools used during the development
process (i.e. Explainable AI approach (XAI) [106,107]). In conclusion,
human-accessible logs of the AI system’s internal processes should be
generated, where applicable.

5. The AI4SPP tool: design and implementation

This section outlines our implementation of the Proof-of-Concept for
AI4SPP, an AI-driven application designed to forecast students’ grades
using interpretable and explainable features. The AI4SPP tool aim is to
assist educators in monitoring the academic progress of their students,
with the added benefit of early identification of those at risk of school
failure. While developing the tool, our focus was on highlighting the
essence of a trustworthy AI development process, diverging from con-
ventional practices to incorporate both legal and ethical dimensions.
Thus, this case study serves as a prime illustration of how the ALTAI
checklist can be employed as a methodical means to comprehensively
assess the trustworthiness of AI systems.

5.1. Data description and preprocessing

AI4SPP was trained on the Student Performance dataset,9,10 which
is a [open-access dataset] that provides details regarding the learning
achievements of students enrolled in two Portuguese public secondary
education institutions during the 2005–2006 school year. Despite the

9 Dataset available at:https://archive.ics.uci.edu/ml/datasets/student+
erformance.
10 Due to the extremely sensitive nature of the data involved (i.e. highly
onfidential information on vulnerable individuals), it is very complex to have
hildren’s data available, so for this study we selected a public dataset that

elates to slightly older students, i.e. between the ages of 15 and 22.

https://archive.ics.uci.edu/ml/datasets/student+performance
https://archive.ics.uci.edu/ml/datasets/student+performance
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data not being very recent, we chose to utilize this particular dataset
for our Proof-of-Concept due to its open-access nature, its representa-
tion of vulnerable subjects (i.e., school students rather than university
students), and its inclusion of sensitive attributes that necessitate com-
pelling ethical evaluation. As reported in [108], the data in the Student
Performance dataset was gathered through school reports and ques-
tionnaires, with the latter being used to collect individual attributes
including demographic, social, emotional and additional school related
features. The dataset provides the students’ grades corresponding to
three different periods (first semester, second semester and final grade)
in two classes, namely Portuguese language (649 students) and math-
ematics (395 students). Specifically, we used data from the Portuguese
class to train the machine learning models and we successively tested
them for the prediction of grades in mathematics. This choice allowed
us to evaluate the robustness of the AI systems when employed to
predict grades for different school subject.

In accordance to the Portuguese grading system, all grades in the
dataset are given on a scale from 0 to 20, with 10 being the minimum
passing. Among the other attributes, 17 are categorical, while the
remaining 13 are numerical, either binary or discrete. Some of these
attributes are sensitive and might enhance human biases when fed
through an AI system. Illustrative examples we want to underline are
features like sex, address type (rural or urban), number of family
members, parent’s jobs and educational level and romantic relationship
of the student. Before fitting the models, we encoded all categorical fea-
tures: we converted the four ones having only two values to numerical
binary variables and we one-hot encoded the remaining 13 nominal
attributes. Since the dataset has no missing values, there was no need to
employ any data imputation procedure. In order to overcome the high
imbalanced distribution of students’ grades, we employed the Synthetic
Minority Over-sampling Technique (SMOTE) [109] for both the binary
and multiclass classification tasks described in Section 5.2.

5.2. System design and implementation details

In order to foster a human-centric adoption of our AI system, we
deliberately built AI4SPP to offer assistance in a customized manner
based on the amount of information required by the end-user, i.e., a
teacher or educator. First of all, the AI system can be queried to
provide a recommendation for the partial grades of the first (G1) and
second semester (G2), as well as for the final grade at the end of the
school year (G3). It is important to note that the predictions for G1
are solely based on the dataset’s non-grading attributes, hence a lower
level of performance can be expected in this case. On the other hand,
the estimate of subsequent grades also takes into account the prior
marks given by the end-user: while predicting G2 grades, the system
will consider both non-grading features together with G1 grade score.
Similarly, while predicting G3, the system will consider non-grading
features, G1 and G2 previous grades. As a result, we would expect the
model gradually adjusting to the students’ real academic achievements
and improving its predicted performance.

AI4SPP has been designed to return its grade estimate for three
distinct predictive tasks, namely:

1. Binary classification: in this case, AI4SPP only predicts whether
a student will pass or fail the class, where a positive evaluation
correspond to grades from 10 to 20. Note that this type of results
is only useful for the prediction of the final grade.

2. Multiclass classification: the result of this task is the prediction
of a qualitative evaluation from a 6-levels grading system. The
outcomes are encoded as follows: Fail (grades from 0 to 9), E
11
(sufficient, 10-11), D (satisfactory, 12-13), C (good, 14-15), B
(very good, 16-17), and A (excellent, 18-20 grades).

3. Regression: in this task, the exact grade in the range 0-20 is
predicted.

To find the best fitting model, we performed an extensive grid
search for hyper-parameter tuning for each of the three tasks. Specif-
ically, the comparison for tasks (1) and (2) covered the following
models: Logistic Regression, Random Forest, K-Nearest Neighbors, Sup-
port Vector Machines [110], CatBoost [111] and XGBoost [112]. Per-
formance were compared between Linear Regression, Random For-
est, K-Nearest Neighbors, Support Vector Regression Machine [113],
CatBoost [111] and XGBoost [112] for task (3) instead.

Ultimately, a crucial aspect of our implementation involved em-
powering AI4SPP with supplementary functionalities that enable it
to report not only its point-estimate, but also its level of confidence
and explanations in terms of eXplainable AI (XAI) outcomes. Indeed,
these additional pieces of information have been argued to be effective
in enhancing the performance of human-AI assisted decision-making
settings such as the one described in our case study. This is due to the
fact that they enable the end-users to accurately gauge their level of
trust towards the AI system [114–117].

All together, by querying AI4SPP an end-user can get access to
a number of information, that we synthesize in the following and
exemplify through a concrete example in Box 5.2 and Fig. 2:

1. Point-estimate predictions of the students’ grades. In particu-
lar, AI4SPP provides its recommendations with respect to the
following questions:

(a) Will the student pass the class at the end of the year?
(b) Which qualitative evaluation will the student get at the

end of each semester and as a final evaluation (i.e., ex-
cellent, very good, good, satisfactory, sufficient or fail)?

(c) Which exact grade in the 0-20 scale will the student get
at the end of each semester and as a final evaluation?

2. Confidence of the model expressed in terms of:

(a) Overall performance metrics of the machine learning
models (i.e., accuracy, F1-score and ROC-AUC score for
the classification models, 𝑅𝑀𝑆𝐸 and 𝑅2 for regression).
Such scores are conveyed to the end-user in a textual form
and are accompanied by a definition to facilitate their
correct comprehension.

(b) Prediction probabilities, for instance: the student 𝑥 could
be predicted to have 60% of probability of passing the
final exam and the remaining 40% of failing.

3. Explanations of the underlying black-box model, expressed in
terms of

(a) Global explanations via feature importance scores com-
puted via impurity-based methods (e.g., through the built-
in methods provided in gradient boosting algorithms) and
Shapley values [118].

(b) Local explanations via feature importance scores computed
with SHAP [118] and counterfactuals rules computed
with DiCE [119].

It is worth mentioning that there are numerous explainable AI
strategies available, but we have chosen not to do a comprehen-
sive review of all the possibilities as it is outside the scope of
this study. Likewise, in this Proof-of-Concept we refrain from
performing a quantitative or qualitative assessment of explain-
able AI techniques, while acknowledging their importance in
deployed AI systems [120].
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Fig. 2. SHAP local explanations for the student with 𝑖𝑑 = 367. G1 and G2 stand for the grade obtained in the first and second semester, respectively. Other acronyms are defined
as follows: absences = number of school absences, address = student’s home address type, age = student’s age, failures = number of past class failures, famrel = quality of family
relationships, famsup = family educational support, Fedu = father’s education, freetime = how much free time after school, goout = how often go out with friends, health = current
health status, Medu = mother’s education, paid = extra paid classes within the course subject, school = student’s school, school_reputation = school chosen by virtue of its reputation,
sex = student’s sex, and traveltime = home to school travel time.
A use case of AI4SPP

We exemplify the expected behavior of the AI4SPP tool by
showing its possible outputs when queried with respect to the
student with 𝑖𝑑 = 367. We assume that a teacher decides to
use AI4SPP to obtain a suggestion regarding the final grade
to assign to the selected student. This situation is particularly
critical since a mark below 10 would mean an unsuccessful
achievement, which consequently entails the repetition of the
school year. As described in Section 5.2, the teacher can query
the AI-system in the following three different modalities:

1. Prediction only. In this case, the system only returns
the point-estimate prediction of each class. In this spe-
cific case, both the binary and multiclass classifiers
predict that the student will fail (class 0), while the
regressor forecast the grade 8.

2. Predictions + probability estimates. The binary clas-
sifier predicts that the student will fail with 89% of
probability; the multiclass classifier predicts that that
he or she will fail with 75% of probability, while there
is 19% of chance that he or she will get the score E and
a 4% probability that he or she will get the score D.

3. Predictions + probability estimates + eXplanations.
In addition to the information described in the previous
points, in this case the AI-system also provides SHAP
local explanation as shown in Fig. 2. Both classification
models assign roughly the same importance score to the
grades G1 and G2, while the regressor largely relies on
G2 only. Among the few other features that negatively
impact the prediction, of a particular note is the long
travel time (between 30 min and 1 h) highlighted in
the binary case. The regressor assigned the highest im-
portance scores to the sex and age features, albeit small
in magnitude. This finding is significant as it indicates
that the black-box model may be utilizing sensitive
features to generate its prediction. In the absence of
any bias mitigation measures in the AI4SPP system, this
could potentially heighten the likelihood of discrimi-
nation when the system is accessed through either of
the two modalities described above, since they do not
provide any explanation. Additionally to feature impor-
tance explanations, AI4SPP employs DiCE to produce
counterfactual explanations that can be understood by
educators as actionable measures to enhance a student’s
school performance and possibly avoid an insufficient
final grade. For instance, as regards to the student taken
here as an example, DiCE suggested to increase the
weekly study time, but also, and most interestingly, to
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improve the current health status of the student.
5.3. Student performance prediction: evaluation of the AI-based tool

The results of the evaluation of the best fitted models for the three
predictive tasks are reported in Table 1 (binary and multiclass classifi-
cation) and Table 2 (regression). Based on such scores, we selected for
AI4SPP the following models:

1. Binary classification: Support Vector Machine for the prediction
of G3 (𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 0.950, 𝐹1-𝑠𝑐𝑜𝑟𝑒 = 0.946, 𝑅𝑂𝐶 − 𝐴𝑈𝐶 score=
0.996).

2. Multiclass classification: CatBoost for the prediction of G1
(𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 0.629, 𝐹1-score= 0.615, 𝑅𝑂𝐶-𝐴𝑈𝐶 score= 0.883),
Random Forest for G2 (𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 0.754, 𝐹1-score= 0.744, 𝑅𝑂𝐶-
𝐴𝑈𝐶 score= 0.947) and G3 (𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 0.835, 𝐹1-score= 0.827,
𝑅𝑂𝐶-𝐴𝑈𝐶 score= 0.977).

3. Regression: Random Forest for the prediction of G1 (𝑅𝑀𝑆𝐸 =
2.183, 𝑅2 = 0.290) and XGBoost for G2 (𝑅𝑀𝑆𝐸 = 1.468, 𝑅2 =
0.770) and G3 (𝑅𝑀𝑆𝐸 = 1.269, 𝑅2 = 0.851).

Overall, on the evaluation dataset the AI-system achieved a very high
accuracy and 𝐹1-score in the binary classification task, while a gradual
increase in performance from G1 to G2 can be observed in the regres-
sion and multiclass classification task. This suggests that particular care
should be taken when employing the AI-system at early stages of the
school year. The same trend, but with significantly lower performance,
can be observed on the test dataset corresponding to the mathematics
class, as reported in Table 3 and Table 4.

The reason for such an increase in performance can be easily
understood by analyzing global explanations. The findings indicate that
the black-box models that underlie AI4SPP are predominantly reliant
on the previous grades that have been assigned to the students. In
particular, the feature importance scores computed through impurity-
based, permutation and SHAP methods all reveal significant higher
values in correspondence to G1 for the prediction of G3 and in both G1
and G2 for the prediction of G3. Other features that all models identifies
as having high predictive value are the school chosen (suggesting that
one of the two school is either characterized by a lower educational
offer or its teachers are particularly tight on grades), the number of
previous failures and absences. Notably, the two sensitive features
encoded in the dataset (i.e., sex and age) were not scored to have
particularly high importance scores, suggesting that our AI-system does
not discriminate towards these protected groups, at least in this pilot
study.

6. Self-assessment of AI4SPP: the ALTAI cheklist

The ALTAI checklist has been employed as a guiding framework for
the development of AI4SPP. Additionally, a fundamental rights impact
assessment (FRIA) has also been conducted prior to utilizing the ALTAI
checklist [22]. In the paragraphs below, we describe the results of
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Table 1
Evaluation of the binary and multiclass classification models. In the latter case, the F1-score is computed as the macro-average of the per-class
F1-scores.

Model Binary classification Multiclass classification

G3 G1∗ G2 G3

Accuracy F1-score Accuracy F1-score Accuracy F1-score Accuracy F1-score

Logistic Regression 0.936 0.936 0.522 0.509 0.719 0.715 0.777 0.773
Random Forest 0.945 0.943 0.616 0.595 0.754 0.744 0.835 0.827
Support Vector Machine 0.950 0.946 0.549 0.543 0.696 0.692 0.810 0.805
K-Nearest Neighbors 0.927 0.919 0.634 0.588 0.728 0.711 0.814 0.803
CatBoost 0.941 0.938 0.629 0.615 0.746 0.737 0.810 0.802
XGBoost 0.941 0.938 0.594 0.583 0.701 0.692 0.806 0.800

∗ CatBoost model has been preferred over KNN as the best model for the multiclass prediction of G1 as it achieves both higher 𝐹1 and 𝑅𝑂𝐶-𝐴𝑈𝐶
scores.
a
o
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Table 2
Evaluation of the regression models.

Regression G1 G2 G3

Model RMSE 𝑅2 RMSE 𝑅2 RMSE 𝑅2

Linear Regression 2.291 0.217 1.509 0.757 1.271 0.851
Random Forest 2.183 0.290 1.819 0.647 1.635 0.753
Support Vector Regression 2.279 0.226 1.535 0.749 1.200 0.867
K-Nearest Neighbors 2.515 0.057 1.969 0.642 1.492 0.795
CatBoost 2.194 0.282 1.468 0.770 1.456 0.774
XGBoost 2.194 0.282 1.468 0.770 1.269 0.851

both the FRIA and ALTAI evaluation and also draw practical recom-
mendations that the AI-based system should consider when deployed
in real-world applications. This application of the ALTAI checklist
fosters semantic alignment, raises awareness, and promotes interdisci-
plinary training, thereby influencing the potential standardization of
skills and competencies necessary for AI compliance processes. The
checklist serves as a valuable self-assessment tool during the system’s
design phase, highlighting commonly overlooked weak points by AI
developers. However, it is important to note that the answers and
practical suggestions must be accompanied by a set of good practices,
which may initially appear as barriers to the unrestricted development
of AI technology. We argue that adopting a critical approach to AI
development is a societal goal, and we firmly believe that it can evolve
and accelerate over time without impeding the progress and openness
towards new technologies.

6.1. Fundamental rights (FRIA)

Both students and teachers have fundamental rights at stake, in-
cluding dignity, data protection for students, and work-life for teachers.
Our proposed system upholds these rights and aims to assist students
throughout their academic journey. However, it is essential for teach-
ers to use the system in an informed manner to prioritize the best
interests of the children. To ensure this, both teachers and students
should receive comprehensive training and information about the AI
system, including clear Terms & Conditions statements and dedicated
training sessions. Notably, during the initial phase of the AI system
development, we have intentionally chosen not to implement bias
mitigation techniques in the data processing phase, but instead adopted
XAI techniques to spot unfair behaviors [96]. This was done with
the aim of disclosing potential data bias, which is a recognized in-
dicator of historical societal inequalities. This decision aligns with
the overall framework, which emphasizes the importance of fostering
critical thinking skills among educators. By being aware of potential
discriminatory factors, teachers can gain a deeper understanding and
sensitivity towards these issues, thereby enabling them to identify and
address any inherent biases and take preventive measures. However, in
later phases of the AI system’s life cycle, the inclusion of bias mitigation
techniques may become necessary if mandated by school solicitations
or if supported by evidence of biased behavior.
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6.2. Human agency and oversight

AI4SPP is specifically designed to assist (but not replace) teachers
in grading students, a task that has a significant impact on the lives of
children. Therefore, it is crucial to address both excessive reliance and
complete distrust in the AI system through technical and organizational
measures. The design of the system is intended to promote critical
thinking among teachers during its utilization. Alongside providing
prior training to users, disclaimers are included to describe the quality
of the output generated by the system. These may include the accuracy
of the predictive model, or the ranking of the available features with
respect to their predictive importance. The role of human empower-
ment is crucial in ensuring proper usage of the system. In AI4SPP the
machine’s self-learning process is supplemented by additional expla-
nations of the model’s outcomes, which enhance trust calibration and
enable more informed human oversight. The appointment of a desig-
nated external person or body charged with monitoring and reporting
teachers’ feedback to the development team can make a substantial
contribution to the continuous enhancement of the AI system. This
figure could also engage with students to gather their opinions on the
use of the AI4SPP tool. Additionally, implementing a peer evaluation
system among teachers could help identify potential issues or areas of
concern. Both teachers and the external representative could serve as a
‘‘human stop-button’’ to address any problematic usage of the system.

6.3. Technical robustness and safety

With respect to safety to ensure the protection of sensitive data
throughout the different phases of our system’s life cycle, compliance
with the EU Cyber-Security Act [121] is essential, regardless of where
the data is stored (e.g., internally within the school or with the AI
developers). Before launching any development, it is imperative for
the school and the development team to engage in discussions and
reach agreement on the implementation of data protection-by-design
and data protection-by-default safeguards (GDPR Article 25, [122]). In
this regard, it is crucial to prioritize the analysis of security measures,
as privacy cannot be ensured without adequate security measures in
place.

In light of the potential consequences of adopting AI recommenda-
tions generated via underperforming models, we enhanced the tech-
nical robustness of AI4SPP by giving the end-user the possibility of
further analyzing the performance of each single prediction, both in
terms of predictive probabilities (i.e., what was the probability assigned by
the model to the predicted outcome?), and of local explanation (i.e., which
ttributes mostly determined the predicted outcome?). Furthermore, in
rder to assess the extent to which our system can be applied to
ifferent contexts, we conducted grade predictions for a discipline
specifically, mathematics) that was distinct from the one utilized
uring training (namely, Portuguese language). Our findings indicated
notable reduction in predictive accuracy, which suggests that the
eneralizability of AI4SPP may be limited. Through the promotion of
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Table 3
Performance of the final model on the test dataset of mathematics class (binary and multiclass classification tasks).

Task Period Accuracy 𝐹1-score (macro) 𝐹1-score (weighted) ROC-AUC score (macro)

Binary classification G3 0.82 0.78 0.81 0.90
Multiclass classification G1 0.27 0.27 0.29 0.62
Multiclass classification G2 0.46 0.35 0.47 0.84
Multiclass classification G3 0.53 0.48 0.52 0.91
Table 4
Performance of the final model on the test dataset of
mathematics class (regression task).

Task Period RMSE 𝑅2

Regression G1 2.96 0.20
Regression G2 2.08 0.69
Regression G3 2.14 0.78

open science principles, we have made the source code of our Proof-
of-Concept publicly available. Moreover, we guarantee reproducibility
and transparency by providing comprehensive documentation and ver-
sion management using Git. The source code can be found at: https:
//github.com/andreafedele/student-performance.

Finally, we note that improving data quality over time is crucial.
In the initial release, historical data from students within the same
school can be used for training. However, subsequent system updates
should incorporate real-time data from enrolled students, which can
be given higher importance through appropriate fine-tuning of model
parameters. Deployment processes should include fallback plans, such
as distributed recurrent backups of the AI system and its state. Further-
more, comprehensive testing should be conducted to ensure accurate
communication of the system’s performance to end-users.

6.4. Privacy and data governance

The AI-assessment concerning privacy and data governance encom-
passes all activities related to GDPR compliance. For detailed informa-
tion on this topic, please refer to paragraph 3.3. In our specific context,
we classify the school as the data controller, the AI-developers as the
data processor, and the students as the data subjects. The legal basis
for data processing through the tool is obtained through consent from
the individuals responsible for each student (GDPR Article 6(1)(a)).
It is important to pay a particular attention to special categories of
personal data (GDPR Article 9(1)), for which specific consent should
be obtained. Our AI system functions as an automated decision-making
system governed by Article 22 of GDPR, thus posing a high risk to
the rights and freedoms of individuals. For this reason, a compre-
hensive data protection impact assessment should be conducted in
accordance with GDPR Article 35, and the school should designate
a Data Protection Officer (DPO) as required by GDPR Article 37. It
is crucial to implement technical and organizational measures that
enable individuals to exercise their rights once they have given consent,
including the right to withdraw consent (GDPR Article 7(3)), the right
to object (GDPR Article 21), and the right to be forgotten (GDPR
Article 17). These training activities can be conducted annually or more
frequently, potentially by the same external representative mentioned
earlier in the discussion about Human Agency and Oversight. The data
controller should also implement appropriate technical and organiza-
tional measures, such as encryption, pseudonymization, aggregation,
anonymization, and minimization, to achieve data protection by design
and default (GDPR Article 25). These measures are essential to prevent
re-identification of data subjects. For instance, differential privacy algo-
rithms can be utilized to facilitate secure information sharing without
disclosing private information (e.g., sensitive attributes) of individu-
als whose data is stored in the database [123]. The data controller
has access to non-protected data and is responsible for performing
the aforementioned activities, as well as communicating the resulting
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protected data to the data processor. The data processor processes
the protected data using the AI solution and communicates back the
(protected) results to the data controller. It is important to note that
the data controller is the only entity holding the encrypted function
that maps the outcomes of the AI system for each individual to the
corresponding real data subjects. Additionally, the data controller and
data processor have access to separate servers and data repositories.

6.5. Transparency

During the pre-processing phase in the training stage, the input data
is assessed, which involves quantifying missing values and detecting
erroneous, incorrect, or inaccurate data in the specified format. It is
crucial to emphasize that this pre-processing stage must be carried
out during each system update, usually on an annual basis, when new
data is utilized for additional refinement steps. During inference time,
data quality is also assessed using standard procedures, ensuring that
prediction scores fall within expected ranges. Logging procedures are
implemented to record the recommendations provided by the AI sys-
tem, while explainable AI techniques enable traceability of the logical
steps taken by the AI system. Our AI system offers end users the ability
to access both the output probability scores and explanations for each
grade prediction. To encourage critical usage, users can choose the level
of information they wish to obtain from the AI system, ranging from
output alone to output with confidence scores and explanations.

Prior to using the AI system, it is crucial for end-users to un-
dergo training that enables them to understand the recommendations
provided. Users should be provided with appropriate technical docu-
mentation, training materials and disclaimers, ensuring they are well-
prepared to use the AI system effectively. It is recommended to conduct
follow-up sessions periodically to gather feedback from teachers re-
garding their preferences for different types of outputs, especially with
respect to the quality of explanations. This feedback can contribute to
ongoing research efforts aimed at assessing the significance of explana-
tions in hybrid decision-making processes. Additionally, the feedback
obtained from these follow-up training sessions can be used to enhance
the quality of disclaimers and explanations, both in terms of their
content and graphical interface.

6.6. Diversity, non-discrimination, and fairness

Continuous assessment and monitoring of sensitive features within
the dataset should be conducted at various stages throughout the life-
cycle of the AI system. This analysis should not be limited to the initial
stages but should be performed regularly, such as on an annual basis
during the fine-tuning process. By conducting descriptive analysis of
sensitive features, potential biases or discriminatory patterns can be
identified and addressed, ensuring fairness in the AI system’s outcomes.
This ongoing monitoring helps maintain accountability and enables
necessary adjustments to be made to mitigate any potential adverse
impacts on individuals or specific groups. It promotes transparency and
ensures that the AI system operates in a manner that upholds ethical
standards and respects the rights of the individuals involved.

During the preliminary development stage, bias mitigation tech-
niques are not initially implemented. However, as already mentioned
in the discussion about Human Agency and Oversight, this ‘‘flaw’’ can
serve two important purposes: (1) it can bring attention to existing
biases and contribute to societal change by highlighting the need for

https://github.com/andreafedele/student-performance
https://github.com/andreafedele/student-performance
https://github.com/andreafedele/student-performance
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fairness, and (2) it allows for the monitoring of potential algorithmic
biases that may arise as a result of incorporating teacher scores in
subsequent versions of the system. If the system reveals significant
data or algorithmic biases, appropriate measures for bias mitigation
should be implemented. Explanations provided by the system can serve
as a useful tool for identifying issues related to bias, discrimination,
or poor performance. Additionally, it is essential to conduct further
comparisons to evaluate the significance of sensitive features in model
performance. If certain features do not contribute significantly to over-
all performance, they should be abandoned or no longer collected,
thereby reducing the risk of biased outcomes. Lastly, prior to finalizing
the design of the AI system, conducting a survey to understand the
current status of school systems and gather insights about special needs
from potential end-users can ensure that the AI system is accessible to
all without discrimination. This survey helps promote inclusivity and
fairness in system implementation.

6.7. Societal and environmental well-being

AI tools can be limited by the substantial hardware and computa-
tional power required, particularly during the training process of deep
learning models. Additional expenses such as GPUs, cloud services, and
hardware may arise as a result. Despite these limitations, utilizing a
tool with these characteristics can yield significant beneficial results for
society. It aids in the detection of patterns and risk indicators, facilitat-
ing personalized interventions and fostering improved teacher–student
relationships. By enabling proactive interventions for students at risk
of school failures and increasing awareness of factors influencing low
performance, the tool contributes to overall educational enhancement.
Its implementation also encourages introspection within the teaching
community, leading to the adoption of measures to address biases
within the school environment. However, caution must be exercised
to avoid over-reliance on AI systems and potential human deskilling.
Prioritizing reproducibility, transparency, and explainability in our
system represents the direction in which AI development should strive.

In order to mitigate energy consumption without significantly com-
promising performance, specific technical methods can be implemented.
In our case study, extending the training phase without relying on GPUs
is unlikely to impact the requirements of the school. Indeed, given the
tabular nature of the data and the tool’s usage, teachers should just
anticipate slight delays when querying the AI system on traditional
CPUs.

6.8. Accountability

The implemented measures of reproducibility, traceability, and ex-
plainability in our AI system enhance its auditability. These design
features should be upheld by the data controller and made avail-
able to external auditors upon request. Additionally, developers can
utilize these auditing techniques as debugging tools to enhance the
performance and quality of the AI system. The data controller should
establish an AI ethics review board within the school, consisting of
referees with expertise in technology and AI ethics. This board is
responsible for monitoring and evaluating the AI system’s compliance
with ALTAI principles. It should also engage in ongoing discussions
regarding accountability and ethical practices, and serve as a point of
contact for external parties, including whistle-blowers, NGOs, and trade
unions, who raise valid concerns about the AI system. If adverse effects
on data subjects are reported, the AI ethics review board must promptly
notify the data controller and data processor, urging them to rectify
the system’s functioning. Simultaneously, the board should inform
end users about the issue to prevent its recurrence and protect other
data subjects. Regular communication between the data processor and
controller is crucial for assessing the AI system’s behavior regarding risk
management and ensuring vulnerability protection. End users should
receive comprehensive training on risk awareness before deploying the
AI system, and follow-up training sessions should address potential
15

negative impacts and the relevant legal framework. n
7. Conclusive remarks

The present work utilized the ALTAI checklist to assess an AI
application designed for the educational domain. Specifically, the tool
in question was intended to facilitate the timely detection of learning
failure in schools, with the ultimate goal of implementing appropriate
interventions. Our study adopted an interdisciplinary method, em-
phasizing the significance of a mixed knowledge background for the
development of human-centered AI. We advocate maintaining this
approach throughout the entire life cycle of such AI applications,
particularly when operating in sensitive contexts. While conducting
the ALTAI self-assessment, a number of technical and organizational
measures emerged as being essential factors in the development of an
AI system that manages data pertaining to vulnerable subjects. For
instance, it is crucial to correctly identify the roles of the data controller
and data processor, not only for GDPR accountability but also for
technical reasons. Defining who will collect, maintain, and anonymize
the data must be specified prior to the development of the AI tool.
We propose assigning these tasks to the school or a representative
after appropriate training. Additionally, AI developers and data proces-
sors should work with anonymized data on dedicated servers separate
from the school’s infrastructure. We recommend establishing a school-
internal ethical review board to monitor the AI system’s compliance
with ALTAI principles throughout its life cycle. This board should foster
critical thinking among teachers and students regarding accountability
and ethical practices, and serve as a point of contact for external audi-
tors who can provide feedback to the development team. We emphasize
the crucial role of teachers’ training in ensuring the success of the
platform. Teachers should engage in critical thinking before and during
system usage. Clear and easily understandable explanations of model
decisions and model output confidence are essential, with opportunities
for improvement based on feedback from external representatives and
the development team. In conclusion, it is important to clarify that the
aim of this study was not to suggest the most optimal AI tool as a
readily available product, but rather to develop and analyze a Proof-of-
Concept of an AI-driven solution that may potentially be implemented
in a vulnerable setting.

At the time of writing, the AI Act has not yet been adopted, so our
goal was to offer a methodology for creating an AI system operating
in a vulnerable context that can highlight and subsequently meet the
ethical and legal requirements. To this end, our study made use of the
ALTAI checklist, which, with its seven requirements, largely formed the
basis for the drafting of the AI Act, thus attempting to mitigate the risks
and serious concerns about the use of AI in education (i.e., privacy,
surveillance, autonomy, bias, and discrimination). According to the AI
Act, in order to be placed on the EU market, a high-risk system, such as
one used in education, must comply with a whole series of obligations
that indirectly echo the ALTAI ethical guidelines. For instance, for
high-risk AI systems the Fundamental Rights Impact Assessment was in-
roduced by the European Parliament at Article 29a; Human Agency and
uman Oversight are laid down in Article 14; Technical Robustness and
afety are provided for in Article 15; Privacy and Data Governance are
ainly prescribed in Article 10; Transparency (also to achieve Diversity,
on-Discrimination and Fairness) is laid down in Articles 11, 12, 13;
ocial and Environmental Well-being is reported in numerous Recital
especially after the parliamentary amendments). Finally, Accountabil-
ty is codified in Article 9 which – together with the Transparency
rovisions mentioned – at most constitutes a fil rouge that binds all
he requirements of Chapter 2. Therefore, once the AI Act is passed
nd enters into force developers and deployers will mainly follow the
equirements therein, and the ALTAI checklist will at most constitute an
uxiliary interdisciplinary ethical-legal support methodology capable of
omplementing regulatory obligations and the interpretation given by

ational and European courts.
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