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[8] Piero Lafiosca, Sara Gómez, Tommaso Giovannini, and Chiara
Cappelli. Absorption properties of large complex molecular systems:
The DFTB/Fluctuating Charge approach. J. Chem. Theory Comput.,
18(3):1765–1779, 2022. doi: 10.1021/acs.jctc.1c01066. URL https:

//doi.org/10.1021/acs.jctc.1c01066.

iii

https://doi.org/10.1021/acsphyschemau.2c00050
http://dx.doi.org/10.1039/C9CP05420K
http://dx.doi.org/10.1039/C9CP05420K
https://www.mdpi.com/1420-3049/27/2/442
https://www.sciencedirect.com/science/article/pii/S0167732221025666
https://www.sciencedirect.com/science/article/pii/S0167732221025666
https://doi.org/10.1021/acs.jpclett.2c01277
https://doi.org/10.1021/acs.jpcb.9b09705
https://doi.org/10.1021/acs.jpcb.1c06766
https://doi.org/10.1021/acs.jctc.1c01066
https://doi.org/10.1021/acs.jctc.1c01066
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[10] Natalia Rojas-Valencia, Sara Gómez, Tommaso Giovannini, Chiara Cappelli,
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[17] Alejandro Arias, Sara Gómez, Natalia Rojas-Valencia, Francisco Núñez-
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The thesis is structured into seven main chapters. Chapter 1 provides the overview
and the motivation behind the creation of a computational protocol for
investigating complex systems. Chapter 2 explains the steps of the protocol,
including a brief theoretical background of embedding approaches and the spectral
signatures studied. Chapter 3 gives a summary of the key scientific findings from
the author’s publications addressed in the thesis. Applications of the protocol to
systems in aqueous solution, inserted in cell membranes and intercalated into DNA
are described in Chapters 4, 5 and 6, respectively. Finally, Chapter 7 draws some
conclusions and future perspectives of the work.
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Abstract

This Thesis focuses on developing and applying protocols, based on multiscale
Quantum Mechanics/Molecular Mechanics (QM/MM) simulations, for studying
systems in complex environments, with a special emphasis on spectroscopic and
molecular response properties. When the systems are embedded in aqueous
environments, the atomistic mutually polarizable QM/Fluctuating Charges (FQ)
and QM/Fluctuating Charges and Fluctuating Dipoles (FQFµ) embedding
schemes are applied to the calculation of Ultraviolet/visible (UV-Vis), Raman, and
Resonance Raman (RR) spectra. Biologically important molecules, like small
amides, small peptides, and a series of common drugs covering xanthines (caffeine,
and others), and anionic Ibuprofen and Naproxen, are part of the test cases.

As an extension of the designed protocols, a novel strategy to study the nature of
the interactions taking place in complex environments is proposed. The method,
similar to that used in the modeling of spectroscopies, is based on the extraction of
multiple configurations from Molecular Dynamics (MD) trajectories and then
computing quantum mechanical descriptors, as those derived from Natural Bond
Orbitals (NBO), Quantum Theory of Atoms in Molecules (QTAIM), and
Non-covalent interaction (NCI) formalisms. The procedure is applied to the
analysis of the evolution of intermolecular interactions during the insertion of
non-steroidal anti-inflammatory drugs, namely anionic Ibuprofen and Naproxen,
into model cell membranes. QM/MM-based UV-Vis absorption spectra of both
drugs are also modeled as a function of their position from the purely aqueous
phase to the approximate center of the membrane. The reasons for the small
changes in experimental UV-Vis spectra are then revealed.

A further extension of the model to deal with electronic and vibrational
spectroscopies of targets embedded in other large biomolecular environments is
developed and applied to the intercalation complex between Doxorubicin (DOX), a
well-known anticancer drug, and DNA. The coupling between the Density
Functional Tight Binding (DFTB) approach and the FQ approach is tested to
simulate UV-Vis spectra, and innovative methodologies to compute normal modes
are presented.

To demonstrate the reliability of the developed protocols, the versatile
methodology is validated by comparison with experimental data. The excellent
agreement attained makes it possible to confidently use our simulations to
interpret/predict properties and spectra of complex biosystems.

1



Chapter 1

Introduction

Accounting for environmental effects when modeling system properties has been
considered a challenge for years, especially in the spectroscopic field.22–25 Different
computational protocols have been developed to accurately describe both the
chromophore’s response to the light and the perturbation provided by its
surrounding medium. Most of them belong to the family of the so-called focused
models,22,26,27 in which the system is usually divided into two portions: the target,
which inherits the measured property, generally described at the QM level, and the
environment, often treated by means of classical physics to reduce the overall
computational cost.26,28–32 If an atomistic description of the embedding is retained,
MM Force Field (FF)s are exploited in the resulting QM/MM approaches.28,33

QM/MM schemes differ from each other in how they describe the interaction
between the target fragment and the environment. This interaction might be
restricted to electrostatics (including polarization) or might also contain other
contributing forces of quantum nature, like Pauli repulsion and dispersion.33 For
instance, in the Electrostatic Embedding (EE)34,35 method, the environment
charge distribution is included as point charges in the QM Hamiltonian, whereas in
the Polarizable Embedding (PE)36–38 approaches the mutual polarization between
the two regions is taken into account, thus providing the most physically consistent
picture of the interacting system.

There are various techniques to simulate the mutual polarization between the
quantum region and the surroundings. Modeling the polarization via the
induced-dipole model is the strategy exploited in the Polarizable Embedding
model36, the Effective Fragment Potential (EFP) models39–41 and in
QM/AMOEBA42. In contrast, QM/FQ25 and QM/FQFµ,43 use the
electronegativity equalization principle to allow variations in the charges (or in
both charges and dipoles) assigned to MM atoms. In this thesis, the focus is on
QM/FQ and QM/FQFµ approaches.

Many of the reported methodologies to perform hybrid, polarizable QM/MM
calculations can be summarized by a series of steps that start with a
configurational sampling, and from this, a number of structures are retrieved and
used in subsequent quantum-classical calculations.22,37,44–47 When the embedded
system under investigation is represented by a solvated molecule, the partitioning
between the QM and MM portions is generally straightforward since non-covalent
bonds are established between the chromophore (the solute) and the solvent. For
such systems, well-established and robust computational protocols have been
developed in recent years22,44,45 and QM/FQ and QM/FQFµ models have been
proven to be particularly successful for simulating standard spectroscopies22 and
more challenging spectroscopies, such as RR of molecules in aqueous solutions. In

2



this respect, a protocol to interpret and reliably predict RR spectra of molecules in
solution was developed and applied to diverse systems3–5 as part of this thesis.

Resonance Raman and especially UVRR has a very large potential to unveil the
structural and electronic properties of systems embedded in different
environments. RR provides selectivity and sensitivity through the enhancement of
certain vibrations associated with particular chromophores when the incident
wavelength is tuned to match a specific electronic transition of the system.24,48

Experimentally, many biological systems are studied by using this technique.
However, the modeling of such spectroscopy is far from trivial for molecules in
solution4,49–51 and becomes almost prohibitively expensive for
medium-to-large-sized targets embedded in more complex environments.

Given the combined nature of the RR signal, electronic and vibrational effects
must be included in the model when computing the property in any environment.
Indeed, the calculation of the UV-Vis spectrum is a prerequisite of any RR
simulation, because the identification of the transition to which the resonance
occurs is made possible by the analysis of the electronic excited states, and the
selection of the excitation energy is enabled by comparing calculated and
experimental spectra. In addition, it is well known that the ingredients of those
spectroscopies, namely, electronic transitions, normal modes, and polarizabilities
are all influenced by the environment.1,50

As mentioned before, for systems in solution, basically all kinds of spectroscopies
have been covered in recently reported protocols4,22 but when it comes to complex
environments such as proteins, DNA, and membranes, simulations usually focus on
electronic spectroscopies52,53 and just a few reports consider vibrational
properties54–56. Clearly, the current methods for isolated or solvated molecules
must be modified if the system complexity grows (for example, for heterogeneous
systems) in order to adequately cover the new aspects and interactions. As a
matter of fact, it is possible to investigate in detail the fundamental interactions,
at the molecular level, that take place between the target and its surroundings
adopting the common practice of subjecting individual configurations afforded by
MD simulations to quantum mechanical analysis.6

Although the environment’s polarization is not taken into consideration by the EE,
it is nevertheless helpful in many situations, as long as the methodology can be
validated and the results are in agreement with experimental reports. In fact, in
some cases, the less accurate, but computationally inexpensive EE permits a good
reproduction of spectral measurements and together with quantum mechanical
descriptors of bonding help to provide explanations of experimental behaviors.10

UV-Vis of drugs inserting into membranes10 and UV-Vis and subsequent RR of
drugs intercalated into DNA9 are examples where the EE scheme is generally
accurate.

Going back to RR simulations, it is well known that the computation of normal
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modes is one of the key components. Since in the sequential classical7→QM
approaches, the sampling is often obtained through MD simulations, most of the
configurations would mimic a situation out-of-equilibrium (in terms of quantum
mechanics) and any vibrational analysis could give rise to imaginary frequencies,
representing oscillations around an equilibrium position. The alternative solution
of refining the geometry of the snapshots through partial optimizations, in other
words optimizing the quantum region via QM/MM methods while keeping the
environment frozen (Partial Hessian Vibrational Approach (PHVA)), could have a
negative effect on the dynamics/conformations of the quantum region. Also, the
acquisition of the harmonic modes is time-consuming, and dealing with large
systems implies including hundreds of vibrations in the calculation of the final
spectra. The development of a protocol to calculate RR spectroscopies of complex
systems, by proposing a series of strategies to compute the normal modes aiming
at circumventing, on one hand, the partial optimization of the structures sampled
through MD runs, and on the other hand, the cost of performing vibrational
analysis on each configuration, is also part of this thesis.

Finally, it is clear that the methodologies are flexible and thus suitable for
promising applications to complex biosystems. The general protocol is discussed in
Chapter 2 as well as the theoretical basis of the FQ models and their extension to
spectral signals under investigation. Then, the practical performance of the
different variants of the protocol when calculating the properties of diverse systems
is illustrated. Systems in solution are discussed in Chapter 4 and are the topics of
the Perspective1, and Papers 2, 3, 4, 5. In particular, the perspective lists the key
physicochemical factors that must be taken into account while developing a
reliable method to describe the absorption properties of solvated systems. Hence,
it is important to pay special attention to dynamical elements and strong
solute-solvent interactions, in order to accurately represent the intricacies of the
solvation phenomena. Notwithstanding, all those elements permeate other
spectroscopies and must be integrated into protocols for the simulation not only of
absorption properties but also of RR spectroscopies. Chapter 5 shows how the
combination of QM descriptors (calculated in complex systems6,7) and spectra
(Paper 10) allows elucidating the root causes of experimental behaviors, such as
negligible changes in UV-Vis spectra of drugs when going from aqueous solution to
the aqueous lipidic environment. The extension of the atomistic multiscale
computational protocol to more complex systems, such as chromophores embedded
in biological matrices is discussed in Chapter 6. Doxorubicin, a widely used
chemotherapy agent, intercalated into DNA (Papers 8,9) was chosen as a test case.
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Chapter 2

Protocol for studying systems in
complex environments

Understanding spectroscopic signatures of chromophores in complex environments
always constitutes an enormous challenge that can be aided by computational
chemistry. We have developed a multiscale protocol based on both polarizable and
non-polarizable QM/MM approaches, primarily for the calculation of electronic
absorption and RR spectroscopies of systems embedded in environments ranging
from aqueous solution to DNA. For systems dissolved in water, we exploited the
potentialities of the polarizable QM/FQ model, while for probes intercalated into
DNA we used fixed charges in the MM region.

This chapter contains a brief outline of the steps involved in the workflow of a
QM/MM spectral calculation, specifically oriented to UV-Vis and RR
spectroscopies. It applies to the study of systems ranging from small solute-solvent
to large, biologically relevant systems, such as proteins and membranes.

The protocol is quite versatile and there is a number of computational choices also
named parameters that need to be carefully evaluated and selected in each one of
the following steps (see Figure 2.1), to ensure the quality of the final results:

(i) Definition of the QM/MM system

(ii) Conformational/Configurational Sampling

(iii) Extraction of structures

(iv) QM/MM calculations of the spectral property/signal

(v) Analysis and refinement

In the next sections, each step is discussed.
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Definition of the QM/MM system 2.1

Figure 2.1. Flowchart of the computational protocol

2.1. Definition of the QM/MM system

Due to the prohibitively high computational cost associated with an entire QM
treatment when simulating a spectral property of a complex system, keeping a
fully atomistic description of the environment implies the necessity of using a
hybrid QM/MM approach (see Section 2.4.1). Prior to the generation of
configurations and before any calculations are carried out, the system must be
defined, demarcating the QM (generally the solute/chromophore) and MM (most
often the solvent/environment) portions, the first being responsible for the spectral
response. This definition is system- and property-dependent and is useful in the
subsequent steps, for instance in the parametrization of the force field previous to
MD runs (see Section 2.2). Figure 2.2a shows how the regions for target and
environment are chosen in the systems under investigation.
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Molecular Dynamics as a tool for sampling 2.2

a)
NAGMA/Water Ibu−/Lipids&Water DOX&DNA/Water

b)

Figure 2.2. Schematic representation of the different systems studied in this thesis: NAGMA,
a dipeptide in aqueous solution5, anionic Ibuprofen inserted in a model cell membrane6,10 and
Doxorubicin intercalated into DNA.8,9 a) Example of a complete snapshot extracted from MD
runs. b) Cut snapshot (see the shaded area in panel a)) maintaining the environment molecules
that are expected to establish strong and specific interactions with the target.

2.2. Molecular Dynamics as a tool for sampling

Including environmental effects within the modeling of spectroscopic properties is
a critical task since spectral measurements are often conducted on non-isolated
chemical systems. The primary goal of this step is to explore the phase space of
the target-environment system in order to obtain diverse arrangements or the
so-called configurations in which final spectra are calculated. The choice of a
proper sampling strategy is crucial for the success of the protocol since it
influences the remaining steps. There is a large variety of methodologies,
employing both classical and quantum mechanics,57 that are useful to sample
conformations/configurations of systems in solution and in more complex
environments. Among the most used techniques are conformer generators,
stochastic and genetic algorithms, Molecular Docking, Monte-Carlo and MD
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Figure 2.3. MD workflow adapted from Ref. 68 taking as an example the steps to follow in the
GROMACS program.

simulations.58–64 Indeed, MD simulations are well-established sampling strategies
in the literature. Next, a concise description of MD simulations is presented but
for a more complete discussion, the reader is referred to some of the extensive
explanations from the existing literature.57,65–67

MD simulation is a method for studying how atoms and molecules move, behave
and interact over a period of time, thus providing a view of the dynamic evolution
of the system. It is based on Newtonian mechanics by interatomic potentials or
molecular mechanics FF. The latter can be seen as a combination of two
components: (i) a set of equations used to generate the potential energies and their
derivatives, which ultimately lead to molecular forces, and (2) suitable parameters
that are used in this set of equations. Such parameters define the atoms/residues,
and their masses, charges, types, etc., involved in a system under study. FFs also
contain bonded and nonbonded parameters related to bonded and nonbonded
interactions.

Regardless of the system, the MD simulation procedure requires a series of steps,
illustrated in Figure 2.3: preparation of necessary material, setting up, simulation,
and data analysis or post-processing. What is own of each system is the
availability of atomic coordinates since not each initial molecular configuration can
be found in a database like the Protein Data Bank (PDB) website.69,70 In that
case, researchers have to build up the geometric information of the molecules of
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interest using diverse computational packages and make sure about their reliability
and validity. For instance, most of the compounds studied in the works of this
thesis are non-standard ligands, then early modeling of the lowest-energy
conformers and pretreatment of the molecular files was needed.

The second big step involves the setting up of the simulation. Molecules and atoms
are endowed with a FF and according to the selection, the topology –molecular
description– is constructed. Plenty of FFs are available in the literature71 varying
in the scope of their application: AMBER, GAFF, GROMOS, OPLS, CHARMM,
UFF, MMFF, ReaxFF, MARTINI, among others, form the group of the most
widely used. Keeping in mind the ultimate goal of the protocol which is the
spectral calculation, the choice of the FF is a critical part since the combination of
classical MD simulations and quantum-chemical calculations could lead to the
so-called “geometry mismatch” problem.72–78 The inconsistency arises from the
fact that structures derived from general available FFs could be unreliable for
subsequent embedding calculations, thus influencing the accuracy and the final
shape of the spectra. To overcome this drawback, the use of tailored FFs
(reparametrized so that they reproduce the QM description) has been
proposed.79–82 Once the FF has been chosen and/or adapted, the simulation box is
built up and solvent molecules and counterions are added to neutralize the system.
At this point, Periodic Boundary Conditions (PBC) are often induced to mimic a
large (infinite) system by treating a relatively small part of it in a unit cell, thus
maintaining the number of particles in the simulation system and eliminating
boundary effects.83

Afterward, the central piece of the MD method comes into play. In the simulation
step, the parameters for running the MD stages should be adjusted properly
according to the simulation’s purposes. Stages encompass an energy minimization
with the goal of excluding unreasonable contacts (e.g. solvent clashes) from the
system, a pre-balancing or equilibration stage for a short time scale (about 1 ns) of
the system via NPT or NVT ensembles, and finally a production stage under
specified conditions. The repeated (n steps) acquisition of the calculated forces,
which are then used to solve Newton’s laws of motion through numerical
integration, is at the heart of the simulation. In each cycle of the process, positions
and velocities are updated and the potential energy is recalculated. In this way,
the outcome of an MD simulation is a trajectory that describes the variation in
time of position, velocities, and energies of a system. The post-processing step is
devoted to analyzing the results: H-bonding, number of contacts, binding energies,
etc.

In the context of computational spectroscopy, MD gives the conformational,
functional, and dynamic changes of target–environment systems under different
conditions (e.g. P, T), desirably those used in the experiments. To meet the
conditions of a good statistical description of the experimental system, a large
number of simulations (also named replicas) could be required. Thus, it is advised
to change MD starting points (for instance test different orientations) and perform
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extra runs. MD simulations of the systems studied in this thesis are performed at
the purely classical level and by imposing PBC on cubic boxes. However, it is
worth mentioning that MD simulations are totally flexible and can use either QM
or MM, or a mixture of both to calculate forces, a feature leading to ab initio or
combined QM/MM MD.57,84–86 As a matter of fact, those alternative MD
simulations are other ways to circumvent the problem with the FF choice,
mentioned above. Still, the associated computational cost can be a limitation for
many systems.

In addition, apart from the classical all-atom MD simulation, other methods have
been proposed, among them, coarse-grained (CG) MD simulation87–90, steered MD
simulation91–94, and accelerated (AC) MD simulations83 that include essential
dynamics95, replica exchange MD simulation96,97, hyperdynamics98,99,
metadynamics100,101, and temperature-accelerated dynamics.102 Notice that the
simulation can be performed via different programs according to the purpose.

To conclude, subsequent QM/MM calculations (step iv of the protocol, section
2.4.1) are regularly performed on structures extracted from MD trajectories, but
the procedure can also be extended to configurations resulting from other sampling
strategies.15

2.2.1. Description of the nature of the interactions

After running the production stage of an MD simulation, the result at hand is a
trajectory made out of multiple configurations. To analyze target↔environment
interactions and also help in the definition of the boundaries to calculate spectral
properties in the QM/MM framework, the pair correlation functions, g(r), are very
useful. The general gtarget−environment(r) between the target’s center of mass and the
centers of mass of all the solvent/environment molecules included in the simulation
box or the specific atomic gX−Y(r) (X=hetero-atoms O, N, S, etc or H in the
target, Y= atoms from the environment, e.g. water protons or water oxygen
atoms), pair correlation functions can be plotted, and from them, the closest
interaction between solute and solvent atoms can be extracted. Overall, hydrogen
bonds are found to be the most stabilizing interactions in the different
environments, but in no-water solutions, more complex contacts emerge. A g(r)
makes evident how a solvent or an environment is structured in different shells or
layers. Also, from its asymptotic value (plateau), it is possible to choose a cutting
distance to make sure that all the most interacting surrounding molecules are
included in the QM/MM scheme to compute the property of interest.

Another advantage of the MD trajectories is that they can recover bulk properties
of systems. Therefore, based on the quantum mechanics postulate that says that
macroscopic properties are the statistical averages of microstates, it could be
argued that taking snapshots from an equilibrated MD is a proper procedure to
analyze the quantum interactions responsible for intermolecular bonding and in
turn, for several effects on the spectral properties.
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Together with the pair correlation functions, a number of descriptors of chemical
bonding derived from the QTAIM, from the NCI, and from NBO methods, can be
computed to identify and characterized the main interactions. Table 2.1 provides a
summary of the standard set of global and local descriptors that have been used in
the thesis and how they are related to bonding. For rigorous theoretical
developments of the corresponding formalisms, the interested reader is referred to
Refs. 103–115. As for the software, the analysis of the hydration patterns is carried
out with either the GROMACS116 package, TRAVIS117,118, MDAnalysis119,120 or
VMD121 tools, whereas intermolecular interactions are dissected with a
combination of different codes, namely, AIMall122, NBO123, and NCIPLOT124.

2.3. Extraction of structures

Once the target-environment phase space is explored, a number of snapshots are
extracted and used for the following quantum-classical calculations. Snapshots are
always chosen from the last nanoseconds of the MD production runs, with a large
enough separation in time to ensure uncorrelated conformations. The choice of the
size and number of snapshots is not univocal. Therefore, it is always recommended
to check the convergence of the spectra obtained as varying both the size of the
environment and the number of configurations in a reasonable range.

Concerning the size of the configuration, a good suggestion is to investigate the
pair correlation functions (see Section 2.2.1) in order to determine to what extent
the target “feels” more strongly the surrounding environment. For solute-solvent
systems, snapshots are often cut in sphere-shaped droplets and a radius from 10 to
20 Å has been demonstrated as a good choice, yet subjected to the system size.129

Undoubtedly, other cuts can be also done for example following the shape of the
target, as long as the configuration can account for the local and specific
interactions with the neighbor molecules. Final cut snapshots of the systems
examined in this thesis are displayed in Figure 2.2b).

As for the convergence of the final spectra, it always depends on the desired
property/spectroscopy as well as on the system’s degrees of freedom. In the case of
electronic absorption2 and RR spectra4, just a few hundred snapshots have proven
to give excellent results, but properties such as Electronic Circular Dichroism
(ECD) may require a larger number20.

Furthermore, the computational sample can be also prepared by retrieving just
some representative structures. For that purpose, procedures and algorithms
grouping together snapshots based on their structural characteristics are beneficial.
The GROMOS clustering method proposed in Ref. 130 to group microstates
falling within a structural Root Mean Square Deviation (RMSD) has been one of
the most widespread tools. The number of members in each family group defines
its relative weight. The central structure of each cluster, that one having the
smallest average RMSD from all other structures of the cluster, is taken as the
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Table 2.1. Inventory of QTAIM, NBO, NCI derived descriptors of bonding used in different
works along this thesis2,3,6,7 to dissect formal bonds as well as explicit solute↔solvent, and
solvent↔solvent (H2O· · ·H–O–H) intermolecular interactions. Closed shell is a generic term that
includes long-range, van der Waals, ionic, and hydrogen bonding interactions. rc explicitly indicates

that QTAIM properties were evaluated at bond critical points. For the E
(2)
d→a term ϕd, ϕa are the

donor and acceptor orbitals, εd, εa are the corresponding energies, and F̂ is the one–particle Fock
operator. Table adapted from Refs. 125–127.

Descriptor Relationship to bonding

Global
Density differences Redistribution of charge

Non–covalent interactions
Green surfaces → weak to moderate strength
attractive interactions
Blue surfaces → strong attractive interactions

Local

ρ (rc)
Large values are indicative of covalency
Small values are indicative of closed shell
interactions

∇2ρ (rc)
< 0 ⇒ local maxima (local concentration of
charge): covalent interactions
> 0 ⇒ local minima (local depletion of charge):
closed shell interactions

H (rc) = G (rc) + V (rc)
< 0 ⇒ local dominance of attractive potential
energy: covalent interactions
> 0 ⇒ local dominance of repulsive kinetic energy:
closed shell interactions

|V (rc)| /G (rc)
> 2 ⇒ Covalent
∈ [1, 2] ⇒ Intermediate character
∈ [0, 1] ⇒ Closed shell

E
(2)
d→a = −qd

|⟨ϕd|F̂ |ϕa⟩|2
εa−εd

Large values: strong interactions
Small values: weak interactions

Wiberg bond indices (WBI)128 degree of sharing of the electron density between
two atoms
Strength of the interaction

NBO charges Accumulation/depletion of charge
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representative configuration and then used in the embedding calculations.

2.4. Embedding Methods

Since the majority of spectroscopies are recorded in the condensed phase, adequate
theoretical models that can take into account how the environment affects the
spectral signals are required. A full QM treatment of the whole system could be
appealing, but the problem would become intractable from the computational
point of view.131–133 To get expressions that are computationally manageable, it is
frequently necessary to reduce the problem’s high dimension. Depending on the
type of problem at hand, simulations at various theoretical levels are used, from
full quantum mechanics to mixed QM/classical approaches. In the latter, the
chemical system is divided into a target region (treated using quantum
mechanics) and its environment (treated classically).

Depending on how the classical part is simulated, QM/classical models can be split
into major classes. The most common method is the Polarizable Continuum Model
(PCM), which uses a continuum, polarizable dielectric to describe the classical
portion.26,27,30–32,134–152 In PCM, the target is placed within a molecule-shaped
cavity in the embedding medium (built as the envelope of spheres centered on the
target atoms) and the electrostatic problem is solved using a boundary element
approach. PCM implicitly includes the statistical average of the possible
configurations of the environment, but lacking any atomistic description of the
environment, PCM cannot properly treat specific target↔environment
interactions, which are often essential for getting accurate results. The inclusion of
a limited number of target-surrounding molecules in the QM layer (so-called
QM/QMw/PCM) usually helps but this procedure raises two important questions.
First, how many molecules are needed to well reproduce the spectral behavior, and
second, where to put them in order to account for a dynamical treatment
averaging all the possible configurations. Mixed quantum mechanical/molecular
mechanical (QM/MM) treatments28,29,33,153 offer an alternative solution because
they maintain the atomistic nature of the environment, overcoming the typical
limits of continuum approaches.

2.4.1. Quantum Mechanics/Molecular Mechanics Models

As mentioned above, the strength of QM/MM methods resides in the fully
atomistic description of the classical MM portion, which allows for studying
QM–environment specific interactions. To account for the dynamical aspects of
embedding phenomena, QM/MM approaches require an accurate sampling of the
system phase-space. In a previous section, it has been shown that MD simulations
constitute an excellent source of configurations. The issue is that the property of
interest must be calculated on each snapshot until reaching convergence, and it
increases the computational cost associated with a QM/MM simulation.42,129,154–163

The total energy of the QM/MM system can be written as:33
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E = EQM + EMM + Eint
QM/MM (2.1)

where EQM and EMM are QM and MM energies, and Eint
QM/MM is the interaction

energy, which may be decomposed as follows:

Eint
QM/MM = Eele

QM/MM + Epol
QM/MM + Erep

QM/MM + Edis
QM/MM + ECT

QM/MM (2.2)

where electrostatic (Eele
QM/MM), polarization (Epol

QM/MM), repulsion (Erep
QM/MM),

dispersion (Edis
QM/MM) and Charge Transfer (CT), ECT

QM/MM) contributions are
highlighted.

Different QM/MM approaches can be formulated depending on how the QM and
MM portions are coupled,164 which is translated into the way Eint

QM/MM is defined.

The variants include models based on Mechanical Embedding (ME), EE, PE. In
QM/ME the electronic structure calculation comprises the isolated QM region,
and the effect of the environment is computed entirely at the MM level. Regardless
of the region they belong to, ME demands the assignment of point charges and
empirical parameters to all of the atoms.165 Conversely, the QM/EE model does
not require the parametrization of partial charges for the QM atoms. In QM/EE,
the MM partial charges are explicitly incorporated in the QM Hamiltonian,
allowing the electron density to become polarized as a result of the electrostatic
field produced by the environment. When the polarization of the MM region in
response to the electron density is modeled, it leads to the polarizable QM/PE
approaches. Therefore, QM/PE is a more realistic description of the QM/MM
interaction since the mutual target-environment polarization effects are recovered.
Polarizable embedding schemes are unquestionably the most advanced QM/MM
methods.

2.4.2. Polarizable QM/MM models

Implementing effective polarization schemes for the MM portion has taken up a
significant amount of recent effort in the development of QM/MM approaches for
different applications, especially in the spectroscopic field. Some of the polarizable
strategies proposed in the literature are summarized in Table 2.2 along with the
corresponding references for their formalisms and selected applications. A wide
range of semiempirical and ab initio electronic structure formalisms have been
interfaced with these various polarizable schemes. In the following subsection FQ
and FQFµ approaches will be described in more detail, since these were the
Polarizable QM/MM models used in the thesis. Both methods have been
developed and extended to calculate spectroscopic and response properties of
molecules in solution,22 and for QM/FQ there also exists an extension to
non-aqueous media.166

2.4.2.1. Fluctuating Charges and Fluctuating Charges and Dipoles

In QM/FQ, each MM atom is assigned a charge (q) which can vary according to
the electronegativity equalization principle (EEP),216–218 i.e. a charge flow occurs
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Table 2.2. Strategies available in the literature to deal with mutual QM/MM polarization

Model References
Drude oscillator 167–174
Induced dipoles 163,175–184

AMOEBA 42,162,185–191
QM/MMPol 41,192,193

QM/Discrete Reaction Field (DRF) 194–199
QM/Polarizable Embedding (PE) 200–202

Effective fragment potential (EFP) 203
Fluctuating Charges (FQ) 22,25,129,154–161,204–212

Fluctuating Charges and Fluctuating Dipoles (FQFµ) 13,43,212–215

when two atoms have different chemical potential.25 The FQ force field is defined
in terms of two atomic parameters, namely the electronegativity (χ) and the
chemical hardness (η)204, both rigorously defined within the conceptual Density
Functional Theory (DFT) framework.219–224 Differently, in QM/FQFµ, an
additional polarization source is introduced to model the anisotropic nature of
non-covalent interactions. It is incorporated in terms of a set of fluctuating dipoles
µ, which are assigned to MM atoms and are expressed through the atomic
polarizability α.43.

If the QM portion is described at the Self-Consistent Field (SCF) level, the total
QM/FQFµ energy reads (QM/FQ is recovered by discarding all terms depending
on µ):43

E(D,q,µ,λ) = trhD +
1

2
trDG(D) +

1

2
q†Tqqq +

1

2
µ†Tµµµ+

+ q†Tqµµ + χ†q + λ†q + q†V(D) − µ†E(D) (2.3)

where h and G are the usual one- and two-electron matrices, and D is the density
matrix. χ collects atomic electronegativities, whereas Tqq

ij , Tqµ
ij and Tµµ

ij are
charge-charge, charge-dipole and dipole-dipole interaction kernels, respectively.
Their expressions can be found in Refs. 43,225. q†V(D) and µ†E(D) describe the
electrostatic interactions between the QM density and the FQs and Fµs,
respectively. λ is a set of Lagrangian multipliers that impose specific charge
constraints, which may be: (i) the entire MM system is constrained to a fixed
charge value, thus allowing CT between solvent molecules (the resulting
approaches are named QM/FQCT and QM/FQFµCT); (ii) the charge constrain is
imposed to each MM molecule, thus no CT can occur between MM molecules.43

Independently of the charge constraints that are exploited, the effective Fock matrix
in the atomic orbitals (AO) basis set {χµ} is:43

F̃µν =
∂E

∂Dµν

= hµν + Gµν(D) + V†
µνq− E†

µνµ (2.4)

Notice that in the non-polarizable QM/MM, MM charges are fixed, therefore the
QM/MM contribution to the Fock matrix (V†

µνq) does not vary along the SCF
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procedure. On the contrary, in QM/FQ and QM/FQFµ MM variables (charges
and dipoles) explicitly depend on the QM density. As a consequence, their
contribution to the Fock matrix has to be computed at each SCF step, thus
describing mutual QM/MM polarization effects. Charges and dipoles are computed
by imposing the global functional to be stationary with respect to charges, dipoles,
and Lagrangian multipliers. This results in the following linear system:43

 Tqq 1λ Tqµ

1†
λ 0 0

−Tqµ†
0 Tµµ

 q
λ
µ

 =

 −χ
Qtot

0

 +

 −V(D)
0

E(D)

 (2.5)

(2.6)

MLλ = −CQ −R(D) (2.7)

where 1λ accounts for the Lagrangian blocks, CQ collects atomic
electronegativities and charge constraints. Lλ is the vector containing charges,
dipoles, and Lagrangian multipliers, and R(D) represents the QM potential and
field. Again, the FQ linear system can be easily recovered from Eq. 2.5, by simply
discarding rows/columns involving µs and their response. At this point, it is
important to emphasize that the quality of QM/FQ and QM/FQFµ strongly
depends on the values assigned to the parameters that define the model and enter
the corresponding equations, for instance, χ and η in the QM/FQ case.

As a side note, although many QM/MM approaches limit the QM/MM interaction
to the electrostatics, non-electrostatic interactions may also be included. Indeed,
the most physically reliable description of the spectral properties of a complex
system may only be achieved if all QM/MM interactions written in Eq. 2.2 are
described. Non-electrostatic interactions (repulsion and dispersion) are commonly
included through (classical) parametric functions, such as the Lennard-Jones
potential226, which does not depend on the QM density and is a term only added
to the total energy of the system. Therefore, it only indirectly influences molecular
properties. Actually, it is difficult to describe the non-electrostatic interactions
that have a purely quantum nature, by using a MM portion that is classical.
Nevertheless, a variety of approaches have been developed in the
literature.200–202,227–235

In addition, QM/FQ and QM/FQFµ models have been extended to non-electrostatic
interactions, namely, Pauli repulsion and quantum dispersion.236,237 In short, each
MM molecule is endowed with a set of s-type Gaussian functions, which simulate
the density of the MM portion (ρMM). If the repulsion energy term is written as
the opposite of an exchange integral between the QM density, ρQM and MM density,
Erep

QM/MM becomes:238,239

Erep
QM/MM =

1

2

∫
dr1 dr2
r12

ρQM(r1, r2)ρMM(r2, r1)

=
1

2

∑
R

∫
dr1 dr2
r12

ρQM(r1, r2) ·
[
ξ2Re

−βR(r1−R)2 · e−βR(r2−R)2
] (2.8)
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where R runs over the centroids of the s-type Gaussian functions, whereas β and ξ
are two free parameters of the model, which can be determined by reproducing the
exchange-repulsion energy contribution calculated by some energy decomposition
analysis (EDA).240–242 This method has been firstly applied to the calculation of
spectral properties of molecular systems in aqueous solution.236.

To conclude, it is worth mentioning that to overcome the limitations associated
with QM/classical approaches, the entire system might be treated using a QM
description, where all interactions are described at the QM level.40,243–245,245–256 In
those cases, the system is partitioned into at least one active and one inactive part,
that allows reducing the computational cost with respect to a full QM calculation
at the same level. Similar to what is done in focused models, only the active
wavefunction/density is usually optimized, whereas the inactive
wavefunction/density remains frozen. Most quantum embedding methods are
developed within the framework of DFT.250,257,258

2.5. Spectroscopical Signatures under

investigation

In this work, various kinds of spectroscopies, including UV-Vis, ECD, Raman, and
RR of systems in aqueous solution and in more complex environments, have been
investigated using the multiscale models discussed in the preceding sections.

The simplest and least expensive analytical method for examining a system’s
electrical characteristics is frequently one-photon absorption spectroscopy in the
UV-Visible range. Highly correlated approaches (Configuration interaction, CI and
Multi-Configurational SCF, MCSCF methods) have historically been used to
calculate electronic transitions and excited states. However, due to a favorable
balance between cost and accuracy, TD-DFT has emerged as the most used
method for calculating absorption properties and spectra of medium-sized
molecules.129,164 There are two formalisms to describe electronic excitations and
spectroscopy in TD-DFT, namely, real-time and Linear Response (LR), denoted in
what follows as RT-TDDFT and LR-TDDFT, respectively. In theory, to generate
a spectrum, RT-TDDFT is more computationally expensive because it necessitates
the time propagation of the electron density during extensive simulations lasting
several tens of femtoseconds. For that reason, the LR approach is the most
popular class of TD-DFT implementations to compute electronic transitions.

ECD is the simplest chiroptical spectroscopy that can be calculated. The
assessment of excited-state energies and transition densities is necessary for ECD.
After obtaining transition densities, dipole strengths and rotatory strengths can be
used to compute basic absorption and ECD cross-sections.44

In vibrational Raman scattering, transitions occur between two vibronic levels of
the molecule. Quantum mechanics provides a formal expression from which
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Raman intensities (or Raman cross sections) can be calculated, based on the
Raman polarizability tensor.259 Two forms of scattering –normal Raman scattering
and RR scattering– can be identified depending on the frequency of the incident
light and the characteristics of the system.260

RR spectroscopy exploits the fact that during Raman measurements the incident
frequency is tuned into an electronic absorption band, enhancing selected
vibrational modes.24,48 RR offers unique selectivity as well as a high sensitivity to
experimentally detect even traces of compounds, and thus it finds analytical
applications in agriculture, life sciences, explosive detection, art, archaeology, and
forensics, with additional current research in carbon nanotubes.261 The key
ingredient in the simulation of RR spectra is the calculation of the transition
polarizability tensor,262–265 for which different methods have been proposed in both
the Time-Independent (TI)3–5,16,49,266 –based on the Sum Over States (SOS),
expressions–, and the Time-Dependent (TD) –based on wave packet dynamics–
approaches,267–272 with the inclusion of Duschinsky, Herzberg-Teller,
anharmonicity, and solvation effects.50,273 An alternative method that relies on a
short-time dynamics approximation is to calculate RR intensities directly from the
geometrical derivatives of the frequency-dependent complex polarizability with
respect to the normal coordinates.274–277 The main advantage of that strategy is
that all the electronic states are included in the polarizability, being also
well-suited for dealing with large molecules or small molecules in complex
environments.274,278 The reader is referred to Appendix A for further details on
Raman and RR spectroscopies.

QM/FQ and QM/FQFµ terms (see Eqs. 2.7 and 2.5) propagate to the solute’s
response equations when calculating response or spectroscopic properties, ensuring
that polarization effects are completely taken into account in the computed final
spectral data. This is the topic of the next section.

2.6. QM/FQ and QM/FQFµ Approaches for

Computing Absorption and RR Spectra

2.6.1. Absorption Spectra

To further extend QM/FQ and QM/FQFµ to the calculation of absorption
properties of solvated systems, the modification of the Ground State (GS)
Molecular Orbitals (MO) which results from the SCF procedure is not sufficient.
Due to the presence of non-linear terms in the Hamiltonian as a result of the use of
polarizable approaches (see Eq. 2.4), two alternative formalisms can be utilized,
namely: (i) all polarization sources linearly respond to the transition density
(LR);214,279 (ii) they adjust to the excited-state electronic configuration, in a
state-specific fashion. The latter treatment may be limited to a first-order
correction, giving rise to the so-called corrected Linear Response (cLR)
approach.214,279
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Both LR and cLR formalisms have already been discussed in the literature for
polarizable QM/MM approaches.25,36,42,176,214,280–283 Here, it is briefly recalled how
Casida’s equations284 for the calculation of electronic excitation energies ω are
modified:

(
Ã B̃

B̃∗ Ã∗

)(
X
Y

)
= ω

(
1 0
0 −1

)(
X
Y

)
(2.9)

where Ã and B̃ matrices read:214

Ãai,bj = (ϵa − ϵi)δabδij + (ai|bj) − cx(ab|ij) + clf
xc
ai,bj + Cpol

ai,bj (2.10)

B̃ai,bj = (ai|bj) − cx(aj|ib) + Cpol
ai,bj (2.11)

ε indicates MO energies (with the common notation: virtual MO a, b, ...; occupied
MO i, j, ...), (pq|rs) are two-electron integrals, cx and cl are coefficients defining
the SCF level (HF: cx =1, cl = 0; pure DFT: cx =0, cl = 1). As specified in Eqs.
2.10 and 2.11, additional terms with respect to the in-vacuo formulation are
present for polarizable embedding approaches. In particular, both direct
contributions (the Cpol term in Eqs. 2.10 and 2.11) and indirect effects
(modifications of GS MO coefficients and energies) appear. Cpol is specified
according to the polarizable embedding approach. In case of QM/FQFµ:214

CFQFµ
ai,bj =

Nq∑
p

(∫
R3

ϕa(r)
1

|r− rp|
ϕi(r) dr

)
· qTp (ϕb, ϕi)+

−
Nµ∑
p

(∫
R3

ϕa(r)
(r− rp)

|r− rp|3
ϕi(r) dr

)
· µT

p (ϕb, ϕi) (2.12)

Here, qT and µT are perturbed FQs and Fµs (placed at positions rp), which are
adjusted to the transition density DT

K = XK+YK .214 They are calculated by solving
a modified set of linear equations, explicitly depending on the electric potential and
field due to the QM transition density:214

MLT
λ = −R(DT

K) (2.13)

Notice that, in the case of the EE approach only the GS MO coefficients and
energies are modified, i.e. no direct contributions are included in the equations
defining excited state energies.

The first conceptual step of both LR and cLR is the definition o the K-th solute
electronic excitation, by keeping the solvent response frozen, i.e. by imposing Cpol =
0 in Eqs. 2.10 and 2.11. Then, MM polarizable variables are adjusted to the
K density. In the LR regime, the response to the whole transition densities is
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considered, so that only the dynamic solute-solvent interactions (some dispersion
interactions) are taken into account. In contrast, energy differences due to the
relaxation of the solute density are not taken into consideration. The latter is
considered by the cLR approach, which instead discards the dynamic aspects of
solute-solvent interactions. Clearly, the two contributions describe two different
physico-chemical phenomena, which can be seen as complementary. A model to
account for both contributions at the same time, the so-called cLR2 approach, has
been recently proposed.166,285

2.6.2. Raman and RR spectroscopy

The spontaneous Raman scattering cross-section is typically calculated at the DFT
level using response theory by differentiating the dynamic electric polarizability
with respect to the normal mode displacements, calculated for a perturbation with
angular frequency ω corresponding to that of the light source (for example a laser
or synchrotron light). By means of the vibrational transition polarizability αi

associated with an excitation of the i-th normal mode, it is possible to describe the
cross-section σi in terms of the Raman rotational invariants:

a2i =
1

9

∑
ab

α∗
aa,iαbb,i =

1

9
|αxx,i + αyy,i + αzz,i|2 (2.14)

g2i =
1

2

∑
ab

(3α∗
ab,iαab,i − αi∗

aa,iαbb,i) (2.15)

σi =

(
ω − ωi

c

)4
45a2i + 7g2i

45
(2.16)

To characterize the Potential Energy Surface (PES) of a molecule, the harmonic
approximation is usually invoked. In the non-resonant regime, the vibrational
transition polarizability is expanded in a Taylor series to first order, and only the
first derivative term is typically kept and calculated either numerically or
analytically.286 In the method, the imaginary part of the polarizability is assumed
to be negligible, but this is true only when the incident radiation is
far-from-resonance. Conversely, in the resonant case, the following full
sum-over-state expression must be considered

αab,i =
1

ℏ
∑
m′

⟨i|µa|m′⟩⟨m′|µb|0⟩
ωm′ − ωi − ω − iγ

(2.17)

where the summation runs over all vibronic states belonging to the PES of the
resonant electronic state, while γ is the excited state’s phenomenological damping
constant. Hence, RR (and Raman with the corresponding tensor) intensities are
obtained in terms of geometrical derivatives of electric dipole-electric dipole
polarizability αab,i, as it is done in Papers 4, 3, 5, following the details of Ref. 50.
In particular, the Vertical Gradient (VG), Franck-Condon (FC) approximation is
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employed, where the vibrational frequencies and normal modes of the excited state
are assumed to be the same as the ground state, and the transition dipole
moments are considered to be independent of the molecular geometry.50 VG|FC
variant is part of the TI49,50 method, though an equivalent TD267,269,287

formulation has also been reported in the literature (see Appendix A).
Calculations of vibrational RR spectra of isolated and solvated molecules have
been performed by resorting to these frameworks, combining different strategies for
the description of the excited states264,288–294.

The method employed to calculate the RR spectrum is considerably more involved
compared to the one for spontaneous Raman. However, it should be emphasized
that attempting to simulate the RR spectrum using the same methodology
employed in the non-resonant case by simply altering the incident frequency so
that it is close to that of the electronic transition would lead to completely
erroneous results, unless a method that explicitly includes the imaginary part of
polarizability is used.274 The latter approach that is also called “Resonance
Polarizability Derivatives” is employed in Paper 9.

In order to properly simulate the RR spectrum of a system in solution, it is
necessary to have a flexible solvation method being able to model a wide array of
molecular properties, involving both electronic and vibrational degrees of freedom,
as well as excited states. As mentioned in section 2.4.2.1, solvent effects can be
described by means of the FQ force field, in which each atom of the classical layer
is endowed with a charge, whose value is not fixed, but is allowed to vary as a
response to the electric potential produced by the QM density.22 In recent years,
the QM/FQ method has been extended to the calculation of analytical energy
third derivatives, which allow for the calculation of spontaneous Raman spectra,159

excitation energies,154 and excited state gradients.209

In paper 4, the polarizable QM/FQ model was used for the first time to include
solvent effects in all terms within equation 2.17. In fact, the presence of the solvent
must be carefully considered and included at the QM/FQ level of theory in all steps
of the simulation: the ground state geometry of the molecule is first optimized in
the presence of the solvent shell, then the electronic density and harmonic PES
are modeled by taking the reaction field due to the water molecules into account.
The contribution due to the water molecules also enters the response equations that
are solved to calculate excitation energies and to model the excited state PES. For
instance, in the far-from-resonance case, the QM/FQ contributions to the electric
dipole-electric dipole polarizability αx are reported in the following equation:

αx
QM/FQ =

∑
µν

[
q†(De(ω))Vx

µνD
e
µν(ω)

]
+
∑
µν

[
q†(De(ω))Vx

µνD
e
µν(ω)

]
(2.18)

where e indicates electric perturbation, and ω is the frequency of the external
radiation. In addition, FQ contributions are expressed in terms of perturbed FQ
charges, i.e. generated by a perturbed QM potential. More details on the
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derivation can be found in Ref. 159.

2.7. Analysis and refinement

Once the individual QM/MM calculations have been done on each snapshot, the
post-processing stage starts, and the raw outputs are extracted. This is the
equivalent of doing an orientational sampling of the response function or of the
investigated property. Then, the separate spectra are plotted/convoluted according
to the corresponding equations for intensities, and averaged across the snapshots
to obtain a final spectrum that is compared with experimental data. Regarding
the question about the number of snapshots needed to obtain converged
properties, the general recommendation is to assess the convergence of the
particular property/spectra when varying the number of configurations.

As explained in Ref. 44 several drawbacks of the entire procedure can be identified
in this step:

• insufficient number of snapshots

• insufficiently long MD

• a poor choice of the classical FF used during the MD runs

• inadequacies in the electronic structure method employed to calculate the
property

To overcome those shortcomings and refine results some strategies have been
suggested. Among them, increasing the number of snapshots to evaluate
convergence, lengthening MD simulations, testing enhanced sampling techniques,
re-parametrizing the force fields, and checking the QM level (Hamiltonian, basis
set) used, are the most useful tactics.22
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Chapter 3

Overview of the Attached Papers

In this Chapter, a synopsis of each one of the papers included in the Thesis is
presented. The author’s contribution to these publications is summarized in Table
3.1.

In the Perspective1, the essential physico-chemical aspects that need to be
considered when building a reliable approach to describe absorption properties of
solvated systems are outlined. The particular focus is on how to properly model
the complexity of the solvation phenomenon, arising from dynamical aspects and
specific, strong solute-solvent interactions. To this end, conformational and
configurational sampling techniques, such as MD, have to be coupled to accurate
fully atomistic QM/MM methodologies. By exploiting different illustrative
applications, the perspective shows that an effective reproduction of experimental
spectral signals can be achieved by delicately balancing exhaustive sampling,
hydrogen bonding, mutual polarization, and non-electrostatic effects.

Paper 2 presents a detailed computational analysis of UV-Vis spectra of caffeine,
paraxanthine, and theophylline in aqueous solution. A hierarchy of solvation
approaches for modeling the aqueous environment is tested, ranging from
continuum model to non-polarizable and polarizable QM/MM models, with and
without the explicit inclusion of water molecules in the QM portion. Computed
results are directly compared with experimental data, so to highlight the role of
electrostatic, polarization, and hydrogen bonding solute-solvent interactions.

In Paper 3, the potentialities of RR spectroscopy to detect Ibuprofen in diluted
aqueous solutions are unraveled. A fully polarizable QM/MM methodology based
on FQ coupled to MD is exploited to take into account the dynamical aspects of
the solvation phenomenon. The work’s findings, which are discussed in light of a
NBO analysis, reveal that a selective enhancement of the Raman signal due to the
normal mode associated with the C-C stretching in the ring, νC=C, can be achieved
by properly tuning the incident wavelength, thus facilitating the recognition of
Ibuprofen in water samples.

Paper 4 reports a joined experimental and computational study of Raman and
RR spectra of amides in aqueous solution. By employing state-of-the-art QM/MM
methods combined with synchrotron-based UVRR spectroscopy, a protocol to
interpret and reliably predict RR spectra of amide systems in water, which are
prototypical systems for the peptide bond, is proposed. Along the paper, it is
demonstrated that the main experimental spectral features can be correctly
reproduced by simultaneously taking into account the dynamical aspects of the
solvation phenomenon, specific solute-solvent hydrogen bond interactions, and
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Activity
Paper

1 2 3 4 5 6 7 8 9 10
Original idea ✓ ✓ ✓ ✓ ✓ ✓

Conceptualization ✓ ✓ ✓ ✓
Investigation ✓ ✓ ✓ ✓ ✓ ✓ ✓

Methodology - Implementation ✓ ✓ ✓
Methodology - Calculations ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Methodology - Data extraction ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Methodology - Experiments ✓ ✓

Data curation ✓ ✓
Formal analysis ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Validation ✓ ✓ ✓ ✓ ✓
Visualization ✓ ✓ ✓ ✓ ✓ ✓ ✓

Writing – original draft ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Writing – review & editing ✓ ✓

Response to reviewers’ concerns ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 3.1. Contributions of this thesis’ author to the different works presented herein.

mutual solute-solvent polarization effects.

In Paper 5, the origin of the peculiar amide spectral features of proteins in
aqueous solution is investigated by exploiting a combined theoretical and
experimental approach to study UVRR spectra of peptide molecular models,
namely NAGMA and NALMA. UVRR spectra are recorded by tuning Synchrotron
Radiation at several excitation wavelengths and modeled by using a multiscale
protocol based on a polarizable QM/MM approach. Thanks to the unparalleled
agreement between theory and experiment, it is confirmed that specific hydrogen
bond interactions, which dominate hydration dynamics around these solutes, play
a crucial role in the selective enhancement of amide signals. The results further
argue the capability of vibrational spectroscopy methods as valuable tools for
refined structural analysis of peptides and proteins in aqueous solution.

Paper 6 shows that despite their purely classical origin, randomly chosen
configurations from MD simulations provide deep insight into the purely quantum
nature of bonding interactions. Descriptors of chemical bonding derived from five
different analysis tools based on quantum mechanics (natural charges, electron
density differences, QTAIM, NBO, and NCI index) consistently afford a picture of
a wall of weak, non–covalent intermolecular interactions separating anionic
Ibuprofen from the environment. This wall, arising from the cumulative effect of a
multitude of individual weak CT interactions to the interstitial region between
fragments, stabilizes the drug at all equilibrium positions in the free energy profile
for its insertion into model cell membranes. The formal charge in anionic
Ibuprofen strengthens all intermolecular interactions, having a particularly strong
effect on the network of water-to-water hydrogen bonds in the solvent. Electron
redistribution during the insertion process leads to a sensible reduction of electron
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delocalization in both the –CO−
2 group and in the aromatic ring of Ibuprofen.

In Paper 7 the insertion process of Naproxen into model
Dimyristoylphosphatidylcholine (DMPC) membranes is studied by resorting to
state-of-the-art classical and quantum mechanical atomistic computational
approaches. MD simulations indicate that anionic Naproxen finds an equilibrium
position right at the polar/non–polar interphase when the process takes place in
aqueous environments. With respect to the reference aqueous phase, the insertion
process faces a small energy barrier of ≈ 5 kJ mol−1 and yields a net stabilization
of also ≈ 5 kJ mol−1. Entropy changes along the insertion path, mainly due to a
growing number of realizable microstates because of structural reorganization, are
the main factors driving the insertion. An attractive fluxional wall of non–covalent
interactions is characterized by all quantum descriptors of chemical bonding
(NBO, QTAIM, NCI, density differences and natural charges). This attractive wall
originates in the accumulation of tiny transfers of electron densities to the
interstitial region between the fragments from a multitude of individual
intermolecular contacts stabilizing the tertiary drug/water/membrane system.

Paper 8 reports on the first formulation of a novel polarizable QM/MM approach,
where the DFTB is coupled with the FQ force field. The resulting method
(DFTB/FQ) is then extended to linear response within the TD-DFTB framework
and challenged to study absorption spectra of large condensed-phase systems.

As already mentioned, UVRR spectroscopy is a valuable tool to study the binding
of drugs to biomolecular receptors. The extraction of information at the molecular
level from experimental RR spectra is made much easier and more complete
thanks to the use of computational approaches, specifically tuned to deal with the
complexity of the supramolecular system. In Paper 9 a protocol to simulate RR
spectra of complex systems at different levels of sophistication is proposed, by
exploiting a QM/MM approach. The method is challenged to investigate RR
spectra of a widely used chemotherapy drug, DOX intercalated into a DNA double
strand. The computed results show a good agreement with experimental data,
thus confirming the reliability of the computational protocol and its potential
extension to other complex systems.

In Paper 10 UV-Vis spectra of anionic Ibuprofen and Naproxen in a model lipid
bilayer of the cell membrane are investigated using computational techniques in
combination with a comparative analysis of drug spectra in purely aqueous
environments. The simulations aim at elucidating the intricacies behind the
negligible changes in the maximum absorption wavelength in the experimental
spectra. A set of configurations of the systems constituted by lipid, water, and
drugs or just water and drugs are obtained from classical MD simulations and
UV-Vis spectra are computed in the framework of atomistic QM/MM approaches
together with TD/DFT. The results suggest that the molecular orbitals involved in
the electronic transitions are the same regardless of the chemical environment. A
thorough analysis of the contacts between the drug and water molecules reveals

25



that no significant changes in UV-Vis spectra arise as a consequence of anionic
Ibuprofen and Naproxen molecules being permanently microsolvated by water
molecules despite the presence of lipid molecules.
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Chapter 4

Biologically important molecules in
aqueous environments

How to create an accurate atomistic model to simulate the absorption spectra of
systems in solution? As demonstrated in the perspective1, computational models
can effectively replicate experimental spectral signals and have predictive power by
carefully balancing exhaustive sampling, hydrogen bonding, mutual polarization,
and nonelectrostatic effects. But those key ingredients go beyond absorption
spectra and permeate other kinds of spectroscopies.

Models integrating QM/FQ simulations have been useful in the interpretation of
the UV–Vis absorption spectra of chromophores like caffeine and other xanthines2

embedded in an aqueous environment. Furthermore, it is well known that the
simulation of RR spectra is accompanied by the calculation of the absorption
spectrum. Through a combined experimental and computational work, a QM/FQ
protocol for multiscale simulations of RR spectroscopy4 is set up, initially studying
the RR spectra of prototypical systems of the peptide bond, among them, small
amides like Acetamide, N-Methyl Acetamide (NMA) and Dimethyl Acetamide
(DMA). Such a protocol can be considered of general application and involves
different steps starting with a sampling of configurations from MD trajectories,
followed by the extraction of a good enough number of snapshots (until reaching
convergence in the desired property) in which the QM/MM calculations are carried
out.

By applying the QM/FQ RR protocol and exploiting the experimental facilities at
Elettra Sinctrotrone Trieste S.C.p.A. alongside state-of-the-art quantum-chemical
models, RR spectra of oligopeptides of biological interest, as
N-acetylglycine-N-methylamide (NAGMA) and N-acetyl-leucine-methylamide
(NALMA)5 are measured and interpreted, improving the methodology by testing
different parametrizations of the FQ model. The importance of the polarization
effects is also quantified by comparing QM/MM results when polarizable and
non–polarizable schemes are used. In fact, the selective enhancement of some
significant bands in the RR spectra of peptides is only possible if mutual
polarization effects are taken into account. Additionally, the application of the
protocol allows demonstrating that it is feasible to sense anionic Ibuprofen in
aqueous solution by means of RR spectroscopies.3
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ABSTRACT: In this Perspective, we outline the essential physicochemical aspects that
need to be considered when building a reliable approach to describe absorption
properties of solvated systems. In particular, we focus on how to properly model the
complexity of the solvation phenomenon, arising from dynamical aspects and specific,
strong solute−solvent interactions. To this end, conformational and configurational
sampling techniques, such as Molecular Dynamics, have to be coupled to accurate fully
atomistic Quantum Mechanical/Molecular Mechanics (QM/MM) methodologies. By
exploiting different illustrative applications, we show that an effective reproduction of
experimental spectral signals can be achieved by delicately balancing exhaustive
sampling, hydrogen bonding, mutual polarization, and nonelectrostatic effects.
KEYWORDS: aqueous solution, polarization, hydrogen bonding, QM/MM, molecular dynamics

1. INTRODUCTION
How can we create an accurate atomistic model to simulate
absorption spectra of systems in solution? The advances in
theoretical and computational chemistry have led to the
definition of reliable protocols for the reproduction of many
experimental data of molecules in the gas-phase. However,
when dealing with solvated molecules, the complexity of the
problem increases and the definition of a unique, robust
protocol still remains challenging.1,2 In most of the leading
reports, indeed, the simulation of spectral properties is usually
performed by using a simplistic representation of the molecular
system, where often a single or a limited number of
conformations are taken into account for the solute, while
the environment is reduced to an unsophisticated nonrealistic
view usually mimicked by dielectric constants as in the implicit
cases3 or recreated by a few molecules.4,5 The reason for such
choices is that the complexity of the system constrains its
faithful description since that ideal implies high computational
costs, becoming almost unattainable for the most part.
However, in the last years, fully atomistic approaches based

on a multiscale partitioning of the systems have become more
and more diffuse, because they provide a physicochemical
consistent portrayal of the solvent, and because their capability
to accurately sample the conformational degrees of freedom of
the solute−solvent phase-space. All these characteristics are
highly desirable features when it comes to spectroscopy.
By retaining the atomistic nature of the whole system,

quantum-mechanics/molecular mechanics (QM/MM) ap-
proaches6 for solvation are defined. Depending on the coupling
between the QM and MM portions, different approaches can
be formulated, ranging from the electrostatic embedding,7 in

which the MM part polarizes the QM part, but not viceversa,
to polarizable embedding (PE), where mutual solute−solvent
polarization effects are recovered;1,8,9 clearly, PE gives the most
physically consistent picture of the solvation phenomenon.
Among the PE approaches that have been developed so far, in
this Perspective the focus is on QM/Fluctuating Charges
(FQ)10 and QM/Fluctuating Charges and Fluctuating Dipoles
(FQFμ),11 which have been developed and extended to
calculate spectroscopic and response properties of molecules in
solution.12−15
It has amply been reported in the literature that electronic

absorption arising from the solute is affected by the
surrounding solvent.16−19 A typical example are solvatochro-
mic shifts,14,17,19−21 and more generally the solvent can assist
or slow down the common n → π* and π → π* electronic
transitions, which results in changes in the appearance,
position, intensity, and width of absorption bands.2,22−24
Hence, the initial question to answer when building a model
for solvation is how the solvent interacts with the solute and
how these interactions must be meticulously inserted in the
model to obtain a detailed description of absorption spectra.
To address this problem, PE approaches are the most suitable
when coupled to molecular dynamics (MD) simulations, which
allow for a correct sampling of the solute solvent phase-space.1
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In this way, the dynamical aspects of the solvation phenomena,
and a reliable description of strong, specific solute−solvent
interactions can be achieved.
As it is clear from the previous paragraphs, the definition of a

model that successfully reproduces experimental findings
would open the door to reliable predictions of spectra for
substances or systems whose UV−vis measurements are hard
to be performed in the laboratory.1,25 As in the experiments,
many aspects underlie the acquisition of computed absorption
spectra and some of them remain critically important. The
sampling, the role of the solvent polarization, the hydration
patterns commonly via hydrogen bonding, and the inclusion of
nonelectrostatic and charge transfer terms are all ingredients of
a proper computational modeling and are analyzed and
reported in this Perspective. To highlight the role of all the
aforementioned elements, we select different established
applications, which are used to show the strengths and flaws
of the current models. This can also provide options for
improving the existing models in order to treat more complex
systems and phenomena.

2. THEORETICAL MODELING OF ABSORPTION
PHENOMENA

The reliable calculation of absorption properties of molecular
systems embedded in an external environment (e.g., a solvent)
is challenging. In fact, models need to coherently take into
account the various physicochemical aspects of solvation, and
how they influence absorption phenomena. Among them, of
paramount importance is the accounting for dynamical aspects,
which implies an accurate sampling of the solute−solvent
phase-space, through the correct identification of all possible
conformational minima.1 Also, depending on the nature of the
molecule-environment couple, a reliable model needs to
account for the directionality of specific interactions, such as
hydrogen bonding.26 In parallel, a physically consistent
description of the spectral signal, i.e., of the electronic
properties of the molecular system as perturbed by the
environment, is required.1 Both aspects (i.e., the phase-space
sampling and the simulation of the spectral signal) equally
contribute to obtain a physically consistent modeling and
therefore need to be coherently integrated into the computa-
tional protocol. Peculiar aspects related to the phase sampling
and specific interactions are discussed in detail in the following
sections by resorting to illustrative examples. In this section,
the attention is focused on the calculation of the spectral
absorption signal.
Multiscale approaches, and QM/MM methods in particular,

have recently proven to reliably describe absorption spectra of
systems embedded in an external environment.1 In such
models when specified to solutions, the target (i.e., the solute)
is described at the QM level, whereas the solvent is
atomistically treated at the classical level by means of a
parametrized force field (FF).6 The total energy of the system
can therefore be written as6

= + +E E E EQM MM QM/MM
int

(1)

where EQM and EMM are QM and MM energies and EQM/MMint is
the interaction energy, which may be decomposed as follows:

= + + +

+

E E E E E

E
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where electrostatic (EQM/MMele ), polarization (EQM/MMpol ), repul-
sion (EQM/MMrep ), dispersion (EQM/MMdis ), and charge transfer (CT,
EQM/MMCT ) contributions are highlighted.
The various QM/MM approaches differ in the way EQM/MMint

is defined. In principle, the most physically reliable description
of the electronic properties of the solvated system may only be
achieved if all QM/MM interactions are described. However,
while electrostatic and polarization effects can be consistently
defined within a classical modeling of the solvent layer,
repulsion, dispersion, and CT contributions originate from the
quantum nature of the electronic degrees of freedom.27 For
this reason, most QM/MM approaches limit the description of
QM/MM interactions to electrostatics, yielding the so-called
electrostatic embedding,7 and only in a few cases mutual
solute−solvent polarization effects are considered (polarizable
embedding).1 While in electrostatic embedding the interaction
term is expressed in terms of a set of MM fixed-value charges,
in polarizable QM/MM approaches the interaction term
involves a set of electric variables (generally charges and/or
dipoles) which are polarized as a response to the QM
potential/field, and viceversa.10 Among the different polar-
izable QM/MM approaches which have been proposed in the
literature, here we concentrate on QM/Fluctuating Charges
(QM/FQ) and QM/Fluctuating Charges and Fluctuating
Dipoles (QM/FQFμ), which have been developed and amply
tested in recent years.1

2.1. A Brief Sketch of QM/FQ and QM/FQFμ for Computing
Absorption Spectra
In QM/FQ, each MM atom is assigned a charge (q) which can
vary according to the electronegativity equalization principle
(EEP),28 i.e. a charge flow occurs when two atoms have
different chemical potential.10 The FQ force field is defined in
terms of two atomic parameters, namely the electronegativity
(χ) and the chemical hardness (η).29 Differently, in QM/
FQFμ, an additional polarization source is introduced to model
the anisotropic nature of noncovalent interactions. It is
incorporated in terms of a set of fluctuating dipoles μ, which
are assigned to MM atoms and are expressed through the
atomic polarizability α.11
If the QM portion is described at the SCF level, the total

QM/FQFμ energy reads (QM/FQ is recovered by discarding
all terms depending on μ):11

= + +
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where h and G are the usual one- and two-electron matrices
and D is the density matrix. χ collects atomic electro-
negativities, whereas Tij

qq, Tij
qμ, and Tij

μμ are charge−charge,
charge-dipole and dipole−dipole interaction kernels, respec-
tively. Their expressions can be found in refs 11 and 30.
q†V(D) and μ†E(D) describe the electrostatic interactions
between the QM density and the FQs and Fμs, respectively. λ
is a set of Lagrangian multipliers that impose specific charge
constraints, which may be (i) the entire MM system is
constrained to a fixed charge value, thus allowing CT between
solvent molecules (the resulting approaches are named QM/
FQCT and QM/FQFμCT); (ii) the charge constrain is imposed
to each MM molecule and thus no CT can occur between MM
molecules.11
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Independently of the charge constraints that are exploited,
the effective Fock matrix in the AO basis set {χμ} is

11

= = + + † †F
D

h G D V q E( )
(4)

Notice that in the nonpolarizable QM/MM, MM charges
are fixed, therefore the QM/MM contribution to the Fock
matrix †V q( ) does not vary along the SCF procedure. On the
contrary, in QM/FQ and QM/FQFμ MM variables (charges
and dipoles) explicitly depend on the QM density. As a
consequence, their contribution to the Fock matrix has to be
computed at each SCF step, thus describing mutual QM/MM
polarization effects. Charges and dipoles are computed by
imposing the global functional to be stationary with respect to
charges, dipoles, and Lagrangian multipliers. This results in the
following linear system:11

=ML C R D( )Q (6)

where 1λ accounts for the Lagrangian blocks, CQ collects
atomic electronegativities and charge constraints, Lλ is the
vector containing charges, dipoles, and Lagrangian multipliers,
and R(D) represents the QM potential and field. Again, the
FQ linear system can be easily recovered from eq 5, by simply
discarding rows/columns involving μs and their response. To
further extend QM/FQ and QM/FQFμ to the calculation of
absorption properties of solvated systems, the modification of
the ground state (GS) molecular orbitals (MOs) which results
from the SCF procedure is not sufficient. In fact, as a result of
the electronic excitation, the solvent degrees of freedom cannot
be assumed to be frozen to the solute’s GS equilibrium.
Indeed, since the time scales associated with electronic
excitations are of the order of femtoseconds, it is generally
assumed that the solvent degrees of freedom instantaneously
readjust to the solute electronic transition, while the vibrational
modes, associated with much lower time scales (picoseconds),
are frozen to the GS equilibrium. Thus, the solvent enters a so-
called electronic “nonequilibrium” regime.13,31

Due to presence of nonlinear terms in the Hamiltonian as a
result of the use of polarizable approaches (see eq 4), two
alternative formalisms can be utilized, namely: (i) all
polarization sources linearly respond to the transition density
(linear response, LR);13,32 (ii) they adjust to the excited-state
electronic configuration, in a state-specific fashion. The latter
treatment may be limited to a first-order correction, giving rise
to the so-called corrected linear response (cLR) approach.13,32

Both LR and cLR formalisms have already been discussed in
the literature for polarizable QM/MM approaches.10,13,33−39
Here, we briefly recall how Casida’s equations40 for the
calculation of electronic excitation energies ω are modified:
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where A and B matrices read:13
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ε indicates MO energies (with the common notation: virtual
MOs a, b, ...; occupied MOs i, j, ...), (pq|rs) are two-electron
integrals, cx and cl are coefficients defining the SCF level (HF:
cx = 1, cl = 0; pure DFT: cx = 0, cl = 1). As specified in eqs 8
and 9, additional terms with respect to the in-vacuo
formulation are present for polarizable embedding approaches.
In particular, both direct contributions (the Cpol term in eqs 8
and 9) and indirect effects (modifications of GS MO
coefficients and energies) appear. Cpol is specified according
to the polarizable embedding approach. In case of QM/
FQFμ:13
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Here, qT and μT are perturbed FQs and Fμs, which are
adjusted to the transition density DK

T=XK+YK.
13 They are

calculated by solving a modified set of linear equations,
explicitly depending on the electric potential and field due to
the QM transition density:13

=ML R D( )T
K
T (11)

Notice that, in the case of the electrostatic embedding
approach, only the GS MO coefficients and energies are
modified, i.e., no direct contributions are included in the
equations defining excited state energies.
The first conceptual step of both LR and cLR is the

definition o the Kth solute electronic excitation, by keeping the
solvent response frozen, i.e. by imposing Cpol = 0 in eqs 8 and
9. Then, MM polarizable variables are adjusted to the K
density. In the LR regime, the response to the whole transition
densities is considered, so that only the dynamic solute−
solvent interactions (some sort of dispersion interactions) are
taken into account, while energy differences due to the
relaxation of the solute density are not taken into
consideration. The latter are considered by the cLR approach,
which instead discards the dynamic aspects of solute−solvent
interactions. Clearly, the two contributions describe two
different physicochemical phenomena, which can be seen as
complementary. A model to account for both contributions at
the same time, the so-called cLR2 approach, has been recently
proposed.41,42

As a side note, to describe the absorption phenomenon, we
have presented the extension of polarizable QM/MM
approaches to a linear TD-DFT description (see eq 7). It is
however known that the choice of the DFT functional might
widely affect the electronic response of a molecular system, and
should thus be selected based on previous studies reported in
the literature.43−49 To refine such a description, correlated
methods, such as Coupled Cluster, can be exploited, though
they have not been amply tested in the context of polarizable
QM/MM methodologies.50−53

ACS Physical Chemistry Au pubs.acs.org/physchemau Perspective

https://doi.org/10.1021/acsphyschemau.2c00050
ACS Phys. Chem Au XXXX, XXX, XXX−XXX

C



3. COMPUTATIONAL PROTOCOL
In recent years, we have developed a computational protocol
(see Figure 1), which adopts the concepts highlighted in the
previous sections and remarkably has successfully been applied
to describe absorption properties of solvated systems. Both the
direct effect of the environment on UV−vis spectra and the
contribution of the spatial arrangement of the solvent to the
final spectra are considered when such a procedure is followed.
In this Perspective, each one of these steps will be cursorily
explained since they have been amply commented elsewhere,
along with the “best practices”.1,9 The first step involves (i) the
definition of the system, demarcating the QM (generally the
solute) and MM (most often the solvent) portions, with the
first being responsible for the spectral property. Then, (ii) a
conformational and configurational sampling is performed, by
resorting to strategies such as MD simulations, which may also
imply a specific reparametrization of the existing FFs. Once the
solute−solvent phase space is explored, the computational
sample is prepared (iii) by extracting some configurations or
representative structures, ensuring no correlation between
them. Frequently those snapshots are cut in sphere-shaped
droplets and, for absorption spectra, a radius less than 20 Å
and just hundreds of them have proven to give excellent
results.54−56 Later, (iv) QM/FQ calculations of the target
property, here electronic absorption spectroscopy, are carried
out on the spherical frames obtained at the previous step, at a

given QM computational level, which is chosen according to
previous studies on similar properties/systems or based on a
thorough benchmarking. The two model variants, QM/FQ
and QM/FQFμ may be exploited at this step as well as
different sets of parameters for water and for nonaqueous
solvents. Nonelectrostatic interactions may also be included in
the QM/MM modeling.57 Finally, (v) the individual results are
extracted, analyzed, and averaged to produce final spectra. At
this point, the convergence of the spectra when varying the
number of configurations must be assessed. Comparison with
experimental data and further refinement of some of the above
stages (if needed) sign off the utilization of the protocol.
Table 1 lists all systems whose UV−vis absorption spectra or

related quantities (solvatochromic shifts, excitation energies)
have been simulated via the computational protocol depicted
in Figure 1.

4. ILLUSTRATIVE APPLICATIONS
In this section, we discuss different aspects that need to be
considered for constructing a successful model to correctly
reproduce electronic absorption spectra of molecules in
solution, and in some cases their solvatochromic shifts, by
resorting to a set of selected applications. In all cases,
according to the original works, MD simulations are performed
at the purely classical level and by imposing periodic boundary
conditions (PBC) on cubic boxes.

Figure 1. Flowchart of the computational protocol followed in the simulation of absorption spectra.
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4.1. Importance of a Comprehensive Sampling

How does the solvent interact with the solute and how are the
solute’s conformational degrees of freedom affected? In order
to answer these questions, an exhaustive sampling of the phase
space is a key stage prior to the calculation of the spectral
property. Two main factors ensure a high-quality sampling for
the whole system, i.e., (i) the conformational sampling of the
solute referred to the orientation of the internal dihedral angles
within the molecule that originate from intramolecular
interactions (such as weak noncovalent interactions, hydrogen

bonds, ...), and (ii) the configurational sampling of the solvent
or the distribution and orientation of solvent molecules around
the solute.1

Plenty of methodologies employing both classical and
quantum mechanics have shown to be useful for the purpose
of sampling conformations/configurations of systems in
solution.71 Conformer generators, stochastic and genetic
algorithms, Monte Carlo and MD simulations, among others,
form part of the most prosperous techniques proposed in the
literature.72−78 It is worth mentioning that QM/MM

Table 1. Record of Different Systems Whose UV−Vis Electronic Absorption Properties or Spectra Have Been Simulated Using
the QM/FQ Protocol Depicted in Figure 1a

solute solvent parametrization approach year ref

formaldehyde water A QM/FQ/PCM 2013 50
nicotine water A QM/FQ/PCM 2015 58
D3 (polythiophene) water A QM/FQ 2018 59
DOX water A QM/FQ 2018 59

water A QM/FQ 2019 55
water, DNA A DFTB/FQ 2022 60
water B, C, D QM/FQ, QM/FQFμ 2022 54

7-methoxycoumarin water A QM/FQ 2019 55
Bodipy 5-Methylcytidine bimane pyridinium dye water A QM/FQ 2019 55

B, C, D QM/FQ, QM/FQFμ 2022 54
5-aminophthalimide water A QM/FQ 2019 55

water A QM/FDE/FQ 2021 61
water B, C, D QM/FQ, QM/FQFμ 2022 54

Rhodamine 6G water A QM/FQ 2019 62
Curcumin KK and EK water A QM/FQ 2019 63
PNA water B, D QM/FQ, QM/FQFμ 2019 13

DIO, THF, ACN E QM/FQ 2021 42
ETH, MET, WTR
water C CC2-in-MLHF/FQ 2021 51
water B, C, D QM/FQ, QM/FQFμ 2022 54

pyridine water B, D QM/FQ, QM/FQFμ 2019 13
water C, D QM/FQ, QM/FQFμ 2019 14
water C CC2-in-MLHF/FQ 2021 51

pyrimidine water B, D QM/FQ, QM/FQFμ 2019 13
water C, D QM/FQ, QM/FQFμ 2019 14

caffeine water A, C QM/FQ 2020 56
paraxanthine
theophylline
luteolin water A QM/FQ 2020 64
kaempferol
quercetin
myricetin
acrolein water C, D QM/FQ, QM/FQFμ 2019 14

water C CC2-in-MLHF/FQ 2021 51
water A QM/FDE/FQ 2021 61
water B, C, D QM/FQ, QM/FQFμ 2022 54

QB DIO, THF, ACN E QM/FQ 2021 42
MER ETH, MET, WTR
BET water B, C, D QM/FQ, QM/FQFμ 2022 54
Nitrite water A, C QM/FQ, QM/FQFμ 2021 65
acetamide water A QM/FQ 2022 66
NMA
DMA
ubiquitin water A DFTB/FQ 2022 60
a-Ibu water A QM/FQ 2022 67
NAGMA water A, C QM/FQ 2022 68
NALMA

aParametrizations: A: Rick et al.,29 B: Carnimeo et al.,69 C: Giovannini et al.,70 D (FQFμ): Giovannini et al.,13 E: Ambrosetti et al.42
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calculations (step iv of the protocol, see Figure 1) are regularly
performed on structures extracted from MD trajectories, but
the procedure can also be extended to motifs coming from
other sampling strategies.65 When MD is used, the simulations
are quite versatile and they can be conducted in a classical, ab
initio or combined QM/MM MD way.71,79−81 The strongest
criticism about the choice of a reliable FF might be
circumvented by adapting the available FFs to the solute/
solvent couple (by means of reparametrization82−84 as was
done in refs 85.86,) Hydration patterns and distribution
functions are so useful to perceive the diversity of the sampling
and many software come in handy to that end.87−89
Regarding spectroscopy, chiral properties (e.g., CD or OR)

are usually the most sensitive ones to the system
conformation9 but there are some cases of UV−vis results
where the correct solute−solvent sampling has been a
determining factor.58,64 For example, the effects of a conforma-
tional sampling obtained from MD runs are evident in the
simulation of the UV−vis study of nicotine58 where due to a
proper MD sampling it is revealed the formation of complex
specific hydrogen bonding networks of water molecules
connecting different parts of the solute, that turn out to be
pivotal in the reproduction of the experimental data. Figure 2

presents the computed and experimental spectra and
representative conformers with one or two bridging water
molecules between the nitrogen atoms, that are most
frequently sampled during the MD and thus contribute to
the final spectra. In this case, the combination of a detailed
description of nicotine-water interactions, with directional
effects such as hydrogen bonding, offered by the QM/FQ/
PCM approach and the conformational sampling resulting
from MD provides a great improvement with respect to other
modeling strategies.
To retain a more accurate description of the directionality of

the key O···H−O and N···H−O molecule−water interactions,
in some works,26,64,66,68 additional interaction sites (also
known as virtual sites, VS) have been added to the molecular
topology of the solutes. An improvement of the agreement

between QM/FQ and experimental spectra was reported by
Skoko et al.64 in the UV−vis study of flavonoids in aqueous
solution. For the test cases, the inclusion of VS mainly affects
the relative intensity of the two bands and for Kaempferol,
Quercetin, and Myricetin, an MD sampling done without VS
underestimates the intensity of the first transition with respect
to the experimental findings. The presence of explicit water
molecules also modifies the conformational distribution and in
turn the spreading of excitation energies for the different
flavonoids. Individual results for quercetin are presented in
Figure 3. Computed excitation energies of the first transition
are plotted as a function of the δ dihedral angle in Figure 3b,
whereas its corresponding absorption spectra are depicted in
Figure 3c. Both these results suggest that a refined modeling of
intermolecular interactions through the incorporation of VSs in
the oxygen atoms seems to be fundamental to accomplish a
rigorous reproduction of the overall spectral shape.
It is important to draw attention to the fact that MD offers

some advantages in the long run as a result of the assorted
distribution of solvent molecules around the different solute
conformations. These merits are especially associated with the
natural emerging of the inhomogeneous broadening of the
bands in the absorption spectra, which stems from the
spreading of the stick spectra of the individual snapshots as
can be seen in Figure 4 for the anti-inflammatory drug,
Ibuprofen. In addition, sticks can be color-coded to better
understand the origin of some bands and choose excited states
of interest for subsequent applications as in the case of
Resonance Raman spectroscopy.67Figure 4 also illustrates that
the main band of solvated anionic Ibuprofen (that at 222 nm)
appears mainly as a consequence of electronic transitions to
states S1, S2, and S3.
Note that unsatisfactory reproduction of reference data (e.g.,

experimental spectra, full QM calculations,...) may be due to
the specific methods that are employed in one (or more) of the
steps of the computational protocol (see Figure 1). For
instance, a potential source of error might follow the so-called
“geometry mismatch” problem, which emerges from the
combination of classical MD simulations and quantum-
chemical calculations.91−97 In short, there is no consistency
between conformations resulting from classical force fields and
those coming from quantum descriptions. This may yield a
poor description of spectral features. Some possible solutions
to overcome this drawback have been proposed in the
literature, among them, resorting to QM/MM MD simu-
lations93 or parametrizing the classical force fields so that they
reproduce the QM description.85

4.2. Hydrogen-Bonding Description

The way of describing or representing hydrogen bonds (HBs)
is crucial in the acquisition of accurate absorption spectra of
aqueous systems. As was mentioned before, their correct
directionality can be recovered by using VS in the MDs during
the sampling stage, however, HBs appear to be also decisive for
reproducing specific spectral details, with renowned con-
sequences as shifts of a few nanometers in UV−vis spectra.2
Admittedly, it always depends on the nature of solute and
solvent, but for polar solvents like water and solutes with
potential HB sites, it has been proved that the presence or
absence of water molecules determines the molecular
conformational distribution and thus, the spectral property at
hand.

Figure 2. Calculated QM/FQ/PCM absorption spectra of nicotine in
aqueous solution. The experimental spectrum (black) taken from ref
58 is given for comparison. Nicotine was freely allowed to move
during MD simulations. QM level: CAM-B3LYP/aug-cc-pVDZ.
Image adapted from ref 58. Copyright 2015 American Chemical
Society.
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Consequences of using a static QM/continuum approach
are known for the case of curcumin, a natural antioxidant,
dissolved in aqueous solution.63 The enol−keto (EK) form of
curcumin (and other curcuminoids) has been reported98 to be
the lowest energy isomer and its UV−vis spectrum is
experimentally dominated by a single vertical transition placed
at about 429 nm.99 Such a band is the result of a pure HOMO
→ LUMO transition, with π − π* character.100 As can be seen
in Figure 5, an implicit treatment of the solvent with the PCM
approach makes the absorption maximum to lie at about 381
nm, whereas it is red-shifted toward the experimental value if
QM/MM is exploited, lying at 435 nm for QM/FQ. This
improvement offered by the atomistic approach coupled with a
dynamical description of the solvation phenomenon is
rationalized by analyzing the strong HB interactions detected
in the radial distribution functions resulting from classical MD
simulations. Despite the fact that MD predicts the EK structure
to be predominantly planar (it means that just one conformer
should be significant akin to the static QM/PCM picture), the
arrangement of water molecules around the equilibrium
position of curcumin is crucial to correctly account for the

variability of the configurations that lead to the emergence of
that main band.
In another case, the impact of the atomistic description of

the solvent molecules has been reported by Giovannini et al.,14

by investigating the n → π* and π → π* vacuo-to-water
solvatochromic shifts of acrolein. A hierarchy of solvation
approaches for modeling the aqueous environment has been
tested and some results are presented in Figure 6. It should be
pointed out that since acrolein is free to move along the MD
trajectories, solvatochromic shifts reported for it arise from
both solute−solvent interactions and also from changes in its
internal geometry when passing from vacuum to solution. The
effect of hydrogen bonding solute−solvent interactions is
immediately perceptible by comparing QM/PCM and QM/
FQ (in all its variants) computed results with the experimental
blueshift of 0.25 eV and redshift of −0.52 eV reported in ref
101 for n → π* and π → π* transitions, respectively, when
going from gas phase to a water solution (sign is just a
convention). It is clear that the continuum QM/PCM totally
fails at reproducing the experiments. From different papers in
the literature,2,4 it has been suggested that possible refinements
can be achieved by adding water molecules near the solute in a

Figure 3. (a) Definition of dihedral angles and oxygen virtual sites of quercetin.64 (b) QM/FQ excitation energies of the first electronic transition
of quercetin in water as a function of its δ dihedral angle. (c) Experimental90 and computed absorption spectra as calculated with QM/FQ when
coupled to both MDVS and MDnoVS. Quercetin was freely allowed to move during MD simulations. QM level: B3LYP/6-311+G(d, p). Images
adapted with permission under a Creative Commons CC BY License from ref 64. Copyright 2020 MDPI.

Figure 4. (a) Spatial distribution function of water oxygen (red) and hydrogen (white) atoms around ibuprofen.67 (b) Sticks and convoluted QM/
FQ UV−vis absorption spectrum of anionic Ibuprofen in aqueous solution. Colored sticks stand for different excited states, from which S1, S2, and
S3 are labeled. Ibuprofen was freely allowed to move during MD simulations. QM level: CAM-B3LYP/6-311++G(d, p). Images adapted with
permission under a Creative Commons CC BY License from ref 67. Copyright 2022 MDPI.
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cluster-like QM/QMw model. Figure 6 shows that this
approach does not alter the solvatochromic shift of the π →
π* transition of acrolein but it enhances the result for the n →
π*, although it is still overestimated. That strategy can be
extended to the QM/FQ methodology, where explicit water
molecules are included in the QM portion in what is called
QM/QMw/FQ.

34 Sometimes results achieved in that way have
been in better agreement with experiments55,65,68 or have been
taken as reference, but it also happens that the QM/FQ
approach is more than enough in the description of the solvent
since it outperforms other solvation models at a lower
computational cost.55

Additional evidence of the reliability of the HB description
given by QM/FQ coupled to MD sampling is given by
Ibuprofen in water solution.67 In particular, the strength of
HBs around the solute (see the spatial distribution functions,
sdfs, in Figure 4) has been quantified by using the stabilization

energies provided by the Natural Bond Orbitals (NBO)
framework.102 After comparing NBO results from QM/FQ
and from purely QM ibuprofen-water clusters, it appears that
when 6 water molecules (plus the rest of the FQ layer)
surround the solute, the dominant contributions are due to the
same kind of charge transfer and the magnitudes of
stabilization energies are similar to those found in micro-
solvated aggregates.
In light of the above examples, the atomistic, albeit classic,

treatment of the QM/FQ model seems to be a major
ingredient to reproduce experimental findings.
4.3. Mutual Polarization Effects

The quality of the description of solute−solvent interactions
rules the accuracy of computed spectral properties. For this
reason, the physics lying behind the QM/MM model definitely
matters and it should be able to represent how both layers
“feel” each other. Although in the EE approach the MM layer
does polarize the QM density, the opposite is not true,
disregarding the fact that both solute and solvent are
collectively affected by the presence of each other. Polarizable
QM/MM approaches overcome this important shortcoming
by endowing MM atoms with polarizable sources that vary as a
result of the interaction with the QM density, and viceversa.
Different examples of how polarization effects exert influence

on molecular response properties have been pointed out in the
literature.23,36,103 In this Perspective, we have picked a select
set of them to comment on the relevance of mutual solute−
solvent polarization effects. The first case involves acrolein
whose solvatochromic shifts for the two lowest-lying electronic
transitions are shown in Figure 6. For the n → π* transition,
the nonpolarizable QM/TIP3P (which places fixed charges at
atomic sites104) well reproduces the experimental shift,
underestimating it by just 4%, while the shift of the π → π*
transition is wrongly reproduced, with an error of 44% in
absolute value.14 In contrast, much better results are achieved
when exploiting polarizable QM/MM approaches, with a
striking 0% and 9% of error for the π → π* transition in the
contexts of QM/FQ and QM/FQFμ, respectively.
Polarization effects can be directly observed in the UV−vis

spectra of the styrylpyridinium cyanine dye displayed in Figure
7a. For that chromophore, the absorption spectrum in water
exhibits an absorption band at 446 nm and another band at a
shorter wavelength of 278 nm (not shown in the plot).44,105

Comparison between QM/FQ and QM/TIP3P spectra
indicates that the mutual polarization is crucial to improve
the description of experimental data, since QM/TIP3P places
the absorption maximum in the furthest position with respect
to the other solvation models, thus having the highest error.55

This system is another peculiar example in which including
explicit water molecules in the QM portion does not alter
considerably the spectrum. This is due to the fact that there are
no specific solute−solvent interactions according to the radial
distribution functions from the MD sampling. Also, for
NAGMA and NALMA dipeptides,68 a shift toward the
experimental results is recovered by using the QM/FQ
model rather than QM/TIP3P. Concerning a very popular
solute, caffeine, some repercussions are noted too. Caffeine is a
xanthine, structurally similar to a purine. Its UV−vis
absorption spectrum in water exhibits two bands centered at
205 and 273 nm.106 Similar to the case of the Cyanine dye,
Figure 7b shows that for solvated caffeine (it also applies for

Figure 5. Simulated QM/FQ and QM/PCM absorption spectra for
the enol−keto (EK) tautomer of curcumin in aqueous solution.63
Curcumin was freely allowed to move during MD simulations. QM
level: M06-2X/def2-TZVP. Experimental data taken from ref 99.
Image reproduced and adapted with permission from ref 63.
Copyright 2019 Royal Society of Chemistry.

Figure 6. Computed and experimental π → π* (top) and n → π*
(bottom) vacuo-to-water solvatochromic shifts of acrolein. Acrolein
was freely allowed to move during MD simulations. QM level: CAM-
B3LYP/aug-cc-pVDZ. To get a better picture, experimental values
taken from ref 101 extend along the whole results. Orbitals involved in
both transitions are also included. Image adapted from ref 14.
Copyright 2019 American Chemical Society.
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paraxanthine),56 the accounting for polarization improves the
relative intensities between the bands.

4.3.1. Different Treatments of Solvent Polarization:
From QM/FQ to QM/FQFμ. At this point, it should be clear
that a correct inclusion of mutual solute−solvent polarization
and a detailed description of solute−solvent interactions (e.g.,
HBs) both need to be appropriately modeled to guarantee
high-quality computed absorption spectra. Undoubtedly,
polarizable QM/MM approaches are proper choices, but

spectra can vary as a function of the chosen PE model.
Basically, the alternatives differ in how the QM/MM coupling
term is inserted in the QM Hamiltonian1 and in the
polarization sources under consideration. While charges rule
polarization effects QM/FQ, charges and dipoles play that role
in QM/FQFμ. Therefore, when QM/FQFμ is used, each MM
atom is assigned a charge and a dipole which can vary
according to the external electric potential and electric field.
QM/FQFμ introduces a better description than QM/FQ of

Figure 7. QM/TIP3P, QM/FQ, and experimental UV−vis spectra of (a) pyridinium dye55 and (b) caffeine56 in aqueous solution. Experimental
spectra from refs 105 and 106. The pyridinium dye was rigid whereas Caffeine was freely allowed to move during MD simulations. QM level: CAM-
B3LYP/6-311++G(d, p) and B3LYP/6-311++G(d, p) for pyridinium dye and caffeine, respectively. Image (a) reproduced and adapted from ref 55.
Copyright 2019 John Wiley & Sons publications. Image (b) reproduced and adapted with permission from ref 56. Copyright 2020 Royal Society of
Chemistry.

Figure 8. QM/FQ (top) and QM/FQFμ (bottom) (a) cLR excitation energies of PNA in aqueous solution as a function of selected dihedral
angles and (b) ω0, LR, and cLR spectra. Vertical bars mark the position of excitation energies in vacuum and those obtained with ω0, i.e., the frozen
density approximation.13 c) PNA vacuo-to-water solvatochromic shifts, ΔE = Esolv − Evac, in water54 computed with QM/EE and different QM/FQ
parametrizations. PNA was freely allowed to move during MD simulations. QM level: CAM-B3LYP/aug-cc-pVDZ and CAMY-B3LYP/TZ2P.
Images (a) and (b) reproduced and adapted from ref 13, with the permission of AIP Publishing, Copyright 2019 AIP Publishing. Image (c)
reproduced and adapted with permission under a Creative Commons Attribution 4.0 International (CC BY 4.0) from ref 54. Copyright 2022 arXiv.
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short-range electrostatics and out-of-plane polarization ef-
fects.13,42 Within the absorption spectroscopy scenario, the
most notorious implications of using QM/FQFμ have been the
shifting of the absorption bands and a more spread distribution
of raw spectral data (sticks). Indeed, the application of QM/
FQFμ has granted the calculation of accurate vacuo-to-water
solvatochromic shifts not only in sign but also in value.13,14

Data for para-nitroaniline (PNA) are shown in Figure 8.
Known for its solvatochromicity, PNA is typically used as a
probe in the assessment of the quality of computational models
for spectroscopy.13,42,51,54 The effect of the conformational
wealth on excitation energies of PNA is reported in Figure 8a.
Small discrepancies between QM/FQ and QM/FQFμ vertical
excitation energies are identified. The corresponding UV−vis
spectra for PNA aqueous solutions are shown in Figure 8b. A
few important points are immediately drawn: first, QM/FQFμ
convoluted spectra show a larger in-homogeneous broadening
with respect to QM/FQ, due to a broader distribution of the
sticks. Second, the different description of electrostatic
interactions given by QM/FQ and QM/FQFμ leads to a
diverse value of solvatochromic shifts for the π → π* transition
of PNA (see the position of the vertical bars in Figure 8b).
Experiments107,108 suggest that the solvatochromic shift of
PNA is 0.99 eV, which is a value better achieved in the case of
the QM/FQFμ approach.13,54
Still commenting on PNA, it is well-known that a correct

definition of the solvation regime, i.e., how to reliably describe
the environment response following the electronic transition, is
crucial to compute accurate excitation energies in solution.
Specifically, here we focus on the LR and cLR approaches,
which have already been extended to both QM/FQ and QM/
FQFμ.13 In brief, cLR, unlike LR, is able to catch the relaxation
of the environment (the solvent in this case) as a response to
the charge equilibration of the QM density to the specific
excited state. Therefore, cLR is the most appropriate method
when dealing with excitations that involve large density
rearrangements.32,109Figure 8b shows computed excitation
energies of solvated PNA13 obtained either with LR or cLR
regimes. In this specific case, LR and cLR excitation energies
are similar, thus indicating that the LR scheme, where the
response of the MM portion is adjusted to the QM transition
density, is sufficient in the treatment of the excitation of this
molecule. That is not always the case: in ref 42, it has been
shown that relevant discrepancies between LR and cLR
excitation energies might occur, for instance for 1-methyl-4-
[(oxocyclohexadienylidene)ethylidene]-1,4-dihydropyridine
(MER) and 2,6-diphenyl-4-(2,4,6-triphenylpyridin-1-ium-1-
yl)phenolate (BET) and to a lesser extent for 1-methyl-8-
oxy-quinolinium betaine (QB) when dissolved in different
solvents (1,4-dioxane (DIO), tetrahydrofuran (THF), acetoni-
trile (ACN), ethanol (ETH), methanol (MET) and water
(WAT)). Computed values are listed in Table 2.

4.3.2. How the Results Depend on the FQ Para-
metrization. In QM/MM approaches, the simulation of
specific environments requires specific MM parametrization.
As stated before, there is a list of predefined parameters that
are used in the calculations to define the solvent’s response.
They are electronegativities and chemical hardnesses (and
atomic polarizabilities) for QM/FQ (and QM/FQFμ). The
hearth of the parametrization procedure is the fitting of
calculated values of selected observables, such as interaction or
total energies, with respect to reference data sets that can be
obtained from full ab initio calculations on representative

structures. Water or water−solute clusters of different
molecularities have been often employed to find parameters
for polarizable force fields. In this way, QM/FQ has been
parametrized by Rick et al.,29 Carnimeo et al.,69 Giovannini et
al.,85 and lately by Ambrosetti et al.,42 increasingly trying to
refine computed spectral properties. QM/FQFμ parameters
have been proposed once.11 Many works have greatly benefited
from one or another parametrization as can be read in Table 1.
Overall, changing parameters improves the description of the
position of the absorption bands68 or relative intensities.56 It is
worth recalling here that what is changing when varying
parameters is the degree of polarization that the solute can
induce on the surrounding solvent molecules, thus directly
affecting the solute’s spectral response.1

Recently, the performance of different QM/MM embedding
models and parametrizations to compute vacuo-to-water
solvatochromic shifts has been investigated by Nicoli et al.54

For PNA, those results are collected in Figure 8c. In that work,
for QM/FQ calculations, three sets of parameters, namely,
QM/FQ A,29 QM/FQ B,69 and QM/FQ C,70 are reviewed. In
all cases, the sign is correctly reproduced and after refinement,
the solvatochromic shift moves toward the experimental value.
Notwithstanding, QM/FQFμ outperforms the other models
for this particular system and, although it is not the emphasis
of this section, the shift given by the nonpolarizable QM/
TIP3P method compares somewhat poorly to the experimental
value.
To conclude this section, we refer interested readers to a

recent assessment of the performance of different polarizable
embedding approaches, ranging from QM/FQ to QM/
Discrete Reaction Field (QM/DRF) and QM/FQFμ, in the
reproduction of solvatochromic shifts of several dyes dissolved
in aqueous solution.54

4.4. Inclusion of Nonelectrostatic Terms
As stated in section 2, most QM/MM approaches limit the
QM/MM interaction term in eq 2 to electrostatic and
polarization contributions. Nonelectrostatic interactions (re-
pulsion and dispersion) are commonly included through
parametric functions, such as the Lennard-Jones potential,
which does not depend on the QM density. As a consequence,
nonelectrostatic terms modify neither the GS nor the excited
state QM density and only indirectly affect the final numerical
values. The difficulty in treating QM/MM nonelectrostatic
interactions stands in the fact that, since the MM part is
classical, ad hoc models need to be constructed to properly
model interactions of a purely quantum nature.
Here, we focus on how Pauli repulsion EQM/MMrep can affect

absorption properties of solvated systems, by exploiting a

Table 2. QM/FQ LR and cLR Excitation Energies (in eV) of
QB, MER, and BET in Different Solventsa

QB MER BET

solvent LR cLR LR cLR LR cLR

DIO 2.62 2.55 2.43 2.22
THF 2.57 2.51 2.63 2.85
ACN 2.78 2.74 2.83 2.98 2.94 2.79
MET 3.26 3.17 3.55 3.30
ETH 2.98 3.19
WTR 3.41 3.35 3.18 3.33 3.88 3.71

aData taken from Ref 42. QB, MER, and BET were kept frozen in
their minimum energy structure during MD simulations.
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method which has been developed in our group and is general
enough to be applied to any kind of environment and QM/
MM method.14,15,57,70 The approach is rather simple: each
MM molecule is endowed with a set of functions mimicking
the QM density of the MM portion ρMM, and EQM/MMrep is
written as the opposite of an exchange integral, i.e.:110,111

=E
r
r r

r r r r1
2

d d
( , ) ( , )1 2

1 2 2 1QM/MM
rep

12
QM MM (12)

The specific definition of the MM density ρMM for the case
of water can be found elsewhere.57 Here, it is worth remarking
that the QM/MM repulsion energy is calculated as a two-
electron integral, in which the MM density remains constant
during the SCF cycles. As a consequence, EQM/MMrep results in a
one-electron contribution to the QM Hamiltonian, thus
leading to a modification of the MO coefficients and energies.
Therefore, Pauli repulsion gives an indirect contribution to
excited state properties. Cases studied in the literature
introducing these also-called quantum confinement effects
include solvatochromic shifts evaluated with different levels of
theory: nonpolarizable fixed-charges QM/TIP3P model, polar-
izable QM/FQ and QM/FQFμ models, and both polarizable
models with the addition of repulsion forces.14 To showcase
how nonelectrostatics can affect absorption properties, we
focus on the well-known case of vacuo-to-water solvatochromic
shifts of acrolein.14,20

Some authors have become aware of the role of those effects
when observing that solvatochromic shifts change by treating a
few solvent molecules surrounding the solute at the QM
level.20 Of course the criticism/disadvantage of doing so lies in
the expensiveness of the selection process of the solvent
molecules (how many, where to put them) and the calculation
itself. By using our approach, it is no longer necessary to take
care of explicit water molecules to account for nonelectrostatic
effects. By going back to Figure 6, we see that when the Pauli
repulsion contribution between the QM solute and water
molecules is considered (green bars) in addition to the
electrostatic coupling, the solvatochromic shift for the n → π*
transition reduces and approaches the experiment. The same
does not apply to the π → π* transition, which requires the
further consideration of charge exchange between water
molecules to be perfectly simulated (see also section 2).14

Similar conclusions can be drawn after including repulsion in
the modeling of the UV−vis spectra of solvated nitrite.65 These
findings also reveal that nonelectrostatic effects in absorption
spectroscopy are indeed not uniform, and nonobvious
predictions can be made a priori.
Nonelectrostatic contributions may also be modeled by

resorting to multiple-layer methods. In this scenario, excitation
energies of solvated acrolein have been studied by using a
multilayer polarizable embedding approach with frozen density
embedding (FDE), QM/FDE/FQ,61 or by coupling different
quantum-embedding approaches with a third FQ layer.51 In
these approaches, the environment’s density is retained, thus
quantum forces are automatically included, without the need of
resorting to specific parametrizations of the environment.
4.5. Brief Note on the Influence of Charge Transfer

Charge transfer (CT) effects can occur within the same
molecule (intrasolute or intramolecular), between solute and
solvent, and between solvent molecules. In the intrasolute case,
excitations of CT character refer to transitions associated with
significant movements of the electron density. The degree to

which CT takes place can be assessed by means of different
descriptors, such as the DCT index based on the difference
between the unrelaxed (or relaxed) excited-state density and
ground-state density.112 This spatial index indicates the charge
displacement which is associated with the transition and has
been exploited in connection to polarizable QM/MM
approaches in various works.13,55,56,59

QM/FQ and QM/FQFμ can allow intermolecular solvent−
solvent CT, i.e., the charge transfer between MM molecules
(see section 2). Such effects have been evaluated for acrolein,
pyridine, and pyrimidine in ref 14, and Figure 6 shows that, for
acrolein, QM/FQCT and QM/FQFμCT give solvatochromic
shifts in almost perfect agreement with experiments when
coupled to nonelectrostatic effects.
As for solute−solvent CT, neither QM/FQ nor QM/FQFμ

(and none of the available QM/MM approaches) allows the
exchange of charge between the two portions. When strong
charge transfer occurs between solute and solvent, the orbitals
involved in the transitions belong not only to the solute but
also to the nearest solvent molecules. This happens in the case
of nitrite65 (see one of the molecular orbitals in Figure 9a),

where it is necessary to add the first, second, and third
solvation shells in the QM portion�turning into QM/QMw/
FQ�in order to recover the experimental position of the main
band in the UV−vis spectrum. Distributions of DCT indexes for
the 12 transitions of NO2− along the 200 snapshots (12 × 200
sticks) analyzed by Uribe et al.65 are reported in Figure 9b.
Clearly, the two distributions peak in different values, and the
addition of water molecules to the QM portion makes the
distribution flat, at the same time moving the main maximum
to ≈2.9 Å, which confers to some excitations the feature of
being of charge transfer nature. The need to include solute ↔
solvent charge transfer effects for a correct description of
experimental spectra of small anions in aqueous solution65,113

shows that even those apparently simple molecules hide a
complex electronic structure that entails n → π*, π → π*
transitions and charge transfer states.
Some attempts to describe the charge transfer in multiscale

simulations have been done by Lin et al.114−116 who proposed
a model with a flexible boundary characterized by on-the-f ly

Figure 9. (a) Picture of one of the molecular orbitals involved in the
UV−vis transitions of NO2− in water, obtained with the QM/QMw/
FQ approach. FQ water molecules are omitted. (b) Distribution of
DCT indices computed with QM/FQ and QM/QMw/FQ on 200
snapshots extracted from MD trajectories of solvated NO2−. Twelve
excited states are taken into account in each snapshot. NO2− was
freely allowed to move during MD simulations. QM level: CAM-
B3LYP/6-311++G(d, p). Numerical results are taken from ref 65.
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exchanges of partial charges and atoms between the QM and
MM subsystems. However, to the best of our knowledge, such
an approach has only been applied to the description of ground
state properties.
4.6. Toward Nonaqueous Media
Until now, we have focused on the specific case of aqueous
systems. QM/FQ has recently been extended to nonaqueous
solvents of various polarity and hydrogen-bonding capability,42

namely, 1,4-dioxane, tetrahydrofuran, acetonitrile, ethanol, and
methanol. This implies the specification of the values of atomic
electronegativities and chemical hardnesses, which are
independent of the solute and/or the spectral observable but
only depend on the solvent, which ultimately makes the
parametrization transferable. Detailed results for PNA are
reported in Figure 10, which shows that excitation energies

and, in turn, solvatochromic shifts increase with the polarity of
the solvent. QM/FQ excitation energies are almost in line with
the experimental trends, giving excellent values and in some
cases exhibiting outstanding agreement with experimental data.
Conversely, QM/EE strongly underestimates experimentally
measured shifts, thus revealing once again the relevance of the
solute−solvent polarization as highlighted in a previous section
and in ref 42. Finally, it is worth noting that, for low-polar

solvents, both QM/EE and QM/FQ fail at reproducing the
experimental trends. This might be due to the lack of
nonelectrostatic interactions in our modeling,14,15,57,70 which
may be particularly relevant in these cases.

5. CONCLUDING REMARKS
In this Perspective, we have shown, by means of clear-cut
examples, the crucial role of diverse aspects in the simulation of
electronic absorption spectra of solvated systems. Thus, a
model intended to obtain a reliable description of experimental
data and to have predictive power should be able to integrate
essential elements, such as the phase-space sampling, solvation
effects, and a physically sound calculation of the spectral signal.
The dynamical aspects of the solvation phenomenon can be
considered by resorting to classical MD simulations, whereas
the computation of spectral properties can be performed by
using multiscale QM/MM methodologies. As expected,
spectral features depend on the reliability of the force fields
used in MD and QM/MM calculations. For the latter, QM/
FQ has proven to be particularly advantageous because of its
flexibility to integrate the various effects in place in the solvated
sample, thus treating all solute−solvent interactions that are
meaningful for the generation of the spectroscopic response.
Mutual polarization effects, nonelectrostatic contributions,
relaxation effects in the solvent response, and even vibronic
effects can be properly included. Broadly speaking, when QM/
FQ in any of its flavors�QM/FQ or QM/FQFμ�has been
challenged to reproduce absorption spectra or solvatochromic
shifts of systems in solution, results have found better
agreement with experimental data than continuum solvation
and electrostatic embedding approaches.
Despite their success, further improvements for QM/FQ

and QM/FQFμ can be foreseen. The first development line is
their extensive parametrization for diverse environments,
which will allow treating more and more complex systems,
up to biological environments. The parametrization effort also
extends to quantum repulsion, and eventually, quantum
dispersion, which up to now have been only challenged for
aqueous systems. In addition, dealing with large systems
implies the immediate use of enhanced MD sampling
techniques and a careful choice of the partitioning of the
system. Also, in order to make the computational approach
entirely coherent with the physics of the absorption
phenomenon, charge transfer interactions (both between
QM/MM or MM/MM moieties) would need to be included.
However, universal protocols for treating such effects are not
available yet, making it an interesting topic for future
investigations. We finally note that, in the above discussion,
effects arising from the electronic-nuclear coupling, which also
affect the spectral shape, have not been emphasized. More
extensive investigations, in line with recent studies,117 would
contribute to increase the quality of the description of
experimental spectra.
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Absorption spectra of xanthines in aqueous
solution: a computational study†

Sara Gómez, a Tommaso Giovannini b and Chiara Cappelli *a

We present a detailed computational analysis of the UV/Vis spectra of caffeine, paraxanthine and

theophylline in aqueous solution. A hierarchy of solvation approaches for modeling the aqueous

environment have been tested, ranging from the continuum model to the non-polarizable and

polarizable quantum mechanical (QM)/molecular mechanics (MM) models, with and without the explicit

inclusion of water molecules in the QM portion. The computed results are directly compared with

the experimental data, thus highlighting the role of electrostatic, polarization and hydrogen boding

solute–solvent interactions.

1 Introduction

Xanthine is a chemical compound structurally comparable to
purine.1 It can be obtained from purine degradation and
according to some metabolic pathways, it is thought to be
converted to uric acid by means of oxidation processes.2–4

Xanthine-derivatives, also called xanthines, and among them
methylxanthines, have a wide range of pharmacological/clinical
activities5,6 including as mild stimulants7 not only for the
central nervous system but also for the respiratory center,
depending on many factors such as dose and concentration.8

Particular attention was paid to the fact that theophylline and
other methylxanthines can block responses to adenosine, once
it was discovered in 1970.9–11

Methylated xanthines include 8-chlorotheophylline (1,3-dimethyl-
8-chloroxanthine), aminophylline (theophylline : ethylenediamine
2 : 1), IBMX (3-isobutyl-1-methylxanthine), pentoxifylline (1-(5-
oxohexyl)-3,7-dimethylxanthine), paraxanthine (1,7-dimethyl-
xanthine), theophylline (1,3-dimethylxanthine), theobromine
(3,7-dimethylxanthine), and caffeine (1,3,7-trimethylxanthine),
the latter being the most broadly known and consumed.12–16

Some of these methylxanthines are displayed in Fig. 1, with

water-solubility17 being a common feature of all of them. As a
matter of fact, a variety of tautomeric forms can exist for these
xanthines, due to the influence of temperature, aggregation
state, pH conditions, etc.18–21

Several analytical techniques, such as Fourier-transform
infrared spectroscopy (FTIR), liquid chromatography-mass
spectrometry (LC-MS), UV/Vis spectroscopy, nuclear magnetic
resonance (NMR) and others can be used in the detection
of xanthines.22–28 For instance, UV absorption, which is the
technique we have focused on in this paper, has been used
in the identification and determination of caffeine in
pharmaceuticals29 as well as in coffee beans30 and in brewed
coffees.31 The potential use of these methods has motivated
many experimentalists and theoreticians to study the informa-
tion provided by experimental techniques and their subsequent
interpretation by using computational tools. Multiple works
have been performed regarding electronic absorption spectra.32,33

In particular, electronic absorption and fluorescence spectra
of aqueous solutions of xanthine, caffeine, theophylline and
theobromine have been studied at different pH values,34 and
the excited state lifetimes of hypoxanthine, paraxanthine, theo-
phylline, theobromine, and caffeine were studied via femto-
second transient absorption spectroscopy performed in aqueous

Fig. 1 Molecular structure of selected xanthines studied in this work. M1,
M2 and M3 stand for the methyl groups, whose rotation is analyzed in
Fig. 2. See also Fig. S1 in the ESI† for atom numbering.
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† Electronic supplementary information (ESI) available: Xanthines atom numbering;
time evolution and dihedral distribution function for the methyl rotation of caffeine;
the convergence test of computed UV spectra with respect to the number of extracted
snapshots; linear combinations (on the NBO basis) for the HOMO and LUMO of
caffeine; effect of the choice of DFT functional on vertical excitation energies and
spectra; paraxanthine and theophylline tautomers; plots of the orbitals involved in
the first transitions of paraxanthine and theophylline; stick spectra obtained by
using the QM/FQb solvation model; charge transfer index. See DOI: 10.1039/
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and acetonitrile solutions.35 Other studies have investigated
thermochemical processes, enthalpy of hydration, solubility
and enthalpy of solution,36 structure–activity relationships,37

resonant two-photon ionization (R2PI) spectroscopy,38,39 vibra-
tional cooling time,40 pharmacokinetics,41 amongst others.

Xanthines have also been extensively explored from the
computational point of view. Many techniques encompassing
quantum mechanics (QM), molecular dynamics (MD),42–44

combined quantum mechanics/molecular mechanics (QM/MM)
and MD calculations,45 free energy calculations46 and QSAR
investigations,47 among others, have been used to study metabolic
mechanisms,48 formation of p-stacked complexes,39,45,49

microsolvation,50,51 proton transfer reactions,52 recognition
sites in molecular imprinting polymers,53 vibrational18,42 and
electronic54 spectra, spectroscopic signatures and structural
motifs in isolated and hydrated xanthines, etc.21,55 In the latter
cases, solvent effects need to be considered if reliable simulated
spectra are desired.56,57

A straightforward approach, which includes solvent effects
in QM calculations of spectroscopic quantities, is to resort to
the polarizable continuum model (PCM)58–61 in which the
solute is accommodated in a molecule-shaped cavity, whereas
the solvent is modelled as a homogeneous continuum dielectric.
However, for strongly interacting solute–solvent systems, different
hydrogen bonding networks around the analyzed substrates could
remarkably influence their photodynamical properties,57,62–65 as
pointed out by Guo et al. in the specific case of nucleobase
analogues.45 Strictly speaking, complexes formed between the
compound of interest and solvent molecules, which are generally
stabilized via hydrogen bonds66–69 (HBs), could have a dramatic
impact on the charge transfer taking place during electronic
transitions. In this respect, continuum solvation is not able to
properly account for HBs.

In order to accurately describe specific solute–solvent inter-
actions, a combined QM/MM-MD approach,70 in which MD
simulations allow for sampling of the phase-space, can be
exploited. Such a multiscale scheme implies the partition of
the solvated system in two layers, in which the key ingredient is
to accurately account for the interaction between the two
portions. This is usually accomplished by including an electro-
static coupling,71 which may or may not contain mutual
polarization between the two layers, in polarizable or electro-
static embedding, respectively. Several polarizable QM/MM
approaches have been developed so far, based on multipole
expansions,72,73 induced dipoles,74–78 AMOEBA,65,79 fluctuating
charges (FQ)64,70,80,81 and fluctuating charges and dipoles
(FQFm).82–84 QM/MM non-electrostatic interactions may also be
included.85–89 Among the different polarizable QM/MM
approaches, QM/FQ57,70,80,90,91 is adopted in this work, because
it has been successfully applied to the calculation of vertical
electronic excitation energies (VEE) for several compounds in
aqueous solution.57,80,92–94

In this work, we focus our attention on solvent effects on
electronic transitions of a set of selected xanthines, for which
experimental spectra exist.35,95,96 In particular, we borrowed
and analyzed the corresponding UV/Vis absorption spectra in

aqueous solution of the three xanthine derivatives displayed in
Fig. 1, which were reported by Chen and Kohler.35 It should be
noted that, theobromine and the parent compound xanthine
are not studied in this work due to their poor water solubility.
To fully characterize solvent effects on purine analogues in
aqueous solution, different computational approaches, ranging
from PCM to non-polarizable and polarizable QM/MM
approaches, have been investigated. The present study also
constitutes a good starting point to gain insight about the
process related to solvation and UV radiation, and can poten-
tially serve as a model for more complex cases like purine
nucleobases in DNA.

The manuscript is organized as follows: in the next section
the computational protocol adopted for the calculation of
electronic absorption spectra is discussed. The subsequent
section contains the results obtained by exploiting different
solvation approaches for the simulation of the UV-Vis spectra of
caffeine in aqueous solution. The procedure is then applied to
other caffeine-related molecules, namely theophylline and
paraxanthine. As an illustration of the performance of the
various approaches, the computed results are compared with
the experimental ones. Our summary and conclusions end the
manuscript.

2 Computational protocol

Caffeine, theophylline and paraxanthine, (see Fig. 1 for their
molecular structure), were initially optimized and fully charac-
terized as minima on the potential energy surface (PES) at the
B3LYP/6-311++G(d,p) level of theory, by including the water
environment by means of PCM.59 In the case of caffeine, the
different conformers arising from the methyl group rotation
were analyzed by means of relaxed scans. Additional geometry
optimizations were performed for theophylline and para-
xanthine because different tautomers can be found in aqueous
solution. Once the lowest energy structures were identified,
CM5 atomic charges97 were calculated, and used to account for
electrostatic interactions in the following MD simulations.

MD simulations were performed using GROMACS98 with the
GAFF force field.99 The model was constructed by placing each
xanthine in a cubic box of about 5800 TIP3P100 water molecules.
The steepest descent minimization algorithm was used in the
energy minimization procedure. Two equilibration stages were
carried out before the production stage. In the first one, with
a total time of 0.2 ns, the system was heated to 298.15 K in a
NVT ensemble using the velocity-rescaling method,101 with an
integration time step of 0.2 fs and a coupling constant of 0.1 ps.
Then, 1 ns of NPT equilibration with a time step of 1 fs was
carried out along with the constant pressure periodic boundary
conditions, and using the Parrinello–Rahman barostat.102

Once equilibrated, a further 50 ns MD simulation in the NVT
ensemble for each xanthine–water system was conducted with
an integration step of 2 fs. The LINCS algorithm was used to
constrain the fastest internal degrees of freedom.103 Electro-
static interactions were calculated using the particle mesh
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Ewald (PME)104 method with a grid spacing of 0.16 nm, a cubic
interpolation and a distance for the Coulomb cut-off of 1.0 nm.
Geometric combination rules were used to combine van der
Waals (VdW)-parameters in the reciprocal part of Lennard
Jones-PME. The classical equations were integrated using the
leap-frog algorithm.105 To the best of our knowledge, we report
for the first time molecular dynamics simulations for para-
xanthine and theophylline in aqueous solution.

250 uncorrelated snapshots were extracted from the MD
simulations of each solvated xanthine. For each snapshot, a
solute-centered sphere with a radius of 17 Å was cut (containing
approximately 700 water molecules). On each droplet, non-
polarizable QM/TIP3P,100 QM/FQ and QM/QMw/FQ (vide infra)
vertical excitation energies were calculated. Computed spectra
were convoluted with a Gaussian band shape with a full width
at half maximum (FWHM) of 0.6 eV in all cases.

Vertical excitation energies and spectra were obtained
following the computational protocol described in ref. 57.
All time-dependent (TD) DFT calculations were run using
CAM-B3LYP106 and B3LYP,107 both in combination with the
6-311++G(d,p) basis set. The first ten excited states were taken
into account in each case. The details of each investigated
solvation approach are summarized in the following points:

1. QM/PCM: the solvent is described as a continuum dielectric.
As a consequence, HBs are not considered. Vertical excitation
energy calculations were conducted over the lowest energy
structures, found after both tautomeric and conformational
analyses.

2. QM/QMw/PCM: this model was considered in the case of
caffeine only. Potential solute HB sites were saturated with
water molecules treated at the QM level (QMw). The resulting
supermolecule was accommodated in a cavity surrounded by
the implicit solvent treated at the PCM level. Geometry optimi-
zation and harmonic frequency calculations were performed at
the B3LYP/6-311++G(d,p) level.

3. QM/TIP3P: the atomistic nature of the environment is
taken into account. On each MM water atom a fixed charge is
placed,100 and the Coulomb interaction between such charges
and the QM potential is included in the QM Hamiltonian.
Final UV/Vis spectra are computed by averaging over the MD
snapshots.

4. QM/FQ: similarly to QM/TIP3P, each MM water molecule
is modeled by the FQ70 force field, i.e. each atom is endowed
with a charge which varies as a response to the difference in
atomic electronegativites and QM potential. Such charges are
found by solving a linear equation system. The FQs are then
included in the QM Hamiltonian so that mutual polarization
effects are modeled. The FQ parametrizations utilized in this
work were taken from ref. 86 and 90. Final UV/Vis spectra are
computed by averaging over the MD snapshots.

5. QM/QMw/FQ: in order to investigate effects other than
electrostatics and polarization, the closest water molecules
were added to the solute in the QM portion for each MD
snapshot, whereas the remaining water molecules were
described by exploiting the FQ force field70 with the parameters
reported in ref. 90. The number of water molecules to be

included in the QM portion was chosen by inspecting MD
radial distribution functions (RDFs) for the atoms involved in
the HBs (being 5 and 4 on average, for caffeine and theophylline/
paraxanthine, respectively).

The character of each excitation was determined by resorting
to natural bond orbital (NBO) analysis,108,109 i.e. by analyzing
canonical (delocalized) molecular orbitals (CMOs) in terms of
their leading NBO contributions. In the CMO analysis, each MO,
Fi, can be expressed in terms of the complete orthonormal set of
NBOs, Oa as

Fi ¼
X

a

caiOa (1)

where cai coefficients determine the percentage contribution
of each NBO to the linear combination LCNBO-MO. Such a
decomposition permits one to identify the specific localized
regions involved in the transition, and to assign them to bonding
orbitals (sA–B or pA–B), lone pairs (nX) or antibonding orbitals
s�A�B or p�A�B
� �

, which are the most common ways to describe
electronic transitions. In addition, we explored the charge trans-
fer character of the first electronic transition in each xanthine. To
do that, we evaluated the qualitative (sometimes even quantitative)
DCT index of spatial extent in charge-transfer excitations.110 DCT

provides information about the spacial proximity between regions
participating in a given transition and the index has proven to be
extremely useful in the description of families of push–pull
compounds and in the exploration of potential energy surfaces
at the excited state.57,94,110–113 We also exploited the well-
established method of calculating the charge transfer of any
chemical system in the ground state, both intramolecularly and
intermolecularly, through the estimation of donor–acceptor inter-
action strength within the framework of the aforementioned NBO
method. In short, the procedure consists of estimating a lowering
of the orbital-donor energy, related to the transfer of charge onto
the orbital which was initially fully un-populated in the unper-
turbed system. Thus, for each donor NBO (i) and acceptor NBO (j),
the stabilization energy E(2)

ij is calculated from a second order
perturbation theory approach.109,114 This NBO methodology has
been used by Agou et al.115 to study phosphaborins.

All QM/PCM, QM/MM, QM/QMw/PCM and QM/QMw/FQ
calculations were performed by using a locally modified version
of the Gaussian16 suite of programs,116 whereas NBO calcula-
tions were carried out with the NBO6.0 program.108

3 Results and discussion

This section includes the data computed for the three studied
methylxanthines. We start by discussing conformational
preferences for caffeine and the results obtained from MD
simulation in aqueous solution. After that, we report on
the absorption spectra and excitation energies by exploiting
different solvation approaches, and finally assign the respective
transitions. We then move on to simulate electronic absorption
spectra of paraxanthine and theopylline. In all cases, a compar-
ison with experimental data taken from the literature is
presented.
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3.1 Caffeine

3.1.1 Conformational analysis. The structure of caffeine is
characterized by the presence of three methyl groups, all
bonded to nitrogen atoms. In Fig. 2 we show the energy profiles
for each possible rotation, calculated through relaxed scans at
the B3LYP/6-311++(d,p) level by treating aqueous solutions
by means of the implicit PCM. From these complementary
plots we can extract some information about the structural
preferences in this xanthine. Despite small barriers associated
with the rotations, the caffeine structure only has one eclipsed
C–H� � �CQO (just for the methyl group between two carbonyl
groups) corresponding to the well defined minima on the PES.
In this preferred conformation, the polar CQO bond linked to
the two nitrogen atoms does not eclipse other bonds and the
orientation of the methyl group in the five-membered ring is
one in which the in-plane C–H bond eclipses another C–H

bond. This is probably due to hyperconjugation, as has been
reported in the case of thymine.117

In order to analyze the most important interactions involved
in the stabilization of the caffeine structure, we performed NBO
calculations to estimate the stabilization energies, E(2)

ij , asso-
ciated with delocalizations. A summary of the results is shown
in Table 1 for those cases when the interaction energy exceeds a
threshold of 10.0 kcal mol�1. The overlapping between donor
and acceptor NBOs is depicted in Fig. 3, for the NBOs taking
part only in the frontier molecular orbitals.

As reported in Table 1, the nN9 ! p�N7�C8 interaction
between a nitrogen lone pair and the N7–C8 antibond orbital
gives the strongest stabilization (139.45 kcal mol�1). Such an
outcome can be rationalized in terms of the aromaticity of the
compound, because the lone pair resides in a p-orbital (99.82%
of p-character) and is a part of the electronic aromatic cloud.
Other delocalizations involving lone pairs (with p-character)
in the nitrogen atoms are also important for the molecule
stabilization, but to a lower extent. Among the selected
interactions, there are several types standing for the p–p*
charge transfer, with the donation of occupancy from the
localized p orbitals (pN7–C8 and pC4–C5, etc.) to the empty non-
Lewis orbitals (for example p�C4�C5; p

�
C6�O10; p

�
N7�C8), moving

the structure away from the idealized Lewis description, and
also accounting for the so-called ‘‘delocalization’’ corrections.
These interactions will be significant in the identification of the
type of transition for the electronic spectra.

Through the NBO analysis we can also examine the nature of
the second lone pair in the nitrogen (N9) of the five-membered
cycle. This lone pair can be described as a sp1.91 hybrid in the
same plane as the s bonds and projected outward from the
ring, which leads to the potential formation of hydrogen bonds
when caffeine is dissolved in polar solvents.

3.1.2 MD analysis. The results obtained by adopting an
implicit treatment of solvent effects are confirmed by the
atomistic MD simulations in aqueous solutions. In fact,
the dihedral distribution functions for the methyl rotations
support the small energy barriers already registered in the
QM/PCM scans (see Fig. S2 in the ESI†). Essentially, the range

Fig. 2 B3LYP/6-311++G(d,p)/PCM caffeine PES scans of the methyl
group rotation: M1 (top), M2 (middle) and M3 (bottom). See Fig. 1 for
methyl group labelling.

Table 1 Caffeine stabilization energies E(2)
ij (kcal mol�1) between donor

and acceptor intramolecular NBOs exceeding 10.0 kcal mol�1

NBO donor NBO acceptor E(2)
ij (kcal mol�1)

nN9 p�N7�C8 139.45
nN9 p�C4�C5 75.31
nN3 s�C2�O12 63.08
nN1 s�C2�O12 59.11
nN1 p�C6�O10 54.30
nN3 p�C4�C5 48.18
pC4–C5 p�C6�O10 32.98
nO10 s�N1�C6 28.66
nO12 s�N1�C2 26.35
nO12 s�C2�N3 25.12
nO10 s�C5�C6 17.30
pN7–C8 p�C4�C5 15.30
pC4–C5 p�N7�C8 13.69
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of values from �180 to 180 degrees is entirely covered in the
MD simulation time, indicating that the methyl group is a
relatively free rotor at room temperature.

From the above NBO results and from an inspection of the
caffeine molecule (see Fig. 1), it can be seen that there are three
specific solvation sites, namely, the two oxygen atoms of the
carbonyl groups (O10 and O12) and the nitrogen (N9) with its
almost sp2 hybridized lone pair, all highlighted in Fig. 4.
To analyze HB interactions, g(r) (RDFs) for the potentially
charge-donor atoms in the HBs with the solvent were extracted
from the MD trajectory, together with the corresponding
running coordination numbers (RCNs), which represent the
number of closest water molecules interacting with caffeine via
primary HBs. The calculated RDFs obtained from the classical
MD simulation are plotted in Fig. 4.

Caffeine RDFs exhibit a couple of peaks for each atom
analyzed. The first peak for the two oxygen atoms is located
at 1.9 Å, and at 2.1 Å for nitrogen. Similar distances have been
reported for primary hydrogen bonds in water clusters,118

aqueous solvation of ions and molecules, etc.119 The second
solvation peaks in the RDFs, associated with the second solva-
tion sphere, are somewhat diffused and spread out in the
region from 2.9 to 3.6 Å (Fig. 4). The total number of water
molecules in the first solvation shell, RCN, was found to be 2
for the oxygen atoms, whereas the nitrogen atom has only one
water molecule in its close vicinity. As a matter of fact, this
number of water molecules coincides with the number of
available lone pairs in caffeine. These solvent molecules were
explicitly introduced in the QM portion, in the following
QM/QMw/PCM results. Recently, the same strategy was used
to choose the number of the water molecules to be added either
in the QM/QMw/FQ or QM/QMw/PCM calculations, in order to
obtain reliable electronic spectra.57 One of the many choices for
hydrated caffeine with five water molecules is shown in Fig. 5.
Interestingly, the same number of water molecules was used to
analyze the acceleration of vibrational cooling due to hydrogen
bond donors in some purine derivatives.40 Moreover, in 2014,
several caffeine–(water)n complexes with n = 1 and 2 were
proposed to analyze the effect of the hydration on excited
states.21 Kim et al. also reported some caffeine : water 1 : 1
complexes to determine the binding site giving rise to a blue-
shift in the resonant two-photon ionization (R2PI) spectrum
when compared to the spectrum for bare caffeine.38

3.1.3 Excitation energies and absorption spectra. We now
move on to discuss the comparison between the computed and
experimental UV-Vis spectra of caffeine in aqueous solution.
As stated before, the aqueous environment was modeled by
exploiting the implicit (QM/PCM) approach and the non-polarizable
QM/TIP3P and polarizable QM/FQ, performed by adopting two
different parametrizations. Additional calculations were per-
formed by including water molecules in the QM portion and
by treating the bulk by either using PCM (QM/QMw/PCM) or the
FQ force field (QM/QMw/FQ). QM/MM and QM/QMw/FQ calcula-
tions were performed on 250 uncorrelated snapshots extracted
from the MD trajectory.62,63 Such a number of snapshots is more
than enough to assure convergence (see Fig. S3 in the ESI†).

Fig. 3 Pictorial view of the overlap between donor and acceptor NBOs
associated with intramolecular interactions in caffeine. See Table 1 for their
stabilization energies.

Fig. 4 Radial distribution function between selected sites of caffeine and
water molecules. Selected sites are highlighted in the structures. Integra-
tion of RDFs leads to the following running coordination numbers (see
text): RCNO10 E 2; RCNO12 E 2; RCNN9 E 1.

Fig. 5 One of the minima obtained for solvated caffeine, according to
the RCNs extracted from MD simulations. Such a motif was used in the
QM/QMw/PCM calculations.

PCCP Paper

Pu
bl

is
he

d 
on

 1
2 

Fe
br

ua
ry

 2
02

0.
 D

ow
nl

oa
de

d 
by

 C
en

tr
o 

B
ib

lio
te

ca
 e

 A
rc

hi
vi

 d
el

la
 S

cu
ol

a 
N

or
m

al
e 

Su
pe

ri
or

e 
on

 3
/1

6/
20

20
 9

:3
5:

16
 A

M
. 

View Article Online



5934 | Phys. Chem. Chem. Phys., 2020, 22, 5929--5941 This journal is©the Owner Societies 2020

In Fig. 6, computed QM/PCM and QM/FQb UV-Vis stick
spectra are depicted. The two solvation approaches give totally
different pictures, due to the fact that the explicit-dynamic
QM/FQ predicts for each snapshot a different vertical transition
energy and a different intensity. Such an outcome is primarily
because the solute molecule feels a different environment by
varying the snapshot, as a consequence of the dynamics of the
water molecules during the MD runs. Therefore, this results in
a large variability in both vertical excitation energies and
intensities, and consequently, the inhomogeneous band-
broadening is automatically included (see convoluted spectra
in Fig. 6). The results obtained in the case of the implicit-static
QM/PCM consist of a single stick for each transition of each
conformer (Fig. 6).

The computed QM/PCM, QM/QMw/PCM, QM/TIP3P, QM/FQ
and QM/QMw/FQ UV-Vis spectra are reported in Fig. 7 together
with the experimental spectrum reproduced from ref. 35 and
96. All computed spectra are dominated by two main bands, the
one at the lowest energy being characterized by a single
electronic transition (see Fig. 6). The nature of the first transi-
tion was analyzed in terms of caffeine MOs (see Fig. S4 in the
ESI†) by investigating the NBO results, in particular the CMO
analysis which is based on the ground state density. The
orbitals involved in the first excitation are the so-called frontier
orbitals: HOMOs and LUMOs. These canonical delocalized
molecular orbitals can be formulated as NBO-linear combina-
tions (see Fig. S4 in the ESI† for the complete expressions). The
nature of the first electronic transition for caffeine in an
aqueous environment is of the p- p* type, because the HOMO
is derived primarily (B34%) from the pC4–C5 orbital, with
weaker contributions from the nN3 lone pair (19%) and from
pN7–C8, while the LUMO has significant contributions from at
least three mixtures of NBOs (35%, 31% and 16%, respectively),
with p* antibond characteristics in all cases. It is interesting
to note that the NBOs with the greatest coefficients in each
linear combination, namely, pC4–C5 and p�C6�O10, are remarkably
involved in the charge transfer that confers a stabilization
energy of 32.98 kcal mol�1 to caffeine, as previously shown in

Table 1 and in Fig. 3. The same kind of p- p* transitions have
also been postulated in ref. 21 and 120.

The nature of the second visible band is difficult to assign,
because it is due to more than one electronic transition, all
characterized by mixed excitations (see Fig. 6).

We gained deeper insight into the nature of the first
electronic transition by investigating the length of the charge
transfer, measured by the DCT index,110 which is just 1.891 Å
(QM/FQa model, but similar to the other models), meaning that
it has a low CT character and that there is not a strong density
rearrangement going from the ground to the excited state.
DCT indexes for caffeine and the other studied molecules can
be found in the ESI† (Table S2).

Let us now focus more deeply on the comparison between
the computed and experimental spectra (see Fig. 7). The
experimental spectrum of caffeine exhibits two main bands,
placed at about 273 nm and 205 nm.35,96 As explained above, all
the considered approaches suggest that a single transition
is responsible for the lowest energy band. The first experimental

Fig. 6 B3LYP/6-311++G(d,p) computed QM/PCM (orange) and QM/FQ
(purple) caffeine absorption stick spectra in aqueous solution. Convoluted
QM/FQ spectra are also reported.

Fig. 7 Caffeine B3LYP/6-311++G(d,p) QM/PCM and QM/QMw/PCM (top)
and QM/TIP3P, QM/FQa, QM/FQb, QM/QMw/FQa (bottom) computed
UV-Vis absorption spectra. The experimental spectrum has also been
reported.35,96 All computed spectra are normalized with respect to the
first band intensity. a FQ parametrization from ref. 90. b FQ parametrization
from ref. 86.

Paper PCCP

Pu
bl

is
he

d 
on

 1
2 

Fe
br

ua
ry

 2
02

0.
 D

ow
nl

oa
de

d 
by

 C
en

tr
o 

B
ib

lio
te

ca
 e

 A
rc

hi
vi

 d
el

la
 S

cu
ol

a 
N

or
m

al
e 

Su
pe

ri
or

e 
on

 3
/1

6/
20

20
 9

:3
5:

16
 A

M
. 

View Article Online



This journal is©the Owner Societies 2020 Phys. Chem. Chem. Phys., 2020, 22, 5929--5941 | 5935

band position is well-reproduced by all the considered solvation
approaches, with a slight shifting toward the experimental
results when explicit solvation models are considered. In parti-
cular, by also looking at Fig. 8, it can be seen that the first
excitation energy is always overestimated (or blueshifted) with
relative errors decreasing by moving from the continuum PCM to
FQ. However, incorporating some explicit water molecules in the
QM portion, either in the case of QM/PCM or QM/FQ, does not
imply a significant improvement: the excitation energy obtained
by using the QM/FQ model is quite similar to the QM/QMw/FQ
value. The latter gives the best agreement with the experimental
results, however at much higher computational costs. Since all
relative deviations with respect to the experimental value do not
exceed 2% (see Table 3 below), even in the case of the fixed
charges TIP3P, the inclusion of polarization effects into the
solvation model seems not to be critical for the description of
the first band (shape and lmax). Note that our results referring to
the first band are in line with those obtained by Chen and
Kohler, who reported that vertical excitation energies for
caffeine–water complexes are similar (4.62 eV vs. 4.60 eV) when
the PCM/COSMO method is compared against caff1–(H2O)2

clusters at the TD-DFT-B3LYP/6-311++G(d,p) level of theory.35

The various solvation approaches do differ in the reproduc-
tion of the second experimental band at about 205 nm (see
Fig. 7 and Table 3). In particular, the best agreement is given by
either QM/FQb or QM/QMw/FQ, with QM/QMw/PCM showing
the largest discrepancies (about 0.2 eV). Such findings show
that, although by adopting the cluster QM/QMw/PCM approach
explicit interactions are taken into account, the dynamical
aspect of solvation is a crucial aspect that needs to be con-
sidered in the reproduction of absorption spectra. The various
solvation approaches also differ in the reproduction of the
relative intensities of the two main bands, with QM/PCM,
QM/TIP3P and QM/FQa showing the largest deviations with
respect to the experiments, and QM/FQb, QM/QMw/PCM and
QM/QMw/FQ showing the best agreement. It is worth discuss-
ing here that differences between FQa and FQb are mainly
owing to the fact that FQb allows for a larger polarization
because of lower atomic chemical hardness parameters

(see ref. 86 for further details). QM/FQb parametrization leads
to a UV-Vis spectrum that resembles the experiment much
more, especially for the band centered at 205 nm (Fig. 7). The
discrepancy between excitation energies calculated by both sets
is about 0.01 eV. Consequently, the set of FQ parameters does
not influence the excitation energies very much, but it does
affect the spectral shape and relative intensities of the peaks.
By also considering the results obtained in the case of non-
polarizable QM/TIP3P, we observe that polarization effects
seem to be dominant in the reproduction of the spectral profile.
In fact, it is worth noticing that all considered QM/classical
(i.e. QM/MM and QM/PCM) approaches describe solute–solvent
interactions by only accounting for electrostatics. Therefore,
the reported differences between the computational appro-
aches are primarily ascribed to a different description of such
interactions, which is refined by moving from QM/PCM to
QM/TIP3P to QM/FQa to QM/FQb (in which polarization effects
are amplified with respect to QM/FQa 86). In addition, the
discrepancies between QM/QMw/FQ and QM/FQb are probably
related to non-electrostatic effects (especially repulsion) which
are not included in QM/FQb.85,121

We note that the discussed results clearly show that in
order to achieve a good agreement with the experimental
counterparts, the dynamical and specific effects in the solvation
phenomenon need to be adequately introduced in the theore-
tical model. In this context, it should be noted that the specific
solute–solvent interactions as identified from the RDFs,
depicted in Fig. 4, are not fundamental to the reproduction of
excitation energies, but are important in the modeling of the
peak at 205 nm and its intensity.

To end the discussion on caffeine, it is well known that the
choice of DFT functional is crucial when studying electronic
excitation energies.56 CAM-B3LYP and B3LYP functionals are
compared in Fig. 8 (see also Table 3 and Fig. S5 given in the
ESI† for spectral shapes). From the depicted results, it is clear
that B3LYP predicts excitation energies much closer to the
experimental values, for all the selected solvation approaches.
Additional functional tests were performed by using M062X in
connection with PCM. For that functional, a relative error
around 10% in the calculated excitation energy is obtained in
comparison with the experimental values.

3.2 Paraxanthine and theophylline

Paraxanthine and theophylline depicted in Fig. 1 were also
studied. Both molecules are the result of a single demethylation
in the caffeine molecule, and constitute positional isomers.122

Paraxanthine and theophylline exhibit a N–H bond in their
chemical structure. This feature leads up to the possibility of
prototropy tautomerism, wherein the proton can change place
and be linked to another nitrogen or to a carbonyl group.39

Tautomeric options were carefully investigated in terms of
Boltzmann populations. The main structures are depicted in
Fig. S6 and S7 in the ESI.† In this work, the results obtained in
the case of the lowest energy tautomers are reported.

Different from caffeine, the presence of the N–H bond
gives rise to a new specific solvation site to be considered in

Fig. 8 Vertical excitation energies for the first electronic transition of
caffeine in aqueous solution as computed by exploiting B3LYP or CAM-
B3LYP density functionals. The experimental first excitation energy is
4.54 eV.35
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solute–solvent interactions. The radial distribution functions
(g(r)) between such hydrogen atoms in paraxanthine (or theo-
phylline) and water oxygen atoms are depicted in Fig. 9, along
with other possible O� � �Hw and N� � �Hw pairs. RDFs for both
methylxanthines have a similar behavior with reference to the
approximated position of the peaks and the corresponding
running integrals, which yielded a total of four water molecules
broken down into a single water molecule interacting with
each HB site. The analysis of Fig. 9 may also indicate that the
location of the methyl group in the chemical structure does not
exert any influence on the hydration pattern for these
molecules.

Experimental and calculated spectra obtained with the
B3LYP functional are displayed in Fig. 10. QM/MM and
QM/QMw/MM calculations were performed on 250 uncorrelated
snapshots extracted from MD simulations. Stick spectra are
reported in Fig. S8 in the ESI.† Similar to caffeine, all computed
UV-Vis spectra for both molecules are characterized by two
main bands.

To define the character of the transitions, we again resort to
NBO analysis. HOMOs and LUMOs are found to be involved in
the first excitation. Table 2 gives the NBO composition for
the MOs of paraxanthine and theophylline showing only the
dominant terms in the LCNBO-MO expansion. Entire frontier

orbitals are plotted in Fig. S9 in the ESI.† We recall here that
nitrogen lone pairs, taking part in the HOMO description, have
p-character and they are in the same orientation as the rest of
the ring p-cloud. This is a reason for considering them as a part
of the p delocalized density in these molecules. Therefore, the
nature of the first electronic transition is once again p - p*.
This assignment is found to be consistent with that reported by
Singh,55 who suggested that the highest occupied molecular
orbital (HOMO) of theophylline is a p-orbital, whose electron
density is expected to be localized mainly on the C4–C5 frag-
ment. As in the case of caffeine, the second transition is
constituted by several electronic transitions, and therefore it
is not easily characterized in terms of the involved excitations.

DCT values of the first electronic transition for solvated
paraxantine and theophylline are 1.774 Å and 1.970 Å, respec-
tively, (see Table S2 in the ESI† for a complete list of indexes)
and primarily differ in the position of the methyl groups. Such
a charge transfer diagnostic, which uses the unrelaxed electro-
nic density difference, shows that in both molecules the first
excitation does not have a strong CT character.

Fig. 9 RDFs of selected sites of paraxanthine (top panel), and theophylline
(bottom panel) with water oxygen atoms or hydrogen atoms. Fig. 10 B3LYP/6-311++G(d,p) QM/PCM, QM/TIP3P, QM/FQa, QM/FQb

and QM/QMw/FQ computed UV-Vis absorption spectra for paraxanthine
(top) and theophylline (bottom). Experimental spectra are reproduced from
ref. 35 and 95 for paraxanthine and theophylline, respectively. All computed
spectra are normalized with respect to the first band intensity. a FQ para-
metrization from ref. 90. b FQ parametrization from ref. 86.
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We now move on to the comparison between the computed
and experimental spectra. The experimental spectrum is
characterized by a single transition at 269 nm (paraxanthine)
and 271 nm (theophylline). A second intense peak is reported in
the case of theophylline at about 202 nm.95 It is worth noting
that, although to the best of our knowledge there are no
available experimental spectra in that region for paraxanthine,
due to the similarity in the structure with respect to caffeine
and theophylline, a second more intense peak should, in
principle, be present.

The findings commented above for caffeine are also valid for
both theophylline and paraxanthine. Certainly, the first transi-
tion energies are correctly reproduced by all the investigated
methods, with the lowest error (0%) reported for QM/QMw/FQ,

which includes in the QM portion an average of four water
molecules for both methylxanthines. The polarizable QM/FQ
(both parametrizations) has a valuable performance with
a minimal discrepancy (around 1%) for the first electronic
transition of theophylline. From Fig. 10 it can be evidenced
that for both systems, hydrogen bond interactions with solvent
molecules (hydrogen bond acceptors and donors) seem not to
play a pivotal role in the description of the first transition. In
fact, it is not necessary to include explicit water molecules to
reproduce, to a large extent, the excitation energy of this
transition. Notwithstanding, the achievement of a well simu-
lated second peak requires the use of a full polarizable model,
as can be seen for theophylline’s spectra in the bottom panel of
Fig. 10. Even so, all the atomistic approaches shift the relative
intensity towards the experimental results with respect to
QM/PCM. Again, the increasing of polarization effects, which
is achieved by adopting QM/FQb, results in a better reproduc-
tion of the experimental ratio between the first and second
bands (see also Table 3). Such findings are perfectly in agree-
ment with what we found for caffeine.

3.3 General performance of the FQ model

Vertical excitation energies and relative intensities computed
for the three studied xanthines with the different solvation
approaches are listed in Table 3. For the sake of comparison
with the experiments, the percentage errors with respect to the
values reported in ref. 35, 95 and 96 are also listed. In addition,
results obtained by utilizing both B3LYP and CAM-B3LYP
density functionals (DFs) are also given in Table 3.

First, it should be noted that the B3LYP results are in better
agreement with the experiment as compared to CAM-B3LYP,
thus justifying the choice adopted in this work. Such an
improvement is particularly clear by looking at the excitation
energies, but it also affects relative intensities between the
two peaks.

It can be observed that all approaches at the B3LYP level
yield reliable results with deviations of no more than 3% from

Table 2 NBO analysis of canonical molecular orbitals (CMOs) involved in
the electronic transitions of paraxanthine and theophylline as modelled by
QM/PCM

Xanthine CMO LC-NBO
Plot of the main NBO interactions
HOMO - LUMO

Paraxanthine
HOMO

0.619pC4–C5

0.428pN7–C8

�0.410nN3

LUMO 0:607p�C6�O10

0:551p�N7�C8

Theophylline HOMO 0.597pC4–C5

�0.444nN3

LUMO 0:594p�C6�O10

0:431p�C8�N9

�0:398p�C4�C5

Table 3 Computed QM/PCM, QM/TIP3P, QM/FQ,a QM/FQb and QM/QMw/FQ vertical excitation energies (eV) and relative intensities (Int.) for the two
main peaks of the studied xanthines. Results obtained by utilizing B3LYP and CAM-B3LYP density functionals (DFs) have also been reported. Experimental
data are recovered from ref. 35, 95 and 96. All intensities are normalized with respect to the first vertical transition

DF Xanthine Peak

QM/PCM QM/TIP3P QM/FQa QM/FQb QM/QMw/FQa Experimental

E (eV) Int. E (eV) Int. E (eV) Int. E (eV) Int. E (eV) Int. E (eV) Int.

CAM-B3LYP Caffeine 1 4.92 (8%) 1.00 4.91 (8%) 1.00 4.88 (7%) 1.00 4.85 (7%) 1.00 4.86 (7%) 1.00 4.54 1.00
2 6.43 (6%) 3.45 6.61 (9%) 3.03 6.58 (9%) 3.03 6.56 (8%) 2.50 6.57 (9%) 2.86 6.05 2.75

Paraxanthine 1 5.00 (8%) 1.00 4.95 (7%) 1.00 4.93 (7%) 1.00 4.91 (6%) 1.00 4.92 (7%) 1.00 4.61 —
2 6.50 (—) 3.23 6.69 (—) 3.03 6.66 (—) 3.13 6.64 (—) 2.63 6.66 (—) 2.94 — —

Theophylline 1 4.93 (8%) 1.00 4.95 (8%) 1.00 4.93 (8%) 1.00 4.90 (7%) 1.00 4.91 (7%) 1.00 4.58 1.00
2 6.53 (6%) 3.45 6.77 (10%) 3.23 6.73 (10%) 3.23 6.74 (10%) 2.78 6.72 (9%) 3.23 6.14 2.39

B3LYP Caffeine 1 4.62 (2%) 1.00 4.59 (1%) 1.00 4.56 (0%) 1.00 4.57 (1%) 1.00 4.55 (0%) 1.00 4.54 1.00
2 6.01 (1%) 3.70 6.16 (2%) 3.23 6.13 (1%) 3.33 6.08 (0%) 2.56 6.06 (0%) 2.94 6.05 2.75

Paraxanthine 1 4.71 (2%) 1.00 4.64 (1%) 1.00 4.62 (0%) 1.00 4.62 (0%) 1.00 4.62 (0%) 1.00 4.61 —
2 6.05 (—) 3.45 6.20 (—) 3.23 6.18 (—) 3.33 6.13 (—) 2.70 6.12 (—) 2.94 — —

Theophylline 1 4.64 (1%) 1.00 4.64 (1%) 1.00 4.61 (1%) 1.00 4.61 (1%) 1.00 4.60 (0%) 1.00 4.58 1.00
2 6.00 (2%) 2.08 6.29 (3%) 3.13 6.26 (2%) 3.23 6.25 (2%) 2.70 6.20 (1%) 2.70 6.14 2.39

a FQ parametrization from ref. 90. b FQ parametrization from ref. 86.
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experimental excitation energies. For the studied molecules,
PCM excitation energies are always larger than the corresponding
experimental values, whereas the atomistic-dynamical approaches
given by QM/MM coupled with MD simulations always shift
excitation energies towards the experiment. In particular,
QM/FQ and QM/QMw/FQ show an almost perfect matching
with reference data and calculated excitation energies reporting
zero relative errors for caffeine and paraxanthine.

In the case of theophylline and paraxanthine, QM/FQ and
QM/QMw/FQ methods show more or less the same relative
deviations, which is an indication that the FQ approach is
well suited to study these systems and does not require the
explicit inclusion of water molecules (that is, of course,
computationally more expensive) to provide excellent simu-
lated spectra. A performance enhancement is achieved
by using the parameters in ref. 86, particularly in the descrip-
tion of the second band of the spectra. Such a finding,
together with the fact that both QM/PCM and QM/TIP3P
wrongly estimate the relative intensities between the two main
bands, shows that, for the studied xanthines, specific solute–
solvent interactions, such as HBs, and a correct inclusion of
mutual solute–solvent polarization both need to be appropriately
modelled.

4 Summary and conclusions

In this work, we have presented a complete analysis of the role
of solvent effects in the simulation of the absorption spectra of
caffeine, paraxanthine and theophylline in aqueous solution.
The investigated computational approaches range from the
implicit QM/PCM to explicit QM/MM approaches, either
polarizable or non-polarizable. In addition, supermolecular
approaches, in which the closest water molecules are included
in the QM region, were also explored. In particular, this has
been done by both considering the remaining environment
as described by the implicit PCM (QM/QMw/PCM) and
retaining its atomistic description (QM/QMw/FQ). QM/MM
and QM/QMw/FQ calculations have been performed by aver-
aging 250 snapshots extracted from MD simulations, thus
accounting for the dynamical aspects of the solvation pheno-
menon, different from the static QM/PCM and QM/QMw/PCM
approaches. The utilized methods have allowed for a deep
analysis of the differences between implicit-static and explicit-
dynamic solvation methods.

By analyzing the radial distribution functions from MD
simulations, we extracted information about solute–solvent
interactions. The average number of water molecules directly
involved in hydrogen bonds was found to be five for caffeine,
and four for both paraxanthine and theophylline. This number
of water molecules was included in the QM region in the
supermolecular approaches (QM/QMw/PCM and QM/QMw/FQ).
By averaging over the snapshots extracted from MD runs, UV-Vis
absorption spectra were calculated. For the three studied systems,
computed spectra show a two peak profile, which has also been
experimentally reported.

The first band (i.e. the one at lower energy), which is due to a
p - p* transition as reported by NBO analysis, is correctly
reproduced by all methods, in particular when B3LYP is used in
TD-DFT calculations. The major differences are computed for
the second band, which is the result of several electronic
transitions. In the case of caffeine, we showed that first/second
band relative excitation energies are wrongly reproduced by
the supermolecular QM/QMw/PCM approach, whereas a nice
agreement with the experiment is registered in the case of all
atomistic QM/(QMw/)MM methods. Such findings show that
dynamical effects, primarily due to the different arrangement of
water molecules around the QM solute, play a relevant role.
As for the other studied molecules, the experimental first/
second band relative intensity ratio is recovered by exploiting
the supermolecule QM/QMw/FQ or QM/FQb approaches. QM/FQb

parametrization allows for a bigger polarization with respect to
QM/FQa. Therefore, our results, together with the fact that both
QM/PCM and non-polarizable QM/TIP3P wrongly estimate the
relative intensities between the two main bands, show that
specific solute–solvent interactions, such as HBs, and a correct
inclusion of mutual solute–solvent polarization need both to be
appropriately modelled. To conclude, we remark that the small
differences reported between QM/FQb and QM/QMw/FQ can be
ascribed to the fact that QM/FQb only accounts for electrostatic
interactions, whereas QM/QMw/FQ also accounts for non-
electrostatic interactions, in particular Pauli repulsion.
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Smith, B. Hess and E. Lindahl, SoftwareX, 2015, 1–2,
19–25.

99 J. Wang, R. M. Wolf, J. W. Caldwell, P. A. Kollman and
D. A. Case, J. Comput. Chem., 2004, 25, 1157–1174.

100 W. L. Jorgensen, J. Am. Chem. Soc., 1981, 103, 335–340.
101 G. Bussi, D. Donadio and M. Parrinello, J. Chem. Phys.,

2007, 126, 014101.
102 M. Parrinello and A. Rahman, J. Chem. Phys., 1982, 76,

2662–2666.
103 B. Hess, H. Bekker, H. J. C. Berendsen and J. G. E. M.

Fraaije, J. Comput. Chem., 1997, 18, 1463–1472.
104 T. Darden, D. York and L. Pedersen, J. Chem. Phys., 1993,

98, 10089–10092.
105 H. J. Berendsen and W. F. Van Gunsteren, Molecular-

dynamics simulation of statistical-mechanical systems, 1986,
pp. 43–65.

106 T. Yanai, D. P. Tew and N. C. Handy, Chem. Phys. Lett.,
2004, 393, 51–57.

107 P. J. Stephens, F. J. Devlin, C. F. Chabalowski and
M. J. Frisch, J. Phys. Chem., 1994, 98, 11623–11627.

108 E. D. Glendening, J. K. Badenhoop, A. E. Reed, J. E.
Carpenter, J. A. Bohmann, C. M. Morales, C. R. Landis
and F. Weinhold, NBO 6.0, Theoretical Chemistry Institute,
University of Wisconsin, Madison, 2013.

109 E. D. Glendening, C. R. Landis and F. Weinhold, Wiley
Interdiscip. Rev.: Comput. Mol. Sci., 2012, 2, 1–42.

110 T. Le Bahers, C. Adamo and I. Ciofini, J. Chem. Theory
Comput., 2011, 7, 2498–2506.

Paper PCCP

Pu
bl

is
he

d 
on

 1
2 

Fe
br

ua
ry

 2
02

0.
 D

ow
nl

oa
de

d 
by

 C
en

tr
o 

B
ib

lio
te

ca
 e

 A
rc

hi
vi

 d
el

la
 S

cu
ol

a 
N

or
m

al
e 

Su
pe

ri
or

e 
on

 3
/1

6/
20

20
 9

:3
5:

16
 A

M
. 

View Article Online



This journal is©the Owner Societies 2020 Phys. Chem. Chem. Phys., 2020, 22, 5929--5941 | 5941

111 C. Adamo, T. L. Bahers, M. Savarese, L. Wilbraham, G. Garcı́a,
R. Fukuda, M. Ehara, N. Rega and I. Ciofini, Coord. Chem. Rev.,
2015, 304–305, 166–178.

112 F. Egidi, G. Lo Gerfo, M. Macchiagodena and C. Cappelli,
Theor. Chem. Acc., 2018, 137, 82.

113 R. Di Remigio, T. Giovannini, M. Ambrosetti, C. Cappelli and
L. Frediani, J. Chem. Theory Comput., 2019, 15, 4056–4068.

114 F. Weinhold, Computational Methods in Photochemistry,
Taylor & Francis/CRC Press, 2005, pp. 393–476.

115 T. Agou, J. Kobayashi and T. Kawashima, Org. Lett., 2005, 7,
4373–4376.

116 M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria,
M. A. Robb, J. R. Cheeseman, G. Scalmani, V. Barone,
G. A. Petersson, H. Nakatsuji, X. Li, M. Caricato,
A. V. Marenich, J. Bloino, B. G. Janesko, R. Gomperts,
B. Mennucci, H. P. Hratchian, J. V. Ortiz, A. F. Izmaylov,
J. L. Sonnenberg, D. Williams-Young, F. Ding, F. Lipparini,
F. Egidi, J. Goings, B. Peng, A. Petrone, T. Henderson,
D. Ranasinghe, V. G. Zakrzewski, J. Gao, N. Rega, G. Zheng,
W. Liang, M. Hada, M. Ehara, K. Toyota, R. Fukuda,
J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao,

H. Nakai, T. Vreven, K. Throssell, J. A. Montgomery, Jr.,
J. E. Peralta, F. Ogliaro, M. J. Bearpark, J. J. Heyd,
E. N. Brothers, K. N. Kudin, V. N. Staroverov, T. A. Keith,
R. Kobayashi, J. Normand, K. Raghavachari, A. P. Rendell,
J. C. Burant, S. S. Iyengar, J. Tomasi, M. Cossi, J. M.
Millam, M. Klene, C. Adamo, R. Cammi, J. W. Ochterski,
R. L. Martin, K. Morokuma, O. Farkas, J. B. Foresman
and D. J. Fox, Gaussian-16 Revision B.01, Gaussian Inc.,
Wallingford CT, 2016.
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* Correspondence: sara.gomezmaya@sns.it (S.G.); chiara.cappelli@sns.it (C.C.)

Abstract: We unravel the potentialities of resonance Raman spectroscopy to detect ibuprofen in di-
luted aqueous solutions. In particular, we exploit a fully polarizable quantum mechanics/molecular
mechanics (QM/MM) methodology based on fluctuating charges coupled to molecular dynamics
(MD) in order to take into account the dynamical aspects of the solvation phenomenon. Our findings,
which are discussed in light of a natural bond orbital (NBO) analysis, reveal that a selective enhance-
ment of the Raman signal due to the normal mode associated with the C–C stretching in the ring,
νC=C, can be achieved by properly tuning the incident wavelength, thus facilitating the recognition
of ibuprofen in water samples.

Keywords: resonance Raman; UV-vis; spectroscopy; NBO; ibuprofen

1. Introduction

Ibuprofen, a non-steroidal anti-inflammatory agent, has become and remains one of
the most consumed medications around the world [1]. Indeed, the worldwide ibuprofen
market is projected to increase over the period 2020–2024 [2]. The wide use of ibuprofen is
related to its capability to provide therapeutic action for a variety of diseases,[1] via the
inhibition of the COX enzyme [3] during the production of prostaglandins [4]. According
to its chemical structure, ibuprofen is classified as an amphiphilic molecule as it presents
an aromatic ring doubly substituted with a methyl propyl group and with a propionic acid,
the latter constituting the polar part of the drug. The connection between the non-polar
and polar groups not only allows the molecule to be soluble in both polar and apolar
environments but also gives rise to an enantiomeric carbon from which the S-configuration
has been regarded as the active species (see Figure 1) [5].

The study of ibuprofen in aqueous solutions is a hot research topic from biological
and environmental points of view [6–8]. From the biological perspective, the human body
is around 70% water, therefore it is expected that water· · · ibuprofen interactions will play
an important role in the drug behavior and hence in its therapeutic action [9,10]. On the
other hand, ibuprofen is of environmental importance because it is consumed in large
quantities and it has been reported as a pollutant that must be removed from residual
waters (especially from healthcare and wastewater treatment facilities) [8,11–13]. In both
cases, the identification of ibuprofen in the aquatic bodies is quite relevant taking into
account its protonation state since ibuprofen undergoes structural transitions at acidic or
basic pH, and its properties highly depend on it [14,15]. In this regard, ibuprofen as well as,
to a greater extent, the anionic ibuprofen (a-Ibu, resulting from deprotonation) have been
described as strong chelating agents, acting as monodentate or bidentate ligands through
the carboxylate oxygens [16].

Molecules 2022, 27, 442. https://doi.org/10.3390/molecules27020442 https://www.mdpi.com/journal/molecules
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Over the years, the removal of ibuprofen from aqueous solutions has drawn great
interest. Researchers have suggested several promising strategies as chemical adsorp-
tion on different materials,[17–21] advanced oxidation processes [13,22], coagulation–
flocculation [23], photocatalytic degradation [24], among others, focusing on the increase
of the removal rate. As for the detection of ibuprofen in water and wastewater, electro-
chemical techniques [25–28] seem to be the most investigated, as well as microextraction
methodologies [29]. In addition, spectroscopic techniques are well established fundamental
tools to identify several analytes in a given aqueous matrix. Among these techniques,
UV-vis is one of the most commonly used (by itself or coupled to a separation technique
such as HPLC), and calculated UV-vis spectra are also available in the literature to better
understand the experimental data [30].

According to the experimental studies carried out by Olaru and Patras [31] and
Du et al. [32], it is possible to identify ibuprofen in water by means of UV-vis spectroscopy.
However, the spectra from both the protonated and deprotonated drug perfectly match
each other, thus suggesting that the excited electronic states involving the apolar part of
the drug, which is the only difference between the structures, play a major role than those
of its polar component. In order to get better detection and distinction pictures, other
spectroscopic techniques have been used. For example, neutral and anionic ibuprofen
have been widely studied and characterized by Raman, Raman optical activity (ROA),
and IR spectroscopies [33–38]. However, due to the very strong IR absorption of water in
the 1700–1400 cm−1 region, the use of Raman is recommended [16]. It has been shown
that the vibrational modes, especially those of the aromatic ring, change depending on the
chemical environment surrounding the molecule, and due to that, they have been regarded
as sensors [35]. Notwithstanding, very diluted ibuprofen-containing solutions continue to
be a challenge in the detection processes [39,40].

Resonance Raman (RR) has been proposed as a technique that can significantly increase
band intensity and resolution compared to conventional Raman, because the incident
wavelength is at resonance with molecular electronic transitions [41–44]. Therefore, RR
allows the detection of analytes even at very low concentrations [45,46]. Despite the
obvious importance of the detection of ibuprofen in aqueous solution, to the best of our
knowledge, there are neither computational nor experimental studies of RR applied to
that system, albeit ultraviolet resonance Raman (UVRR) spectra of human serum albumin
and its complexes with three types of ligands, including ibuprofen, have been measured
at 240 nm [47]. In this work, based on computational simulations of UV-vis, Raman, and
resonance Raman spectra of a-Ibu in aqueous environment, we investigate the potentialities
of RR to identify this drug in water. The Natural Bond Orbitals (NBO)-aided detailed
description of the different electronic transitions that are involved in UV-vis spectra and
could be finely tuned in RR, allows us to gather complementary information to understand
the underlying causes of intensity enhancements in Raman spectra, which have not been
previously explored.

The paper is organized as follows: after describing the details of the computations
in the next section, a discussion focused on hydration patterns under the MD and NBO
contexts is presented. Then, the results for diverse spectroscopies, UV-vis, Raman and
resonance Raman applied to solvated a-Ibu are reported and analyzed. Finally, conclusions
are drawn.

2. Methods

Ibuprofen can occur in protonated and deprotonated forms depending on the pH
of the solution. An initial analysis of protonation with respect to pH was carried out
using Marvin Beans version 19.20 [48] and according to the speciation plots, at neutral
pH (pH = 7.0) the dominant form of ibuprofen bears a deprotonated carboxylic group.
Besides, physicochemical analyses of the quality of wastewater from different effluents
have revealed that regardless of the facility, season, level of treatment, sampling point, etc.,
pH ranges vary from 6 to 10 [49] with an average pH value found to be around 7.5 [50].
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With the ibuprofen pKa being 4.91, this compound will primarily exist in the dissociated
form in wastewater too. Therefore, we used the a-Ibu in all the following calculations.

Figure 1. Molecular structure of a-Ibu and atom labeling (left); a pictorial view of a-Ibu dissolved in
aqueous solution as treated in QM/MM calculations (right).

The molecular geometry of a-Ibu (see Figure 1, left panel) was optimized by employing
the CAM-B3LYP density functional [51] combined with the 6-311++G(d, p) basis set [52,53].
To ensure that the geometries and calculated properties are actually representative of the
overall solvation environment, we carried out a Molecular Dynamics (MD) simulation to
sample the solute-solvent phase space [54]. To do that, the optimized structure of a-Ibu was
placed in a cubic box with 7390 water molecules, setting the smallest atom· · ·wall distance
to 1 nm. The MD run was conducted using the GAFF force field [55] with the TIP3P water
model [56]. Parameters for a-Ibu were generated from the electrostatic potential and the
CM5 charges [57]. Simulations were run in GROMACS 2019.3, [58] for a total production
length of 30 ns, and a step-size of 2 fs. Temperature and pressure were maintained at
298.15 K and 1 bar, respectively, using a modified Berendsen thermostat [59] and Parrinello-
Rahman barostat [60], with a coupling constant, τ, of 0.1 ps for each. The system was also
equilibrated in two ensembles, NVT and NPT, of 1 ns runs, with solvent and solute in
separate temperature coupling groups. At the end of the production stage, we sampled 200
uncorrelated configurations at intervals of 10 ps, discarding the first 10 ns. In the chosen
frames, the closest water molecules within a radius of 14 Å of a-Ibu were included in a
sphere-shaped cut, as depicted in the right panel of Figure 1. Geometric clustering was
conducted to identify similar conformations sampled during the MD run. To this end, the
gromos clustering method from Ref. [61] with a cutoff of 0.13 nm (the average RMSD) was
used. This cluster analysis identified 7 representative structures of a-Ibu, illustrated in
Figure S1 in the Supplementary Material (SM). Their corresponding occurrences along the
MD trajectory and the size of the cluster are plotted in Figure S2 in the SM.

To get insight into solute–solvent hydrogen bonding interactions, we analyzed the MD
trajectory by means of radial distribution functions (RDFs), spatial distribution functions
(SDFs), and the average number of hydrogen bonds (HBs) between water molecules and
the carboxylate group, by using the TRAVIS package [62,63]. Orbital interactions associated
to hydrogen bonding were analyzed at the NBO level [64–66] and the interaction energies
were obtained via second order perturbation corrections to the Fock matrix with the NBO7.0
program [67]. We also borrowed and reoptimized the structures reported in Ref. [7] as
being the lowest energy motifs in the quantum mechanics (QM) potential energy surface
(PES) for the microsolvation of a-Ibu: W1S1 (%xi = 94.3), W1S2 (%xi = 63.4) and W1S3
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(%xi = 44.9), and applied NBO methodologies to quantify and compare the strength of the
interactions.

In spectral calculations, solvent effects were described by means of the quantum
mechanics/fluctuating charges (QM/FQ) model [54], applied to each of the extracted snap-
shots. FQ parameters reported in Ref. [68] were exploited. TD-DFT calculations (15 excited
states) for each one of the configurations extracted from the MD trajectory were then carried
out at the CAM-B3LYP/6-311++G(d, p) level of theory. It is worth noticing that with this
DFT functional and large number of excited states not only intensities and band shapes
are accurately modeled, but also the experimental spectra are better reproduced. Reported
averaged absorption spectrum was obtained by convoluting peak intensities with Gaussian
functions, with a full width at half maximum (FWHM) of 0.5 eV. The orbitals involved
in the main transitions were identified and by means of a canonical molecular orbitals
(CMO) analysis, we tabulated the leading NBO contributions (bonding, nonbonding, or
antibonding) to each canonical Molecular Orbital (MO). Afterwards, the set of geometries
extracted from MD simulations was partially optimized [69] and the vibrational calculations
were performed on each converged minima. We also recomputed electronic absorption
spectra with the optimized snapshots and we obtained essentially the same results as for
the non-optimized ones (see Figure S3 in the SM). The Raman scattering spectrum of a-Ibu
in aqueous solution was calculated at 532 nm with the QM/FQ protocol [69]. Finally, the
QM/FQ methodology described in Ref. [70] was applied to calculate resonance Raman
spectra, choosing several incident wavelengths to build the resonance Raman excitation
profile (RREP). The Franck Condon Vertical Gradient approximation, successfully used
in other works [70–73], was exploited. For a better visualization, the Raman and RR stick
bands were convoluted with a Lorentzian line shape with FWHM of 20 cm−1. Convergence
tests indicated that the inclusion of extra (more than 200) uncorrelated snapshots yield un-
altered UV-vis, Raman, and RR spectra (see Figures S6–S8 in the SM). All QM calculations
were performed using a locally modified version of the Gaussian 16 package [74]. It should
be noted that all calculations refer to the S-enantiomer.

3. Results and Discussion
3.1. Hydration Patterns

Hydration patterns sampled by MD simulations were analyzed in terms of two de-
scriptors: SDFs and RDFs. Figure 2 shows SDF of solvent atoms (Ow and Hw) near oxygen
atoms of a-Ibu. Such plots clearly identify the space region occupied by water molecules;
the almost symmetrically distributed surfaces indicate that the two oxygen atoms in the
CO−2 motif behave in a very similar way. In order to refine the analysis, the RDF between
the carboxylate group and water hydrogen atoms was also calculated (Figure 2, right
panel). A sharp peak in the g(r) can be recognized at 1.7 Å, which integrates for around
3 water molecules located close to each oxygen in the first hydration sphere, whereas a
less pronounced peak is present at 3.0 Å, thus denoting a second solvation shell formed
by 7 (×2) water molecules. These O· · ·Hw distances and arrangements of the solvent
molecules surrounding the solute are in line with the findings by Zapata-Escobar et al.
[7] who reported a detailed study of the microsolvation of a-Ibu and found that water
molecules in direct contact with the solute prefer to aggregate around the carboxylate
oxygen atoms via cyclic or bridged charge assisted HBs.
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Figure 2. Left panel: Spatial distribution function of water oxygen (red) and hydrogen (white) atoms
around a-Ibu. Calculated SDF isodensity values are equal to 70 and 100 nm−3 for hydrogen and
oxygen atoms, respectively. Right panel: RDF between ibuprofen oxygens and water hydrogens.
The curve is similar for both oxygen atoms in the carboxylate group. Running Coordination Numbers
are also included (dashed orange line).

A more comprehensive examination of hydrogen-bonding motifs for the solvated a-Ibu
can be done by means of the stabilization energies given by the second order perturbation
theory analysis of the Fock matrix on the NBO basis. Such energies allow determining the
strength of the donor–acceptor interactions between the solute and the water molecules in
its vicinities. Figure 3 compares the intermolecular NBO interactions for anionic ibuprofen
and water molecules for the most stable structures reported in the [a-Ibu(H2O)n] n = 1, 2, 3
PES [7], with those obtained for a single snapshot (Ibu1 in the SM) extracted from the
MD when several water molecules were included in the QM portion. To quantify and
compare the relative strengths of the interactions in these molecular clusters, we list the
corresponding energies, Ed→a(2) , in Table 1.

Table 1. nO → σ∗H−O orbital interaction energies in solvated a-Ibu. The largest stabilization energies
in kcal/mol are reported in each case. See Figure 3 for atom labeling.

Configuration Donor (d) Acceptor (a) −E(2)
d→a Type

W1S1
O21 O33-H35 6.77 CO−2 · · ·H–O–H
O22 O33-H34 6.81 CO−2 · · ·H–O–H

W2S1

O22 O33-H35 9.37 CO−2 · · ·H–O–H
O21 O36-H37 26.16 CO−2 · · ·H–O–H
O36 O33-H34 7.57 H2O· · ·H–O–H

W3S1

O21 O33-H34 16.38 CO−2 · · ·H–O–H
O22 O36-H38 7.84 CO−2 · · ·H–O–H
O22 O39-H41 4.61 CO−2 · · ·H–O–H
O33 O39-H40 9.30 H2O· · ·H–O–H
O36 O33-H35 5.14 H2O· · ·H–O–H
O39 O36-H37 3.21 H2O· · ·H–O–H

[a-Ibu(H2O)6]/FQ

O21 O33-H35 18.82 CO−2 · · ·H–O–H
O21 O36-H37 3.19 CO−2 · · ·H–O–H
O21 O39-H41 5.13 CO−2 · · ·H–O–H
O22 O42-H43 10.63 CO−2 · · ·H–O–H
O22 O45-H46 9.60 CO−2 · · ·H–O–H
O22 O48-H49 9.65 CO−2 · · ·H–O–H
O42 O33-H34 3.84 H2O· · ·H–O–H
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W1S1 W2S1 W3S1

QM/FQ

Figure 3. Orbital representation within the NBO picture for the intermolecular interactions in solvated
a-Ibu. Structures for W1S1, W2S1, and W3S1 were taken from Ref. [7]. The QM/FQ structure with six
explicit waters exhibits the most representative conformation of a-Ibu during the MD run. See also
Figure S1 in the SM.

Even if in the NBO framework there are distinct types of interactions which stabilize
the configurations/clusters of a-Ibu in water, the dominant contribution is given by the
lone pair→ antibonding (nO → σ∗H−O) form. In all cases, the strongest interactions arise
from the charge transfer between a lone pair in the carboxylate group and an antibonding
σ∗H−O orbital of a neighboring water molecule, affording stabilization energies up to 6.81,
26.16, 16.38, and 18.82 kcal/mol when 1, 2, 3 and 6 water molecules (plus the rest of the FQ
layer) surround the solute. For clusters with more than one water molecule, the two oxygen
atoms are not exactly equivalent and water· · ·water interactions are also possible but in
general, the nO → σ∗H−O overlap leads to small orbital interaction energies, though they are
comparable or stronger than the HB in the reference water dimer [75,76] due to the formal
charge in a-Ibu. Note that, as predicted by the RDFs, for the configuration considered for
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this analysis, there are three water molecules located around each oxygen in the a-Ibu. In
addition, the E(2)

d→a energy values, calculated for the interactions in that snapshot, are in the
same ranges as those found in a-Ibu/water clusters coming from exhaustive explorations
of the PESs, reinforcing the fact that randomly choosing configurations from classical me-
chanics simulations are reliable sources to gain deep insight about inter-fragment bonding,
a strategy that has been recently used in several works [10,77–80].

3.2. UV-Vis Spectrum

We now move to discuss the comparison between computed and experimental UV-vis
spectra. Electronic absorption spectra of a-Ibu are usually measured for the ibuprofen
sodium salt in solution. When recorded in the 200–300 nm range, the spectrum is char-
acterized by an intense peak with a maximum absorption wavelength (λmax) of 222 nm,
associated with a π → π∗ transition [24,32,81,82]. Other authors claim the main absorption
bands to be located at 222 nm and 190 nm, with the latter value being a rough estimation
because below 200 nm the spectral data is not conclusive [24]. The QM/FQ calculated
absorption spectrum for a-Ibu in aqueous solution is shown in Figure 4, left panel, and
the position of absorption maxima (222 nm and 182 nm) in the analyzed interval give a
first indication of the good agreement between calculated and experimental data, thus also
validating the level of theory here employed. Interestingly, the destruction of the drug by
photocatalytic degradation is followed by the disappearance of the band corresponding to
ibuprofen at 222 nm [24].
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Figure 4. Left panel: Convoluted QM/FQ UV-vis absorption spectrum of ibuprofen in aqueous
solution. Convolution was done with Gaussian functions and using a FWHM of 0.5 eV. Right panel:
Distinction of the fifteen excited states converged in the TD-DFT calculations, where each one of
them is associated to a different stick color. Labels S1 to S3 indicate the first three excited states.
Experimental reports collected from Refs. [24,32,81,82] determine the first maximum to appear at 222
nm. Dashed vertical line indicates that there is no experimental information below 200 nm.

As can be seen in Figure 4, left panel, the fact of using a robust sampling methodol-
ogy that includes several snapshots from the MD brings in a natural broadening in the
UV-vis spectra, otherwise lost or arisen from a mere convolution if just a few configu-
rations/conformations are taken into account as it is done in cluster-like approaches or
implicit solvation [54]. On the right panel of Figure 4, the stick-like spectrum of a-Ibu was
separated by colors according to the excited state the sticks described, in such a way that
it is possible to distinguish the excited states mainly contributing to each band. It is clear
from such a qualitative separation that S1, S2 and S3 lead to the appearance of the band at
higher wavelengths, whereas the second band is due to a combination of all the remaining
excitations. In Table 2, the MOs contributions to S1–S3 transitions are listed. For instance,
S1 (black sticks in Figure 4) is predominantly a HOMO→ LUMO + 1 excitation, whereas
S2 includes the HOMO as well but the receptor of the charge transfer is the LUMO. The
involved MOs are depicted in Figure 5 for the most representative snapshot in light of the
clustering method [61].
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Table 2. Decomposition of the excited states mainly contributing to the onset of the band centered
at 222 nm in the absorption spectrum of a-Ibu in solution. The decomposition is done based on the
canonical molecular orbitals (CMO) and the natural bonding orbitals (NBO).

Excited State Orbitals Involved Contribution (%)CMO NBO

S1

HOMO→ LUMO + 1 πring → π∗ring 49.72
HOMO→ LUMO πring → π∗C=O 29.36
HOMO - 1→ LUMO πring → π∗C=O 20.92

S2
HOMO→ LUMO πring → π∗C=O 79.80
HOMO→ LUMO + 1 πring → π∗ring 20.20

S3
HOMO - 1→ LUMO + 1 πring → π∗ring 50.50
HOMO→ LUMO + 3 πring → π∗ring, π∗C=O 49.50

HOMO - 1 HOMO LUMO

LUMO + 1 LUMO + 2 LUMO + 3

Figure 5. Molecular orbitals for the lowest three excited states of a-Ibu in aqueous solution. See
Table 2 for their contributions to the transitions.

The NBO analysis of CMO reported in Table 2 allows to further decompose the MOs
in NBOs and assign the nature of the transitions. By looking at the values in the linear
combinations for the MO already mentioned, it turns out that though the occupied orbitals
involved in the transitions might look somewhat different, the NBOs forming them belong
to the π aromatic ring in the molecule. Visual inspection of the LUMO orbital in Figure 5
reveals that the carboxylate group plays an important role in that orbital and the CMO
decomposition confirms that hypothesis by attributing it primarily to the antibonding
π∗C=O orbital. Gathering all this information, the band at 222 nm in the resonance Raman
spectrum of the solvated a-Ibu is a superposition of three excited states, which can be
briefly summarized as a redistribution of the electron density from the π-cloud on the
ring to either the ring itself or the COO− groups, in a πring → π∗ring,C=O charge transfer
according to the NBO description.

3.3. Raman Spectrum

The experimental far-from-resonance Raman spectrum of solid IbuNa salt and of
its solution in water were reported by Bonora et al. [16] along with the corresponding
assignments of the normal modes. Therefore, in what follows, just a summary of the main
findings will be discussed. Figure 6 reports the QM/FQ simulated Raman spectrum of
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a-Ibu in aqueous solution and its experimental counterpart. Overall, there is an outstanding
agreement of almost all peak positions and relative intensities.

It has been reported that the most relevant difference between the Raman spectra of
the solid undissociated acid form of ibuprofen and a-Ibu in aqueous solution is due to the
νC=O stretching mode that for the carboxylic group appears at 1647 cm−1 (computed at
1709 cm−1 in Ref. [16]), which is of course not present neither in the diluted IbuNa water
solution nor in the solid IbuNa, because in those systems, the asymmetrical νas,COO− and
symmetrical νs,COO− stretching vibrations take place [16].

Concerning the assignments of the bands appearing in Raman spectrum, the most
important signals in the 600–1800 cm−1 interval account for an intense peak at 1613 cm−1

(theoretically located at ≈1690 cm−1), attributed to stretching vibrations of the benzene
ring (νC=C). The second most intense peak appears as a doublet with maxima at 1450 and
1455 cm−1 (simulated at 1500 and 1510 cm−1) and can be assigned to the antisymmetric
deformations of the methyl groups, the CH2 scissors mode and the νs,COO− vibration.
Vargek [83] claimed that the splitting could originate from the close proximity of the phenyl
ring and the CH3 group in the chiral carbon atom. Another couple of peaks popping
up in the spectrum is that at 1288 and 1342 cm−1, which originates from the out-of-plane
CCCH motion, and the aliphatic βHCH and βHCC bendings. The two Raman peaks at
around 800 cm−1 are attributable to torsions τHCCC and νCC stretchings, whereas the
peak at 640 cm−1 can be assigned to the phenyl CH out-of-plane deformation, though the
bending βCCC is also involved. For the upcoming Resonance Raman spectra, it is worth
describing the two peaks appearing at 1188 and 1210 cm−1, which are the result of a
complex combined τHCCC, βHCC, outCCCC, and aliphatic νCC vibrations including both the
propyl and the isobutyl group, located at the para- position from the propanoate (propyl
group + carboxylate). CH-bending modes of the benzene ring also contribute to these
peaks [47]. The normal modes with frequencies around 1200 and 1690 cm−1 are depicted
in Figure 7 for the most representative snapshot selected via the gromos clustering method.
These vibrational modes display large displacements of the C–C bonds.
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Figure 6. Convoluted QM/FQ (top) and experimental (bottom) Raman spectrum of a-Ibu in aqueous
solution. Experimental data taken from Refs. [83–85].
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Normal modes around 1200 cm−1

Normal modes around 1690 cm−1

Figure 7. Important vibrational modes giving rise to the most enhanced peaks in resonance Raman.
Top panel: normal modes especially enhanced at incident frequencies, ω0 ≈ 55,000 cm−1 (182 nm).
Bottom panel: normal modes always enhanced according to the RREP, but selectively more enhanced
at ω0 ≈ 45,000 cm−1 (222 nm).

3.4. Resonance Raman

From the simulated UV-vis spectrum of a-Ibu (Figure 4), the lowest electronic ab-
sorption with significant oscillator strength was predicted to arise from three excitations,
consistent with the appearance of a single, broad band in the aqueous phase absorption
spectrum having a maximum (at 222 nm) quite close to what is experimentally observed.
Nevertheless, there is another more intense band (at 182 nm) as a result of several transi-
tions with the highest calculated oscillator strengths. The computed RR spectra of a-Ibu
when these two incident wavelengths are used to irradiate the sample, are depicted in
Figure 8. Spectral profiles for ω0 ranging from 165 to 285 nm are displayed in Figure S4 in
the SM. For full clarity, we also computed RR spectra taking into account just the first three
excited states, the results are found in the SM (Figure S5).
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Figure 8. QM/FQ UV-resonance Raman spectra of a-Ibu in aqueous solution, calculated when the
two absorption maxima wavelengths are used to irradiate the system (top, 182 nm and middle,
222 nm). RR intensities (in cm2mol−1sr−1) were calculated with a damping factor of 200 cm−1 and
broadened using Lorentzian functions with FWHM = 20 cm−1. For visualization purposes, the
intensity of the highest peak was normalized to 1. In the experimental spectrum [47] (bottom panel),
the intensity was calibrated with the ClO−4 band marked with ∗.

When compared against the off-resonance Raman spectra in Figure 6, the RR spectra in
Figure 8 immediately show evidence of selective resonance enhancement, as is characteristic
of RR spectroscopy [86–88]. That is particularly evidenced by the slight changes in the
position and strong changes in the intensity of some of the peaks described above. Indeed,
the major features of the RR spectra of solvated a-Ibu are the enhancements of either the
peak around 1200 cm−1 or the peak located at ≈1690 cm−1, both associated mostly with
carbon–carbon vibrations in the aliphatic regions and ring, respectively, and to movements
of the methyl groups of ibuprofen.

Two important findings are noticeable when comparing the two simulated spectra in
Figure 8. On the one hand, the RR intensities at 182 nm are about 100 times larger than those
at 222 nm (see also Figure 9 below), thus reflecting the relative intensities in the absorption
spectra; and on the other hand, there is a selective enhancement of the peak at ≈1200 cm−1

at ω0 = 182 nm. In fact, at that incident wavelength, this peak exhibits the largest RR
intensity, while the peaks located at 1400 cm−1 almost disappeared. Furthermore, notice
that at ω0 = 182 nm, the intensity of the peak at about 800 cm−1 is enhanced.

The only work we found concerning UVRR studies of a-Ibu in aqueous solution,
reported measurements with a laser excitation set up to 240 nm,[47] a near-resonance
incident wavelength. For the sake of comparison, that spectrum is included in the bottom
panel of Figure 8. The authors pointed out that the most prominent peaks are located at
1613 and 1188 cm−1, assigned to the ring stretching and CH-bending modes of the benzene
ring, respectively. Those peaks are characteristic of p-disubstituted benzene derivatives.
Our simulations are perfectly consistent with their findings, except perhaps for a small
shift in the frequencies.
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Figure 9. Calculated QM/FQ resonance Raman excitation profile (RREP) of a-Ibu in aqueous solution.
Dashed vertical line indicates that there is no experimental information below 200 nm.

Going beyond these results at particular excitation wavelengths, the RREP of a-Ibu
is shown in Figure 9 as well as a zoom to see in more detail the excitation profile in two
specific incident frequency regions: (285–200 nm) and (200–165 nm) under the available
experimental information for the absorption spectra. At a first glance, there are at least
four peaks (≈800, 1000, 1200 and 1700 cm−1) in the RR spectra expected to increase their
intensity when an incident wavelength ω0 = 182 nm is used. Nonetheless, the separation of
the regions allows us to recognize that if the threshold of the intensities is lowered, it would
be possible to find more enhanced peaks, as seen in the green patches of the RREP maps.
While one might argue that this sacrifice in intensity jeopardizes the aim of the detection,
for finely tunable devices (like a synchrotron source) used to carry out UVRR experiments,
the exploitable range of incident wavelengths is 127–280 nm and moreover, the spectral
resolution can be set up for synchrotron radiation-based UVRR experiments in order to
have a sufficiently high signal to noise ratio [70,89–91].

The most enhanced peaks in the RR spectrum of solvated a-Ibu were monitored
individually by sectioning the RREP maps. The excitation wavelength dependence of the
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intensity of the enhanced peaks is shown in Figure 10 along with its Raman cross-section
ratios. As expected, the calculated excitation profiles for νC=C and νC−C reach their maxima
at the excitation wavelengths found in the simulated absorption spectra, though the νC−C
peak shows essentially the same low Raman cross section from 200 to 260 nm.

The selective enhancement of the two signals is also clear from the sinusoidal behavior
of the intensity ratios (Figure 10, bottom). Notice that the νC=C-peak becomes up to two-
fold more intense than the νC−C peak, for incident wavelengths approaching the second
absorption maximum, whereas the ratio equals 0.5 in the vicinities of 182 nm, thus favoring
the νC−C peak. This fact could be explained by resorting to the information provided by
NBO, the analysis of the orbitals involved in the transitions leading to that band, and of
course to the normal modes whose signals generate those peaks (see Figure 7). As stated
above, the π → π∗ transition predominantly involves orbitals confined to the aromatic ring
or the carboxylate group of ibuprofen. What is more, the peak at 1690 comprises normal
modes essentially concentrated in the ring, i.e., νC=C; therefore it is understandable that
even at longer wavelengths (200–260 nm) and most likely at 222 nm, an increase in the
intensity of this peak is to be observed.

Figure 10. Excitation wavelength dependence of the νC=C and νC−C bands intensity, and of
νC=C/νC−C Raman cross-section ratios. RR intensities (in cm2mol−1sr−1) were calculated with
a damping factor of 200 cm−1 and broadened using Lorentzian functions with FWHM = 20 cm−1.

Finally, these results suggest that there are at least two signals to unequivocally trace
ibuprofen in aqueous solution through UVRR techniques: (i) the aromatic ring νC=C
stretching mode occurring at 1690 cm−1 and (ii) the aliphatic νC−C vibrations emerging at
1200 cm−1, which can be selectively enhanced by choosing the proper incident wavelength.
We emphasize here that even if devices with tunable excitation sources are not available
for shorter wavelengths, the ring vibrations will appear with an increased intensity when
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typical 226 nm lasers are used, thus becoming the preferable signals to detect ibuprofen
in water.

4. Conclusions

In the present study, the potentialities of resonance Raman to detect ibuprofen in water
have been investigated by exploiting the mixed quantum–classical polarizable QM/MM
scheme based on fluctuating charges to treat in a refined way the solute–solvent interactions,
thus obtaining reliable spectral profiles. We additionally have ensured that the anionic
ibuprofen· · ·water geometries taken for the study are representative of the overall solvated
environment by sampling configurations from classical molecular dynamics simulations.
As a general rule, hydration patterns indicated that solvent molecules prefer to bind the
carboxylate group in a-Ibu, leading to the formation of charge assisted networks of strong
hydrogen bonds as confirmed by the NBO analysis.

To validate the application of the QM/FQ + MD methodology for the target system, we
have shown that computed vertical absorption energies display a minimal deviation from
experimental results, and on top of this, our calculations also capture most of the features
of the experimental Raman spectra of a-Ibu in aqueous solution. The validated approach
was then used to simulate resonance Raman spectra. The variation of the intensities as
a function of ω0 revealed that a couple of peaks in the RR spectrum might be selectively
enhanced by properly choosing the incident wavelength. With an NBO-guided assignment
of the nature of the electronic transitions, we have related the location of the MOs involved
in the excited states with the characteristics of the normal modes whose intensities are
enhanced in the RR spectrum. For example, we have outlined that as the νC=C normal
mode has a large contribution of the C–C stretching in the ring and the νC−C does not,
therefore the use of ω0 = 222 nm (the maximum absorption for the lowest energy band,
which in turn is due to a πring → π∗ring transition) would enhance the RR intensity of the
νC=C normal mode or in general, those normal modes having ring components.

Although the findings in this work provide solid evidence that Resonance Raman can
be suggested as a powerful technique to detect ibuprofen in very diluted aqueous solutions,
our results would need further experimental verification. Indeed, we are currently in the
process of collecting data on that matter, and this will be the subject of a future paper.

Supplementary Materials: Most representative conformers of a-Ibu under clustering method (Fig-
ures S1, S2), UV-vis spectra from non-optimized structures (Figure S3), RR spectra at different
incident wavelengths (Figure S4), and taking into account just the first three excited states (Figure S5),
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a b s t r a c t

We report a joined experimental and computational study of Raman and Resonance Raman spectra of
amides in aqueous solution. By employing state-of-the-art QM/MM methods combined with syn-
chrotron–based UV Resonance Raman spectroscopy, we propose a protocol to interpret and reliably pre-
dict Resonance Raman spectra for amide systems in water, which are prototypical system for the peptide
bond. We demonstrate that the main experimental spectral features can be correctly reproduced by
simultaneously taking into account the dynamical aspects of the solvation phenomenon, specific
solute–solvent hydrogen bond interactions and mutual solute–solvent polarization effects.

� 2021 Elsevier B.V. All rights reserved.

1. Introduction

Resonance Raman (RR) spectroscopy is a powerful tool to unveil
structural and electronic properties of systems under different con-
ditions. Much molecular information can be obtained from RR
measurements, therefore numerous applications encompassing
fields like analytical, physical and biophysical chemistry have been
proposed [1–4]. Among the most experimentally studied systems
using RR spectroscopy, are proteins [5–8], peptides [9–11], model
peptides [12–19], aminoacids [20–22], (DNA) nucleobases [23–
27] and a variety of inorganic compounds [28,29].

RR is a mixed electronic and vibrational spectroscopy, because
it probes a system’s vibrational degrees of freedom by employing
an electromagnetic impulse which is in resonance with an elec-
tronic transition. Therefore, the approach combines the advantages
of both types of techniques, i.e. the spectra can be directly con-
nected to the vibrational degrees of freedom and thus structural
aspects, while the ability to tune the spectra to a specific electronic
transition can focus the signal on a single chromophore/portion of
the system. Also, the ability to vary the wavelength of the probing
laser permits to investigate the effect of the electronic transition
upon the spectrum, enriching the description. Therefore, RR and
especially UVRR, that provides selectivity and sensitivity through
enhancement of particular vibrations associated to specific chro-

mophores, has a very large potential [30–33]. However its full
exploitation is hindered by the need for special experimental set-
ups which are not as readily available as in the case of more com-
mon techniques. At the molecular level, through the resonance
enhancement some selectivity is reached because the vibrational
modes observed are only those whose motions couple to the elec-
tronic density change taking place in the electronic transition
[34,35].

Evidently, the full exploitation of UVRR spectroscopy to selec-
tively analyze vibrations in the system is contingent upon the
experimental need of sources with appropriate characteristics of
intensity, tunability and wavelength range extension. This is par-
ticularly critical in the case of deep ultraviolet (DUV) range of exci-
tation (between about 150–300 nm), where lasers, which are
widely used for visible Raman spectroscopy [8,36], suffer of some
important limitations. The use of synchrotron radiation (SR) as
source for UVRR experiments [37] appears to be an excellent
choice because it offers advantages with respect to conventional
laser sources. For instance, the possibility of extending the UV
domain of excitation above 7 eV that would provide the chance
to cover the whole range of outer electronic transitions in matter.
In most laser-based UVRR studies, only a few discrete excitation
wavelengths are used. The continuous tunability of SR enables a
fine mapping of the whole resonance landscape of the sample in
order to achieve a fine matching between the exciting radiation
energy and the resonance conditions of specific chromophores.
This allows to perform, for example, accurate UVRR measurements
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not biased by self-absorption effects and/or to also detect the pre-
resonance Raman scattered signal. Recently, the frontiers of UVRR
spectroscopy were investigated by using synchrotron radiation,
especially for the case study of investigation of peptides dissolved
in their natural environment, i.e. aqueous solutions [18].

Due to the complexity of information that is hidden behind RR
spectral patterns (especially for aqueous systems), their interpreta-
tion benefits from the coupling with reliable theoretical simula-
tions. Such calculations are generally doable for isolated systems,
or systems in solution described by means of the Polarizable Con-
tinuum Model (PCM) [38–41]. However, in general, substantial
variations of the positions and relative intensities of the bands
are observed after comparison with experimental spectra
[38,40,42], due to lack of any description of hydrogen bonding
(HB) interactions. To overcome this limitation, researchers com-
monly resort to the so-called ‘‘cluster” methodologies, where expli-
cit solvent molecules are included surrounding the potential
hydrogen bond sites on the solute; and the entire system is then
treated with Quantum Mechanical (QM) descriptions [43,44]. Nev-
ertheless, this procedure has its own weakness and not in all cases
captures missing features.

As an alternative, a widespread practice is to split the entire sys-
tem in layers to be treated at different model chemistries, with the
part responsible of the property examined at the QM level and the
rest computed at a much less expensive level of approximation,
such as Molecular Mechanics (MM) [45,46].

For the most part, QM/MM calculations of Raman spectra are
oriented to the off-resonance (spontaneous) regime [46], whereas
a few QM/MM applications to Resonance Raman spectra are avail-
able in literature [47,48]. It is important to note that an atomistic
description of the solvation shell only affects the spectroscopic
properties of the solute directly, only if it is polarizable, and is
therefore able to dynamically respond to the probing electromag-
netic field [49]. Therefore, in order to properly describe the
physico-chemical nature of the solute–solvent interaction and
how it affects the final spectrum, we resort to a polarizable QM/
MM method based on fluctuating charges (FQ) known as QM/FQ
[50,51], which has become a powerful tool to model a large variety
of spectral signals of aqueous solutions [49].

The aim of this work is to offer a detailed view of the effect of
the solvation description on the simulation of Resonance Raman
spectra of model peptides, by combining state-of-the-art theoreti-
cal techniques with an experimental setup based on SR radiation
that allows us to fully exploit the potential of this technique. To
this end, we extend QM/FQ for the first time to model RR, and
we challenge it to reproduce experimental UVRR spectra of aque-
ous Acetamide (ACA), N-methyl acetamide (NMA), N,N-dimethyl
acetamide (DMA) (see Fig. 1). Such systems were not chosen by
chance, rather they serve as models for the extensively docu-
mented peptide bond [30].

2. Methodology

2.1. QM/FQ approach to RR spectroscopy

The spontaneous Raman scattering cross-section is usually cal-
culated at the DFT level using response theory by differentiating
the dynamic electric polarizability with respect to the normal
mode displacements, calculated for a perturbation with angular
frequency x corresponding to the one of the light source (e.g. a
laser or synchrotron light). Given the vibrational transition polariz-
ability ai corresponding to an excitation of the i-th normal mode,
then the cross-section ri can be expressed in terms of the Raman
rotational invariants:

a2i ¼ 1
9

X
ab

a�
aa;iabb;i ¼ 1

9
j axx;i þ ayy;i þ azz;ij2 ð1Þ

g2
i ¼ 1

2
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ab;iaab;i � a�
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c

� �4 45a2i þ 7g2
i

45
ð3Þ

The harmonic approximation is usually invoked to describe the
molecule’s potential energy surface, and in the non-resonant
regime the vibrational transition polarizability is expanded in a
Taylor series to first order, and only the first derivative term is usu-
ally retained which is calculated either numerically or analytically.
This method assumes that the imaginary part of the polarizability
is negligible, which is true when the incident radiation is far-from-
resonance, however in the resonant case the full sum-over-state
expression must be considered

aab;i ¼ 1
�h

X
m0

hi j la j m0ihm0 j lb j 0i
xm0 �xi �x� ic

ð4Þ

where the summation runs over all vibronic states belonging to the
potential energy surface of the resonant electronic state, while c is
the excited state’s phenomenological damping constant. This is the
method used in this work to calculate the RR cross section, as
detailed in Ref. [38]. In particular, we employ the Vertical-
Gradient, Franck–Condon approximation, where the vibrational fre-
quencies and normal modes of the excited state are assumed to be
the same as the ground state, and the transition dipole moments are
considered to be independent of the molecular geometry [38]. The
method employed to calculate the RR spectrum is considerably
more involved compared to the one for spontaneous Raman, how-
ever it should be emphasized that attempting to simulate the
Raman spectrum using the same methodology employed in the
non-resonant case by simply altering the incident frequency so that
it is close to that of the electronic transition would lead to com-
pletely erroneous results, unless a method that explicitly includes
the imaginary part of polarizability is used [52].

Fig. 1. Structure of amides studied in this work. For NMA both cis and trans conformers are depicted.
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The method employed in this work is also known as time-
independent [38,40] (TI) method, though an equivalent time-
dependent [42,53,54] (TD) formulation has also been described.
Calculations of vibrational Resonance Raman spectra of isolated
and solvated molecules have been performed by resorting to these
frameworks, combining different strategies for the description of
the excited states [55–57,24,25,58,31,48], though none have used
a polarizable QM/MM model to include solvent effects in all terms
within Eq. 4, to the best of our knowledge. The presence of the sol-
vent must be carefully considered and included in all steps of the
simulation.

In this paper, solvent effects are described by means of the FQ
force field, in which each atom of the classical layer is endowed
with a charge, whose value is not fixed, but is allowed to vary as
a response to the electric potential produced by the QM density
[49]. In recent years, the QM/FQ method has been extended to
the calculation of analytical energy third derivatives, which allow
for the calculation of spontaneous Raman spectra [59], excitation
energies [60], and excited state gradients [61]. In Eq. 4 all terms
include solvation effects evaluated at the QM/FQ level of theory:
the ground state geometry of the molecule is first optimized in
the presence of the solvent shell, then the electronic density and
harmonic potential energy surface are modelled by taking the reac-
tion field due to the water molecules into account. The contribu-
tion due to the water molecules also enters the response
equations that are solved to calculate excitation energies and to
model the excited state potential energy surface. Therefore, in
order to properly simulate the RR spectrum of a system in solution,
one requires a solvation method with the flexibility to model a
wide array of molecular properties, involving both electronic and
vibrational degrees of freedom, as well as excited states. In the last
few years, the QM/FQ method has indeed been extended to the
treatment of a vast set of spectroscopies, allowing us to finally
tackle RR, which can be regarded as one of the most complex
due to the interplay of all these features [49–51].

3. Experimental procedure

Acetamide, N-methylacetamide and N,N-dimethyl acetamide
were purchased by Sigma Aldrich and D.B.A. Italia and used with-
out further purification. The aqueous solutions of the three mole-
cules were prepared by dissolving ACA, NMA and DMA in high-
purity water, deionized through a MilliQTM water system
(>18 M cm resistivity), in order to obtain the desired molar frac-
tions x (where x is defined as mole of solute/total number of moles
of the solution) ranging from 0.2 to 0.01. It has been accurately
checked that, at these values of concentration, the solutes are
totally dissolved and the solutions appear limpid. All the samples
were freshly prepared and placed into optical quartz cells for the
Raman scattering measurements.

Out of Resonance Raman spectra were collected on the solu-
tions of ACA, NMA and DMA by means of a micro-Raman setup
(Horiba-JobinYvon, LabRam Aramis) in backscattering geometry
and using the exciting radiation at 632.8 nm provided by a He-
Ne laser. The resolution was set at about 1.2 cm�1/pixel.

UV Resonance Raman (UVRR) measurements were collected at
the BL10.2-IUVS beamline of Elettra-Sincrotrone Trieste (Italy)
[37] using 210, 226 and 266 nm as excitation wavelengths. The
exciting wavelength was set by adjusting the gap parameters of
the undulator and by using a Czerny-Turner monochromator
(Acton SP2750, Princeton Instruments) equipped with 1800 and
3600 grooves/mm gratings to monochromatize the incoming SR.
The final radiation power on the samples was kept about 10–15
lW. The Raman scattered radiation was collected in back-
scattered geometry and analyzed by using a single pass of a

Czerny-Turner spectrometer (Trivista 557, Princeton Instruments).
Depending on the excitation wavelength, the resolution was set
between 1.8 and 2.8 cm�1/pixel, in order to ensure enough resolv-
ing power and count-rate of the spectra. The calibration of the
spectrometer was standardized using cyclohexane (spectroscopic
grade, Sigma Aldrich). Any possible photo-damage effect due to a
prolonged exposure of the samples to UV radiation was avoided
by continuously spinning the sample cell during the measure-
ments. The comparison between the individual spectra acquired
for each sample evidences that no gradual changes to the spectra
with respect to accumulation number were observed, confirming
that any sample photodegradation due to UV exposure is not
occurred in the experiments.

4. Computational details

All QM calculations were carried out at the B3LYP/aug-cc-pVDZ
level of theory, using a locally modified version of the GAUSSIAN16

suite of programs [62]. Equilibrium geometries and ten vertical
excitation energies of the three amides in water were obtained
by using PCM to treat environmental effects [41]. For the three
amides, CM5 point charges [63] were also calculated with the
aim of using them in the Molecular Dynamics (MD) simulations.

Classical MDs were performed by using GROMACS 5.0.5 [64]. A
single amide molecule (the most populated PCM conformer in the
case of NMA, see Fig. S1 in the Supplementary Material - SM) was
inserted in a cubic box with an edge of 4.52 nm and solvated with
around 3000 water molecules. In order to recover the correct direc-
tionality of solute–solvent hydrogen bonds, dummy atoms [65,66]
(virtual sites) were placed on the oxygen atom of the carbonyl
group in each case [65–69], specifically at the centroid positions,
determined by the Boys localization procedure [70]. Bonding and
non-bonding interactions were modeled according to the General
Amber Force Field (GAFF) [71]. After minimizing the energy of
the solvated systems, a short (500 ps) simulation was performed
at 298.15 K for thermalization purposes by adopting the canonical
ensemble (NVT) with a velocity-rescale thermostat, and periodic
boundary conditions applied in all directions. Production runs
were performed in the isothermal–isobaric ensemble (NPT) by
using the velocity-rescale method [72] with a coupling constant
of 0.1 ps and a Berendsen barostat with time constant of 1.0 ps,
saving coordinates every 10 ps. The total time of the simulation
was set to 30 ns, with a time step of 2 fs. The MD trajectories were
analyzed with the TRAVIS package [73].

From the last 10 ns of the MD runs, 200 uncorrelated snapshots
were extracted to be used in QM/FQ calculations, and for each of
them, a sphere-shape of radius 15 Å centered on the solute mole-
cule was cut. For each snapshot, the solute geometry was opti-
mized at the QM/FQ level by keeping fixed the solvent molecules,
by using the Berny algorithm .[74]. On the optimized geometries,
frequencies, excitation energies and excited state gradients were
calculated as well. In all QM/FQ calculations, the FQ parametriza-
tion proposed in Ref. [75] was exploited. Note that the selected
number of snapshots is sufficient to reach the convergence of the
calculated spectrum (see Fig. S2 in the SM).

QM/PCM and QM/FQ spontaneous Raman spectra were com-
puted in the dynamic regime by setting the incident frequency
(x0) to match the experimental value of 633 nm, using analytical
response theory as implemented for QM/FQ [59]. UVRR spectra
were computed using a time-independent sum-over-state
methodology [38]. In particular, we employed the Vertical Gradi-
ent Franck–Condon (VGjFC) approximation for the modeling of
the excited-state Potential Energy Surface (PES) and transition
dipole moments, by considering ten excited states (see also
Fig. S3 in the SM). RR spectra were computed using an array of inci-
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dent frequencies, producing Raman excitation profiles for all
bands. Final QM/FQ UV/Vis and Raman, both spontaneous and
RR, spectra were obtained by averaging the spectra from all the
snapshots. For absorption spectra, Gaussian functions and a full
width at half maximum (FWHM) of 0.66 eV were chosen, while
spontaneous and RR sticks were convoluted with Lorentzian pro-
files and FWHM values of 8 and 20 cm�1, respectively.

5. Results

Spectral features are often rationalized in terms of chro-
mophores and functional groups. From this point of view the three
amides considered in this work may appear very similar, however
they present important structural and chemical differences that
affect their intrinsic properties as well as their interaction with
the aqueous environment. All three share the amide functional
group characterizing their chemistry and can act as hydrogen bond
acceptor through the non-bonding electron pairs of the carbonyl
group (see Fig. 1). However they differ in the number of hydrogen
atoms bonded to the amide nitrogen (those to be potentially
donated to the water molecules), which changes the way they
interact with the solvent, and this may strongly affect the resulting
spectrum. In addition, NMA differs from the other two amides by
virtue of cis/trans conformational freedom connected to the rota-
tion of the NC bond, combined with the presence of two different
moieties bonded to the nitrogen (see Figs. 1 and S1 in the SM). In
this section, we first discuss the results obtained for trans NMA
(i.e. the most stable conformer), followed by the other two sys-
tems. All spectral features are commented in terms of hydration
patterns, as obtained from MD simulations. Notice that, because
NMA is the simplest molecular model of the peptide linkage in pro-
teins, it has motivated many experimental and theoretical studies
[16,76] with particular emphasis on solvent effects on RR spectra
[14,44,43,77].

5.1. NMA

5.1.1. Spontaneous Raman spectra
Computed QM/PCM and QM/FQ spontaneous Raman spectra are

shown in Fig. 2(a) along with our own experimental Raman mea-
surements. In Fig. 2(a), top panel, almost all QM/PCM bands for
aqueous NMA are slightly narrower than QM/FQ (middle panel).
This is due to the dispersion in the vibrational energies within
the set of extracted snapshots (see Fig. S4 in the SM for QM/FQ
raw data), and is a feature that is missing in a static model such
as QM/PCM, which is based on calculations performed on a single
minimum-energy structure.

The most relevant vibrational modes in the experimental NMA
Raman spectra are amide I (1626–1646 cm�1), amide II (1566–
1584 cm�1) and amide III (1313 cm�1) [16,17], which are all cor-
rectly reproduced by QM/FQ, which improves the description pro-
vided by QM/PCM, particularly in the regions where the strong
amide bands are located (see Section S1.4 in the SM for a graphical
depiction of the normal modes).

5.1.2. UV Resonance Raman spectra
UVRR spectra of aqueous NMA were measured by using 210,

226, and 266 nm as excitation wavelengths (x0), though the
266 nm-excited spectrum should be considered as pre-resonant
because the probing wavelength is far from the maximum of the
absorption spectrum (see Sec. S1.5 in the SM). The experimental
UVRR spectrum collected by setting x0 = 226 nm is graphically
depicted in Fig. 2(b) (see Fig. S7 in the SM for UVRR spectra mea-
sured at different excitation wavelengths).

The value for the incident frequency to be exploited in both QM/
PCM and QM/FQ calculations must perfectly reproduce the exper-
imental conditions in order to preserve the resonance enhance-
ment. Selecting the same x0, used for experimental
measurements, would introduce systematic errors into the calcula-

Fig. 2. Raman spectra of NMA calculated with different solvent descriptions and compared to experimental spectra measured in aqueous solution at room temperature. (a)
Spontaneous (Far From Resonance) Raman spectra simulated and measured using 633 nm as excitation wavelength. FWHM: 8 cm�1. (b) UV Resonance Raman spectra. In the
UVRR experiments, the external excitation wavelengths have been set to 226 nm. x = 0.09 is the NMA molar fraction in water. RR intensities were calculated with a damping
factor of 200 cm�1 and broadened using Lorentzian functions with FWHM = 20 cm�1. The RR band at around 800 cm�1 is a spurious signal arising from the quartz cuvette.
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tion because any electronic structure method carries some error in
the description of electronic excited states which, within the frame
of response theory, are obtained from the poles of the system’s
response function. Therefore, we follow the method described in
[38], suitably adapted to QM/FQ calculations. In essence, we select
a frequency that is at the same energy gap to the simulated absorp-
tion maximum as that observed experimentally (see Tab. S1 in the
SM). QM/PCM and QM/FQ UVRR spectra are reported in Fig. 2(b).

Comparing experimental UVRR and spontaneous Raman spectra
in Fig. 2, different patterns can be highlighted: (i) a weaker or
absent Amide I (C@O) stretching vibration (1626–1646 cm�1), (ii)
an enhancement of the signal involving CAN stretching, which is
characteristic of Amide II (1566–1584 cm�1), as well as the CH3

umbrella bending (1380 cm�1), (iii) an enhancement of the Amide
III band (1313 cm�1), gaining intensity relative to Amide I
[16,76,14,78,44]. Such spectral features are perfectly reproduced
by QM/FQ, which is for instance able to correctly predict smaller
Amide I:Amide II intensity ratio when moving from off-resonant
to resonant regime. Moreover, the atomistic approach outperforms
QM/PCM in the description of most experimental bands. In fact,
Amide I band is predicted as the strongest band in QM/PCM UVRR
spectrum, and also, an overestimated enhancement for the methyl
modes (peak erroneously emerging at 1440 cm�1) is observed. The
discrepancies between the QM/PCM and the experiment, together
with the almost perfect agreement provided by QM/FQ, clearly
demonstrate the importance of specific solute–solvent interac-
tions, appropriately coupled to a physically consistent treatment
of polarization effects.

An aforementioned feature of the synchrotron-based UVRR
setup is the ability to tune the excitation wavelength to obtain
RR excitation profiles (RREP) for every band. In Fig. 3(b), computed
QM/FQ RREP for NMA in aqueous solution are reported as 3D
graphs where the Raman intensity is plotted as a function of both
the incident wavelength (150 nm< x0 < 250 nm) and the Raman
shifts. Sections of the 3D plots are shown in Fig. 3(b), where we
keep track of the enhanced Amide I, II and III peaks as well as
the peak at 1380 cm�1 (CCH3 symmetric bend - sb), which have
been previously described. As expected, Fig. 3 reveals that all the
analyzed band excitation profiles present maxima around
178 nm, which corresponds to the vertical absorption of the
p! p� transition. We also note that Amide I/Amide II relative
Raman cross-section ratios vary without any apparent trend in

the studied wavelength range. However, amide I band is always
weaker in intensity, in total contrast with QM/PCM results in
Fig. 2(b). Such findings also reveal that QM/FQ is notably able to
account for the almost threefold enhancement of Amide II with
respect to Amide I intensity that is experimentally measured[76].

5.2. Acetamide

5.2.1. Spontaneous Raman spectra
QM/PCM and QM/FQ computed spontaneous Raman spectra of

acetamide (ACA) in aqueous solution are reported in Fig. 4(a)
together with their experimental counterpart measured by using
x0 = 633 nm.

We first notice that almost all peak relative intensities are cor-
rectly reproduced by both the solvation approaches, however the
inhomogeneous broadening, and also the position of most bands,
are better described by QM/FQ with respect to the implicit descrip-
tion. As in the case of NMA, in solvated acetamide, the amide I band
located at 1662 cm�1 originates primarily from C@O stretching,
whereas an amide II-like band occurs at 1616 cm�1 and is associ-
ated with NH2 bending, even if contains a small contribution from
C@O stretching (see Sec. S2.1 in the SM). The amide III-like band of
ACA, located at 1404 cm�1 derives from the CAN stretching, but
also has minor contributions of CAC stretching, NH2 rocking, and
symmetric deformations of the NCO group and CH3 groups [13].

Similarly to NMA, Amide I and Amide II bands are located in the
region around 1600 cm�1, where the broad HAOAH bending vibra-
tion of the water molecules contributes to the Raman intensity
[13,79,80].

5.2.2. UV Resonance Raman spectra
QM/PCM and QM/FQ UVRR spectra of ACA in aqueous solution

are reported in Fig. 4(b), together with our spectra measured by
using x0 = 226 nm (see Fig. S10 in the SM for experimental UVRR
measured with x0 = 210, 226 and 266 nm). We first note that all
experimental Raman peaks increase in intensity as the excitation
wavelength decreases from 633 to 226 nm, with Amide I, II, and
III bands showing the largest resonance enhancement, that in
agreement with previous findings [13]. The same is valid for QM/
FQ, which is able to provide an almost perfect agreement with
the experiment in terms of relative intensities, band positions,
and band broadening. Conversely, QM/PCM UVRR spectrum dra-

Fig. 3. (a) Calculated QM/FQ Resonance Raman Excitation Profiles (RREP) of NMA in aqueous solution. (b) Excitation wavelength dependence of the Amide I, II, III and the
1380 cm�1 CCH3 symmetric bend (sb) band intensity, and of Amide I/Amide II and the Amide III/Amide II band Raman cross-section ratios. RR intensities (in cm2mol�1sr�1)
were calculated with a damping factor of 200 cm�1 and broadened using Lorentzian functions with FWHM = 20 cm�1.
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matically differs from the experimental counterpart. In particular,
the amide I mode (� 1700 cm�1) is much more intense than in
the experiments, similarly to what has been already commented
for NMA. The nature of the normal mode, which is mainly charac-
terized by a C@O stretching, suggests that an explicit description of
the water molecules is needed.

We now move to comment on the RREP, i.e. the Raman spec-
trum as a function of the external wavelength, of ACA in aqueous
solution as calculated by means of QM/FQ (see Fig. 5. Note that
an experimental RREP has been measured in Ref. [22]. The excita-

tion profiles of Amide I (C@O stretching), Amide II (NH2 bending),
Amide III (C-N stretching) as well as the CH3 rocking vibration
(1457 cm�1) are reported in Fig. 5(b). Two clear-cut trends can
be seen in Fig. 5(b): on one hand, similar to NMA, the amide I, II
and III bands are resonance enhanced in ACA with Amides II and
III increasing in intensity more than than Amide I. As expected,
the enhancement is maximum facing 172 nm (see Sec. S2.3 in
the SM), which is the computed QM/FQ excitation energy of the
p! p� transition (see Tab. S1 in the SM). As observed in Fig. 5
(b), this transition of the peptide group starts to be significant at

Fig. 5. (a) Calculated QM/FQ Resonance Raman Excitation Profiles (RREP) of Acetamide in aqueous solution. (b) Excitation wavelength dependence of the Amide I, II, III and
and 1457 cm�1 CCH3 deformation (def) bands intensity, and of Amide I/Amide II and the Amide III/Amide II band Raman cross-section ratios. RR intensities (in cm2mol�1sr�1)
were calculated with a damping factor of 200 cm�1 and broadened using Lorentzian functions with a FWHM of 20 cm�1.

Fig. 4. Raman spectra of Acetamide calculated with different solvent descriptions (top, QM/PCM and middle, QM/FQ) and compared to the experimental spectra (bottom)
measured in aqueous solution at room temperature. (a) Spontaneous (Far From Resonance) Raman spectra simulated and measured using 633 nm as excitation wavelength.
FWHM: 8 cm�1. (b) UV Resonance Raman spectra. In the UVRR experiments, the external excitation wavelengths have been set to 226 nm. x = 0.09 stands for the Acetamide
molar fraction in water. RR intensities were calculated with a damping factor of 200 cm�1 and broadened using Lorentzian functions with FWHM = 20 cm�1. The RR band at
around 800 cm�1 is a spurious signal arising from the quartz cuvette.
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excitation wavelengths near the maximum of the absorption curve,
as reported in Ref. [22], where the authors found a relationship
between the excitation wavelength and the Raman band positions
for the same signals, associating it to the HB strength at the NH2

and C@O sites.

5.3. DMA

5.3.1. Spontaneous Raman spectra
In Fig. 6(a), the QM/PCM and QM/FQ spontaneous Raman spec-

tra of DMA in aqueous solution are reported together with the
measured experimental spectrum (x0 = 633 nm). Overall, the
Raman spectrum of DMA is dominated by the same amide bands
previously mentioned for NMA and ACA (see also Sec. S3.1 in the
SM). No significant differences between QM/PCM and QM/FQ sol-
vation models can be noticed (Fig. 6(a)). Both environmental treat-
ments lead to peak positions close to the experimental ones, with
the only exception being the Amide I band (� 1650 cm�1), for
which QM/FQ also provide a more accurate prediction of its rela-
tive intensity. This is not unexpected because, as for the other
two amides, Amide I band is largely affected by specific solute–sol-
vent interactions.

5.3.2. UV Resonance Raman spectra
Simulated UVRR spectra of DMA in aqueous solution and exper-

imental spectra, recorded using 226 nm as excitation wavelength,
are depicted in Fig. 6(b) (see also Fig. S14 in the SM). The overall
picture that emerges from Fig. 6(b) is of rather good agreement
between theory and experiment, at least in terms of the major fea-
tures. This overview is similar for both QM/PCM and QM/FQ mod-
els, even though a significant improvement is reached by QM/FQ,
as judged by the description of the Amide I and Amide II, which
occur at 1650 and 1490 cm�1, respectively. This shows that a better
description of the solute–solvent interactions, provided when the
discrete water molecules are employed, is important also in this
system but not as crucial as in the case of ACA and NMA, due to
the presence of the two methyl groups. Small discrepancies

between computed and experimental UVRR results can be
explained considering that for DMA it has been reported that the
amide bands are sensitive to changes in concentration [78].
Remarkably, in both solvation approaches, we are assuming an
infinite dilute solution, which is not the case for experimental
conditions.

The dependence of QM/FQ UVRR as a function of the excitation
wavelength is reported in Fig. 7(a), whereas the enhancements of
selected normal modes (Amide I, II, III and CH3 antisymmetric
bend) are illustrated in Fig. 7(b). An enhancement of the Amide II
band relative to Amide I and Amide III is immediately perceived
for excitation wavelengths near the absorption maximum
(184 nm, see also Sec. S3.3 in the SM). Indeed, for this spectral
region, the Amide II band becomes fivefold more intense than both
the Amide I and Amide II bands. It is also clear from Fig. 7(b) that
the amide III band cross section shows essentially no resonance
enhancement, differently from NMA and ACA, for which its inten-
sity does change (see Figs. 2(b) and 4(b)). Furthermore, by compar-
ing our non–resonant (Fig. 6)) and pre-resonant (Fig. 6(b)) Raman
results, we notice that the overcrowded region between 1400 and
1500 cm�1 turns into a couple of bands located at 1437 and
1487 cm�1. For the first one, there is also an enhancement as inci-
dent light approaches the maximum of the absorption spectra as
shown in Fig. 7(b), middle panel.

6. Discussion

The results discussed in the previous sections clearly show that
QM/FQ outperforms continuum solvation, and gives an almost per-
fect description of experimental UVRR spectra of all three amides.
In this section, we discuss such findings on the basis of physico-
chemical properties of the systems when dissolved in aqueous
solution. In particular, the performance of the two solvation mod-
els in the description of both spontaneous and RR of ACA, NMA and
DMA can be investigated by analyzing the resutls of MD simula-
tions, which can provide a qualitative and quantitative overview
on specific, directional solute–solvent interactions. To this end, in

Fig. 6. Raman spectra of DMA calculated with different solvent descriptions (top, QM/PCM and middle, QM/FQ) and compared to the experimental spectra (bottom)
measured in aqueous solution at room temperature. (a) Spontaneous (Far From Resonance) Raman spectra simulated and measured using 633 nm as excitation wavelength.
FWHM: 4 cm�1. (b) UV Resonance Raman spectra. In the UVRR experiments, the external excitation wavelengths have been set to 226 nm. x = 0.09 stands for the DMA molar
fraction in water. RR intensities were calculated with a damping factor of 200 cm�1 and broadened using Lorentzian functions with a FWHM of 20 cm�1. The RR band at
around 800 cm�1 is a spurious signal arising from the quartz cuvette.
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Fig. 8 we report the Spatial and Radial Distribution Functions (SDF
and RDF, respectively), which were extracted from the last 10 ns of
MD simulations. The two plots are complementary: RDFs are used
to quantify the strength of HB interactions in terms of the average
solute–solvent distance, whereas SDFs provide a graphical 3D
depiction of the most favorable positions of water Hydrogen and
Oxygen atoms.

From the inspection of Fig. 8 it is clear that the three amides can
form strong HBs with the surrounding water molecules. Remark-
ably, SDFs show the importance of including virtual sites in the

description of the solute’s Oxygen atom, perfectly describing the
directionality which characterizes HB interactions. For this reason,
QM/FQ outperforms the implicit approximation (QM/PCM) in the
description of Amide I and II bands, both involving the C@O bond,
because the implicit approach lacks of any specific/directional
interaction. In case of ACA and NMA, the importance of an atomis-
tic description of the environment is also demonstrated by HB
interactions which are established between the amide Hydrogen
(s) and water molecules (see both RDFs and SDFs). The absence
of the amide Hydrogen in DMA can explain the better agreement

Fig. 8. Top panel: SDFs for the three amides studied in this work. Calculated SDF isodensity values are equal to 70 and 80 nm�3 for water hydrogen (white surfaces) and
oxygen (red surfaces) atoms, respectively. Bottom panel: Radial distribution function, g(r), (solid lines) and running coordination numbers (dashed lines) for the hydrogen
bonds CO� � �Hw and NH� � �Ow in the solvated amides.

Fig. 7. (a) Calculated QM/FQ Resonance Raman Excitation Profile (RREP) of DMA in aqueous solution. (b) Excitation wavelength dependence of the Amide I, II, III and the
1430 cm�1 CCH3 antisymmetric bend (ab) bands intensity, and of Amide I/Amide II and the Amide III/Amide II band Raman cross-section ratios. RR intensities (in
cm2mol�1sr�1) were broadened by a Lorentzian function with a FWHM of 20 cm�1 and a damping factor of 200 cm�1.
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between QM/PCM and QM/FQ results. In fact, the NH group is
involved in the most relevant vibrations in the studied region
(700–1800 cm�1). Nevertheless, also in this case, we highlight that
a collection of configurations representing the dynamical fluctua-
tions of the solvent molecules around the solute guarantees a
much better agreement with experimental results.

To conclude, we note that the differences between QM/PCM and
QM/FQ results are more pronounced for RR than for spontaneous
Raman, thus confirming the necessity of an accurate and reliable
description of solvation, as it is provided in this work by the cou-
pling of the polarizable QM/FQ with classical MD simulations.

7. Summary and conclusions

We have presented a joined computational and experimental
work analyzing Raman and Resonance Raman (RR) spectra of three
simple amides, acetamide, trans-N-methyl acetamide and N,N -
dimethyl acetamide, in aqueous solution. In particular, we focused
on the effect that the aqueous environment induces on the spectra
by comparing computational results obtained with the commonly
employed continuum model and the polarizable QM/FQ approach,
that permits to account for both polarization and specific hydrogen
bonding effects. The study was also possible thanks to availability
of SR-based UVRR experimental setup that allowed us to record
accurate experimental spectra at low concentration of amides in
water and with a variety of incident excitation wavelengths, an
indispensable requirement for analyzing the effect of the resonant
enhancement.

Our results demonstrate once again the severe shortcomings of
the popular polarizable continuum model (PCM) in simulating the
aqueous environment. In fact, Raman and RR spectra differ dramat-
ically from their experimental counterpart at the PCM level, and
the discrepancy is much more pronounced for systems having
more potential sites for specific solute–solvent interactions. Being
a mixed electronic and vibrational spectroscopy, RR requires an
unbiased solvation model that is capable of capturing all solute–
solvent interactions, and we have shown that our QM/FQ model
gives highly accurate results. In fact, the agreement between the-
ory and experiment is so high that the main features of the spectra
are easily identified, in particular the assignment to the Amide I,
Amide II and Amide III bands, that in primary amides (e.g. aceta-
mide) are essentially due to C@O stretching, NAH bending and
CAN stretching vibrations, respectively, while in secondary amides
(e.g. NMA) the Amide II and III bands arise from combined NAH
bending and CAN stretching vibrations. On the other hand, in ter-
tiary amides (e.g. DMA), the lack of the amide hydrogen causes dif-
ferent contributions for Amide II and Amide III signals. Computed
QM/FQ Resonance Raman Excitation Profiles (RREP) indicate that
amide bands are particularly sensitive to variations in the incident
wavelength, with the strongest changes occurring by approaching
absorption spectra maxima, as earlier reported in experimental
works [19].

Given the success of the combination of theory and experiment
in reproducing RR spectra of simple amides, the next step is to
study more complex amino acids and peptides, which are essential
building blocks of biological systems, and whose natural environ-
ment is water. The application of our method to these systems is
in progress in our group, and will undoubtedly shed light into
the complex mechanisms that cooperate to produce the final spec-
tral response, thus building an understanding that is essential to
and rationalize the spectroscopic features of complex protein
systems.

Declaration of Competing Interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared
to influence the work reported in this paper.

Acknowledgements

SG and CC gratefully acknowledge the support of H2020-MSCA-
ITN-2017 European Training Network ‘‘Computational Spec-
troscopy In Natural sciences and Engineering” (COSINE), Grant
No. 765739. We gratefully acknowledge computational resources
available at SNS Center for High Performance Computing (CHPC).
We thank Dr. A. Gessini of the IUVS beamline at Elettra for the
technical support.

Appendix A. Supplementary material

Supplementary data associated with this article can be found, in
the online version, at https://doi.org/10.1016/j.molliq.2021.
117841.

References

[1] S.A. Asher, Uv resonance raman studies of molecular structure and dynamics:
Applications in physical and biophysical chemistry, Annu. Rev. Phys. Chem. 39
(1) (1988) 537–588.

[2] S.A. Asher, Uv resonance raman spectroscopy for analytical, physical, and
biophysical chemistry. part 1, Anal. Chem. 65 (2) (1993) 59A–66A.

[3] S.A. Asher, Uv resonance raman spectroscopy for analytical, physical, and
biophysical chemistry. part 2, Anal. Chem. 65 (4) (1993) 201A–210A.

[4] K. Xiong, Uv resonance raman spectroscopy: A highly sensitive, selective and
fast technique for environmental analysis, J. Environ. Anal. Chem 2 (1) (2014)
e107.

[5] Z. Chi, S.A. Asher, Uv resonance raman determination of protein acid
denaturation: Selective unfolding of helical segments of horse myoglobin,
Biochem. 37 (9) (1998) 2865–2872.

[6] Z. Ahmed, I.A. Beta, A.V. Mikhonin, S.A. Asher, Uv–resonance raman thermal
unfolding study of trp-cage shows that it is not a simple two-state miniprotein,
J. Am. Chem. Soc. 127 (31) (2005) 10943–10950.

[7] C.-Y. Huang, G. Balakrishnan, T.G. Spiro, Early events in apomyoglobin
unfolding probed by laser t-jump/uv resonance raman spectroscopy,
Biochem. 44 (48) (2005) 15734–15742.

[8] X. Zhao, R. Chen, C. Tengroth, T.G. Spiro, Solid-state tunable khz ultraviolet
laser for raman applications, Appl. Spectrosc. 53 (10) (1999) 1200–1205.

[9] A.V. Mikhonin, S.A. Asher, Uncoupled peptide bond vibrations in a-helical and
polyproline ii conformations of polyalanine peptides, J. Phys. Chem. B 109 (7)
(2005) 3047–3052.

[10] G. Balakrishnan, Y. Hu, G.M. Bender, Z. Getahun, W.F. DeGrado, T.G. Spiro,
Enthalpic and entropic stages in a-helical peptide unfolding, from laser t-
jump/uv raman spectroscopy, J. Am. Chem. Soc. 129 (42) (2007) 12801–12808.

[11] S. Catalini, B. Rossi, P. Foggi, C. Masciovecchio, F. Bruni, Aqueous solvation of
glutathione probed by uv resonance raman spectroscopy, J. Mol. Liq. 283
(2019) 537–547.

[12] K. Kaya, S. Nagakura, Electronic absorption spectra of hydrogen bonded
amides, Theor. Chim. Acta 7 (Apr 1967) 124–132.

[13] J.M. Dudik, C.R. Johnson, S.A. Asher, Uv resonance raman studies of acetone,
acetamide, and n-methylacetamide: models for the peptide bond, J. Phys.
Chem. 89 (18) (1985) 3805–3814.

[14] L.C. Mayne, B. Hudson, Resonance raman spectroscopy of n-methylacetamide:
overtones and combinations of the carbon-nitrogen stretch (amide ii’) and
effect of solvation on the carbon-oxygen double-bond stretch (amide i)
intensity, J. Phys. Chem. 95 (8) (1991) 2962–2967.

[15] X.G. Chen, R. Schweitzer-Stenner, S. Krimm, N.G. Mirkin, S.A. Asher, N-
methylacetamide and its hydrogen-bonded water molecules are vibrationally
coupled, J. Am. Chem. Soc. 116 (24) (1994) 11141–11142.

[16] X.G. Chen, R. Schweitzer-Stenner, S.A. Asher, N.G. Mirkin, S. Krimm, Vibrational
assignments of trans-n-methylacetamide and some of its deuterated
isotopomers from band decomposition of ir, visible, and resonance raman
spectra, J. Phys. Chem. 99 (10) (1995) 3074–3083.

[17] X.G. Chen, S.A. Asher, R. Schweitzer-Stenner, N.G. Mirkin, S. Krimm, Uv raman
determination of the.pi.pi.* excited state geometry of n-methylacetamide:
Vibrational enhancement pattern, J. Am. Chem. Soc. 117 (10) (1995) 2884–
2895.

[18] B. Rossi, S. Catalini, C. Bottari, A. Gessini, C. Masciovecchio, Frontiers of UV
resonant raman spectroscopy by using synchrotron radiation: the case of
aqueous solvation of model peptides, in: G. Lérondel, Y.-H. Cho, A. Taguchi, S.
Kawata (Eds.), UV and Higher Energy Photonics: From Materials to

S. Gómez, F. Egidi, A. Puglisi et al. Journal of Molecular Liquids 346 (2022) 117841

9



Applications 2019, vol. 11086, International Society for Optics and Photonics,
SPIE, 2019, pp. 23–32.

[19] F. D’Amico, B. Rossi, G. Camisasca, F. Bencivenga, A. Gessini, E. Principi, R.
Cucini, C. Masciovecchio, Slow-to-fast transition of hydrogen bond dynamics
in acetamide hydration shell formation, Phys. Chem. Chem. Phys. 17 (2015)
10987–10992.

[20] Q. Wu, G. Balakrishnan, A. Pevsner, T.G. Spiro, Histidine photodegradation
during uv resonance raman spectroscopy, J. Phys. Chem. A 107 (40) (2003)
8047–8051.

[21] J. Kneipp, G. Balakrishnan, R. Chen, T.-J. Shen, S.C. Sahu, N.T. Ho, J.L.
Giovannelli, V. Simplaceanu, C. Ho, T.G. Spiro, Dynamics of allostery in
hemoglobin: Roles of the penultimate tyrosine h bonds, J. Mol. Biol. 356 (2)
(2006) 335–353.

[22] M. Saito, F. D’Amico, G. Camisasca, F. Bencivenga, R. Cucini, A. Gessini, E.
Principi, T. Ogura, C. Masciovecchio, Resonance raman spectroscopy with
chemical state selectivity on histidine and acetamide using synchrotron
radiation, Bull. Chem. Soc. Jpn. 88 (4) (2015) 591–596.

[23] S.P. Fodor, T.G. Spiro, Ultraviolet resonance raman spectroscopy of dna with
200–266-nm laser excitation, J. Am. Chem. Soc. 108 (12) (1986) 3198–3205.

[24] S. Ng, S. Yarasi, P. Brost, G.R. Loppnow, Initial excited-state structural dynamics
of thymine are coincident with the expected photochemical dynamics, J. Phys.
Chem. A 112 (41) (2008) 10436–10437.

[25] S. Yarasi, S. Ng, G.R. Loppnow, Initial excited-state structural dynamics of
uracil from resonance raman spectroscopy are different from those of thymine
(5-methyluracil), J. Phys. Chem. B 113 (43) (2009) 14336–14342.

[26] F. Bianchi, L. Comez, R. Biehl, F. D’Amico, A. Gessini, M. Longo, C.
Masciovecchio, C. Petrillo, A. Radulescu, B. Rossi, F. Sacchetti, F. Sebastiani,
N. Violini, A. Paciaroni, Structure of human telomere G-quadruplex in the
presence of a model drug along the thermal unfolding pathway, Nucleic Acids
Res. 46 (2018) 11927–11938.

[27] C. Bottari, S. Catalini, P. Foggi, I. Mancini, A. Mele, D.R. Perinelli, A. Paciaroni, A.
Gessini, C. Masciovecchio, B. Rossi, Base-specific pre-melting and melting
transitions of dna in presence of ionic liquids probed by synchrotron-based uv
resonance raman scattering, J. Mol. Liq. 330 (2021) 115433.

[28] A. Ianoul, T. Coleman, S.A. Asher, Uv resonance raman spectroscopic detection
of nitrate and nitrite in wastewater treatment processes, Anal. Chem. 74 (6)
(2002) 1458–1461.

[29] D.D. Tuschel, A.V. Mikhonin, B.E. Lemoff, S.A. Asher, Deep ultraviolet resonance
raman excitation enables explosives detection, Appl. Spectrosc. 64 (4) (2010)
425–432.

[30] S.A. Oladepo, K. Xiong, Z. Hong, S.A. Asher, Elucidating peptide and protein
structure and dynamics: Uv resonance raman spectroscopy, J. Phys. Chem.
Lett. 2 (4) (2011) 334–344.

[31] M.S. Barclay, T.J. Quincy, D.B. Williams-Young, M. Caricato, C.G. Elles, Accurate
assignments of excited-state resonance raman spectra: A benchmark study
combining experiment and theory, J. Phys. Chem. A 121 (41) (2017) 7937–
7946.

[32] C.R. Johnson, S.A. Asher, A new selective technique for characterization of
polycyclic aromatic hydrocarbons in complex samples: Uv resonance raman
spectrometry of coal liquids, Anal. Chem. 56 (12) (1984) 2258–2261.

[33] S.A. Asher, Ultraviolet resonance raman spectrometry for detection and
speciation of trace polycyclic aromatic hydrocarbons, Anal. Chem. 56 (4)
(1984) 720–724.

[34] D.A. Long, Vibrational Resonance Raman Scattering, John Wiley & Sons Ltd,
2002, pp. 221–270 (ch. 7).

[35] Y. Ozaki et al., Molecular Spectroscopy: A Quantum Chemistry Approach, John
Wiley & Sons, 2019.

[36] S. Bykov, I. Lednev, A. Ianoul, A. Mikhonin, C. Munro, S.A. Asher, Steady-state
and transient ultraviolet resonance raman spectrometer for the 193–270 nm
spectral region, Appl. Spectrosc. 59 (Dec 2005) 1541–1552.

[37] B. Rossi, C. Bottari, S. Catalini, F. D’Amico, A. Gessini, C. Masciovecchio, Chapter
13 - synchrotron-based ultraviolet resonance raman scattering for material
science, in: V. Gupta, Y. Ozaki (Eds.), Molecular and Laser Spectroscopy,
Elsevier, 2020, pp. 447–482.

[38] F. Egidi, J. Bloino, C. Cappelli, V. Barone, A robust and effective time-
independent route to the calculation of resonance raman spectra of large
molecules in condensed phases with the inclusion of duschinsky, herzberg-
teller, anharmonic, and environmental effects, J. Chem. Theory Comput. 10 (1)
(2014) 346–363.

[39] F.J. Avila Ferrer, V. Barone, C. Cappelli, F. Santoro, Duschinsky, herzberg-teller,
and multiple electronic resonance interferential effects in resonance raman
spectra and excitation profiles. the case of pyrene, J. Chem. Theory Comput. 9
(8) (2013) 3597–3611.

[40] F. Santoro, C. Cappelli, V. Barone, Effective time-independent calculations of
vibrational resonance raman spectra of isolated and solvated molecules
including duschinsky and herzberg-teller effects, J. Chem. Theory Comput. 7
(6) (2011) 1824–1839.

[41] B. Mennucci, Polarizable continuum model, WIREs Comput. Mol. Sci. 2 (3)
(2012) 386–404.

[42] A. Baiardi, J. Bloino, V. Barone, A general time-dependent route to resonance-
raman spectroscopy including franck-condon, herzberg-teller and duschinsky
effects, J. Chem. Phys. 141 (11) (2014) 114108.

[43] L.M. Markham, B.S. Hudson, Ab initio analysis of the effects of aqueous
solvation on the resonance raman intensities of n-methylacetamide, J. Phys.
Chem. 100 (7) (1996) 2731–2737.

[44] N.S. Myshakina, Z. Ahmed, S.A. Asher, Dependence of amide vibrations on
hydrogen bonding, J. Phys. Chem. B 112 (38) (2008) 11873–11877.

[45] H.M. Senn, W. Thiel, QM/MM methods for biomolecular systems, Angew.
Chem. Int. Ed. 48 (7) (2009) 1198–1229.

[46] U.N. Morzan, D.J. Alonso de Armiño, N.O. Foglia, F. Ramírez, M.C. González
Lebrero, D.A. Scherlis, D.A. Estrin, Spectroscopy in complex environments from
qm-mm simulations, Chem. Rev. 118 (7) (2018) 4071–4113.

[47] H. Ren, J. Jiang, S. Mukamel, Deep uv resonance raman spectroscopy of b-sheet
amyloid fibrils: A qm/mm simulation, J. Phys. Chem. B 115 (47) (2011) 13955–
13962.

[48] V. Macaluso, L. Cupellini, G. Salvadori, F. Lipparini, B. Mennucci, Elucidating the
role of structural fluctuations, and intermolecular and vibronic interactions in
the spectroscopic response of a bacteriophytochrome, Phys. Chem. Chem.
Phys. 22 (2020) 8585–8594.

[49] T. Giovannini, F. Egidi, C. Cappelli, Molecular spectroscopy of aqueous
solutions: a theoretical perspective, Chem. Soc. Rev. 49 (2020) 5664–5677.

[50] C. Cappelli, Integrated qm/polarizable mm/continuum approaches to model
chiroptical properties of strongly interacting solute-solvent systems, Int. J.
Quant. Chem. 116 (21) (2016) 1532–1542.

[51] T. Giovannini, F. Egidi, C. Cappelli, Theory and algorithms for chiroptical
properties and spectroscopies of aqueous systems, Phys. Chem. Chem. Phys. 22
(2020) 22864–22879.

[52] L. Jensen, L.L. Zhao, J. Autschbach, G.C. Schatz, Theory and method for
calculating resonance raman scattering from resonance polarizability
derivatives, J. Chem. Phys. 123 (17) (2005) 174110.

[53] E.J. Heller, R. Sundberg, D. Tannor, Simple aspects of raman scattering, J. Phys.
Chem. 86 (10) (1982) 1822–1833.

[54] D.J. Tannor, E.J. Heller, Polyatomic raman scattering for general harmonic
potentials, J. Chem. Phys. 77 (1) (1982) 202–218.

[55] A.B. Myers, Resonance raman intensity analysis of excited-state dynamics, Acc.
Chem. Res. 30 (12) (1997) 519–527.

[56] G.N.R. Tripathi, Electronic structure of para aminophenoxyl radical in water, J.
Chem. Phys. 118 (3) (2003) 1378–1391.

[57] J. Guthmuller, B. Champagne, Time dependent density functional theory
investigation of the resonance raman properties of the julolidinemalononitrile
push-pull chromophore in various solvents, J. Chem. Phys. 127 (16) (2007)
164507.

[58] J. Guthmuller, Comparison of simplified sum-over-state expressions to
calculate resonance raman intensities including franck-condon and
herzberg-teller effects, J. Chem. Phys. 144 (6) (2016) 064106.

[59] T. Giovannini, M. Olszówka, F. Egidi, J.R. Cheeseman, G. Scalmani, C. Cappelli,
Polarizable embedding approach for the analytical calculation of raman and
raman optical activity spectra of solvated systems, J. Chem. Theory Comput. 13
(9) (2017) 4421–4435.

[60] F. Lipparini, C. Cappelli, V. Barone, Linear response theory and electronic
transition energies for a fully polarizable QM/classical hamiltonian, J. Chem.
Theory Comput. 8 (11) (2012) 4153–4165.

[61] I. Carnimeo, C. Cappelli, V. Barone, Analytical gradients for mp2, double hybrid
functionals, and td-dft with polarizable embedding described by fluctuating
charges, J. Comput. Chem. 36 (31) (2015) 2271–2290.

[62] M.J. Frisch, G.W. Trucks, H.B. Schlegel, G.E. Scuseria, M.A. Robb, J.R. Cheeseman,
G. Scalmani, et al, Gaussian 16 Revision A.03, 2016. Gaussian Inc., Wallingford
CT.

[63] A.V. Marenich, S.V. Jerome, C.J. Cramer, D.G. Truhlar, Charge model 5: An
extension of hirshfeld population analysis for the accurate description of
molecular interactions in gaseous and condensed phases, J. Chem. Theory
Comput. 8 (2) (2012) 527–541.

[64] M.J. Abrahama, T. Murtola, R. Schulz, S. Pálla, J.C. Smith, B. Hess, E. Lindahl,
GROMACS: High performance molecular simulations through multi-level
parallelism from laptops to supercomputers, SoftwareX 1–2 (2015) 19–25.

[65] M. Macchiagodena, G. Mancini, M. Pagliai, V. Barone, Accurate prediction of
bulk properties in hydrogen bonded liquids: Amides as case studies, Phys.
Chem. Chem. Phys. 18 (2016) 25342–25354.

[66] M. Macchiagodena, G. Mancini, M. Pagliai, G. Del Frate, V. Barone, Fine-tuning
of atomic point charges: Classical simulations of pyridine in different
environments, Chem. Phys. Lett. 677 (2017) 120–126.

[67] T. Giovannini, M. Macchiagodena, M. Ambrosetti, A. Puglisi, P. Lafiosca, G. Lo
Gerfo, F. Egidi, C. Cappelli, Simulating vertical excitation energies of solvated
dyes: From continuum to polarizable discrete modeling, Int. J. Quant. Chem.
119 (1) (2019) e25684.

[68] A. Puglisi, T. Giovannini, L. Antonov, C. Cappelli, Interplay between
conformational and solvent effects in uv-visible absorption spectra:
curcumin tautomers as a case study, Phys. Chem. Chem. Phys. 21 (2019)
15504–15514.

[69] T. Giovannini, M. Ambrosetti, C. Cappelli, A polarizable embedding approach to
second harmonic generation (shg) of molecular systems in aqueous solutions,
Theor. Chem. Acc. 137 (May 2018) 74.

[70] S.F. Boys, Construction of some molecular orbitals to be approximately
invariant for changes from one molecule to another, Rev. Mod. Phys. 32
(1960) 296–299.

[71] J. Wang, R.M. Wolf, J.W. Caldwell, P.A. Kollman, D.A. Case, Development and
testing of a general amber force field, J. Comput. Chem. 25 (9) (2004) 1157–
1174.

[72] G. Bussi, D. Donadio, M. Parrinello, Canonical sampling through velocity
rescaling, J. Chem. Phys. 126 (1) (2007) 014101.

S. Gómez, F. Egidi, A. Puglisi et al. Journal of Molecular Liquids 346 (2022) 117841

10



[73] M. Brehm, B. Kirchner, Travis - a free analyzer and visualizer for monte carlo
and molecular dynamics trajectories, J. Chem. Inf. Model. 51 (8) (2011) 2007–
2023.

[74] X. Li, M.J. Frisch, Energy-represented direct inversion in the iterative subspace
within a hybrid geometry optimization method, J. Chem. Theory Comput. 2 (3)
(2006) 835–839.

[75] S.W. Rick, S.J. Stuart, B.J. Berne, Dynamical fluctuating charge force fields:
Application to liquid water, J. Chem. Phys. 101 (7) (1994) 6141–6156.

[76] S.A. Asher, Z. Chi, P. Li, Resonance Raman examination of the two lowest amide
pp� excited states, J. Raman Spectrosc. 29 (10–11) (1998) 927–931.

[77] D. Punihaole, R.S. Jakubek, E.M. Dahlburg, Z. Hong, N.S. Myshakina, S. Geib, S.A.
Asher, Uv resonance raman investigation of the aqueous solvation dependence
of primary amide vibrations, J. Phys. Chem. B 119 (10) (2015) 3931–3939.

[78] N.E. Triggs, J.J. Valentini, An investigation of hydrogen bonding in amides using
raman spectroscopy, J. Phys. Chem. 96 (17) (1992) 6922–6931.

[79] T. Giovannini, M. Olszówka, C. Cappelli, Effective fully polarizable qm/mm
approach to model vibrational circular dichroism spectra of systems in
aqueous solution, J. Chem. Theory Comput. 12 (11) (2016) 5483–5492.

[80] T. Giovannini, G. Del Frate, P. Lafiosca, C. Cappelli, Effective computational
route towards vibrational optical activity spectra of chiral molecules in
aqueous solution, Phys. Chem. Chem. Phys. 20 (2018) 9181–9197.

S. Gómez, F. Egidi, A. Puglisi et al. Journal of Molecular Liquids 346 (2022) 117841

11



Prototypical systems for the peptide bond 4.3

4.3.2. NAGMA and NALMA dipeptides5

90



Amide Spectral Fingerprints are Hydrogen Bonding-Mediated
Sara Gómez,* Cettina Bottari, Franco Egidi, Tommaso Giovannini, Barbara Rossi, and Chiara Cappelli*

Cite This: J. Phys. Chem. Lett. 2022, 13, 6200−6207 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: The origin of the peculiar amide spectral features of proteins in aqueous
solution is investigated, by exploiting a combined theoretical and experimental approach to
study UV Resonance Raman (RR) spectra of peptide molecular models, namely N-
acetylglycine-N-methylamide (NAGMA) and N-acetylalanine-N-methylamide (NALMA).
UVRR spectra are recorded by tuning Synchrotron Radiation at several excitation wavelengths
and modeled by using a recently developed multiscale protocol based on a polarizable QM/
MM approach. Thanks to the unparalleled agreement between theory and experiment, we
demonstrate that specific hydrogen bond interactions, which dominate hydration dynamics
around these solutes, play a crucial role in the selective enhancement of amide signals. These
results further argue the capability of vibrational spectroscopy methods as valuable tools for
refined structural analysis of peptides and proteins in aqueous solution.

Amide bands are considered sensitive probes of the
secondary structures of proteins and peptides enabling

prediction that provides a significant advance in the knowledge
of protein activity and function. For this reason, vibrational
spectroscopy experiments such as Infrared and Raman are well-
established methods to identify and quantify distinct secondary
structure motifs of proteins and polypeptides through
exploration of the Amide fingerprint region.
The proper interpretation of ever more accurate exper-

imental measurements makes the availability of reference
studies analyzing the deep nature and physical origin of the
spectroscopic response down to the atomistic detail highly
desirable. N-Acetyl-glycine-methylamide (NAGMA) and N-
acetyl-leucine-methylamide (NALMA) (see Figure 1) can be
employed as minimal prototypes to model certain protein
properties and behaviors.1−12 Compared to simple unmodified
amino acids, both their C and N termini are modified to model
the peptide bonding, while maintaining a small size and
conformational flexibility; therefore, they are more suitable as
“peptide models” than single amino acids, which do not exhibit
the chemical heterogeneity and interactions that characterize a
protein backbone. Being minimal models for larger molecular
structures, they allow for extensive and highly detailed
investigations into their physicochemical properties, both
intrinsic and relating to their molecular environment, as well
as the details of their spectroscopic properties,1,13−22 which is
particularly crucial as advanced spectroscopic techniques are
then applied to more complex biological polymers.
The simplicity of the molecular models, however, hides the

complexity that exists, as these systems are dissolved in
aqueous solution, i.e. their physiological environment. Any
attempt at modeling these peptides must therefore focus on
the nature of solvation and its effects upon the properties of

the systems. Indeed, the investigation of the hydration
dynamics at hydrophilic and hydrophobic biomolecular sites
of simple peptides has paved the way to appropriate models for
understanding the dynamics of the first hydration shell of
proteins.1,14,23

The unique combination of the capabilities of UV
Resonance Raman (UVRR) spectroscopy (enhanced detection
limit, high selectivity of specific chemical groups, no interfering
signal of water solvent in the amide fingerprint spectral
region)24−26 and the features of these small peptides result in
local molecular probes for focusing on hydrogen bond (HB)
rearrangements at specific sites of peptides, even under high
diluted conditions. In this regard, it has already been shown22

that, due to the advantages of Synchrotron Radiation (SR)-
based UVRR, the fine-tuning of the excitation wavelength
allows the experimenter to select the best working conditions
that ensure one can reliably detect the spectral changes of
amide signals, as a function of peptide concentration and
temperature.27,28 However, there are still some experimental
features that are not fully understood. First, as also
demonstrated in this work, a selective enhancement of the
Amide II (AII) mode is experimentally observed at the shortest
excitation wavelengths for both NAGMA and NALMA in
aqueous solution and not for their microcrystalline form.
Selectivity in this context means that excitation of π → π*
transitions of the amide peptide bonds, lead to strong UVRR
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enhancement of Raman signals associated with the vibrations
that have large components of C−N stretching, while smaller
enhancement occurs for vibrations with strong CO
stretching. Second, Amide I (AI) and AII shapes and positions
change going from microcrystalline/hydrated powders to
solutions of both peptides. Third, in the measured spectra a
dependence of wavenumbers of amide bands on concentration
is reported. In this work, we explain the physical origin of the
three aforementioned experimental findings, by interplaying
experiments and simulations.
Often, simulations are unable to reproduce experimental

findings of (Resonance) Raman spectra due to the intrinsic
limitations in standard solvation models.29 Solvation affects
molecular response properties both directly and indirectly by
altering a molecule’s conformational landscape. The effects of
solvation are commonly estimated either by implicit,
continuum approaches or by simulation studies (MonteCarlo
or Molecular Dynamics (MD)) in which the solvent molecules
are explicitly considered in both the sampling and the
calculation of the properties.30−34 Recently, some of the
present authors have designed a multiscale computational
protocol, combining MD and the Quantum Mechanics/
Fluctuating Charges (QM/FQ) approach, a polarizable
embedding model that keeps a fully atomistic representation
of the solvent and provides accurate excitation energies and RR
spectra of various systems, including small amides.35,36

Disentangling the role of each type of interaction in the
generation of the UVRR spectra of these systems is a necessary
first step if one hopes to fully rationalize and explain the
spectroscopic behavior of peptides in aqueous solution, and

due to the aforementioned complexities, this result can only be
achieved by combining the highest possible level of techniques,
both theoretical and experimental. To tackle these problems
we therefore used the QM/FQ model in combination with SR-
UVRR experiments at different excitation wavelengths and
interpret, at the molecular level, the selective enhancement of
the Amide II band experimentally detected at the shortest
wavelengths. To this end, we performed extensive simulations
using a hierarchy of solvation approaches on NAGMA and
NALMA (see Computational Methods in the Supporting
Information (SI)) and investigated the role of hydrogen
bonding in the spectroscopic behavior of these systems, by
comparing simulated results37,38 with the multiwavelengths
experimental measurements made possible by the fine energy
tunability of a SR source, which affords a much greater degree
of flexibility compared to standard experimental setups, where
the excitation radiation is provided by energy-fixed laser
sources. Experimental procedure and terminology are part of
the SI.
We began by examining the performance of QM/FQ,

coupled to MD sampling, to describe UV−vis, Raman, and RR
spectra of the two peptide systems (see Figure 1 for a picture
of the representative systems used in the simulations).
Furthermore, we evaluated gas phase, Polarizable Continuum
Model (PCM), and cluster calculations as summarized in
Table 1. All studied systems are depicted in Table S1 in the SI;
their structural parameters are listed in Tables S2 and S3.
Due to their conformational flexibility, NAGMA and

NALMA monomers may feature intramolecular HBs. Con-
sistent with previous reports,8,10,12 we found that in the gas

Figure 1. Top: QM/FQ representation of NAGMA (left) and NALMA (right) in aqueous solution. Virtual sites (VS) in the CO groups are
depicted in green. VS are interaction sites constructed to improve the description of the hydrogen bonding. Bottom: Radial Distribution Functions
(RDFs) for the intermolecular O···H interactions in solvated dipeptides.
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phase the stable conformers are located mainly in C5 (βL) and
C7 (γ) regions, while solvent effects increase the prevalence of
minima in the α and β2 (δL) regions. Ramachandran maps in

Figure S2 in the SI indicate that β2 is the most representative
conformer sampled by MD runs.
In dilute aqueous solution intramolecular hydrogen bonds

compete with intermolecular interactions between solute and
solvent, with the latter becoming dominant, as supported by
the intra- and intermolecular radial distribution functions
(RDFs) for the O···H contacts and by the HB strength
estimated using Natural Bond Orbitals (NBO)44 (Figures S3
and S4 in the SI). Intermolecular RDFs are shown in Figure 1.
For both molecules, the CO and N−H groups of the
backbone are involved in the same number of HBs (2, 1 each).
Building upon this observation, we have saturated all potential
HB sites using 4 water molecules to build what is generally
called a “supermolecule” (see Table S1 in the SI).
Despite sharing some features, the maxima in the RDFs are

always located at slightly shorter distances for NAGMA,
confirming that the strength of the solute−solvent interactions
is higher for NAGMA than for NALMA, due to the
hydrophobic residue in the latter. This finding is consistent
with the detected wavenumber shift between AI and AII signals
in the UVRR spectra of NAGMA and NALMA that reflects a
different strength of peptide−solvent interactions for the two
peptides.22

Considering that strong UVRR intensities are to be expected
when properly tuning excitation wavelengths, we calculated the
UV−vis spectra of both molecules in the different environ-
ments considered in this study. Table 1 lists vertical excitation
energies in each case. The bands in the electronic absorption

Table 1. Computed Vertical Excitation Wavelengths (in
nm) for NAGMA and NALMA in Different Environments,
Calculated at the B3LYP/6-311++G(d, p) Level of Theoryc

Absorption maxima (nm)

Motif Environment NAGMA NALMA

Monomer C5 Gas phase 200.4, 180.5 190.1
Monomer C7 Gas phase 196.6 196.0
Monomer β2 Gas phase 194.6 200.2
Monomer C5 PCM 178.9 184.1
Monomer C7 PCM 182.6 187.9
Monomer β2 PCM 184.5 189.0
Monomer + 4W PCM 181.7 183.8
Solution (366:1) QM/MM NP 174.0 177.3
Solution (366:1) QM/FQa 175.2 178.5
Solution (366:1) QM/FQb 175.3 177.5
Solution (366:1) QM/QMw/FQ 178.3 181.5
Dimer Gas phase 197.0 199.5
Dimer solvated Gas phase 190.9 193.9

aFQ parametrization from ref 42. bFQ parametrization from ref 43.
cNP stands for the Non-polarizable TIP3P.39 Numbers in parentheses
indicate the ratio water molecules: peptide molecules. In amides/
small peptides, the first allowed electronic transition is experimentally
reported to occur at ca. 190 nm40,41

Figure 2. Raman (blue) and Resonance Raman (orange) spectra of NAGMA and NALMA, left and right panels, respectively. Experimental spectra
were measured at room temperature in aqueous solution at a concentration which corresponds to 366 molecules of water for each molecule of
peptide. QM/FQ results for spontaneous (Far From Resonance) and Resonance Raman spectra were broadened using Lorentzian functions with
an fwhm of 8 and 20 cm−1 respectively. RR intensities were calculated with a damping factor of 200 cm−1. Sticks in the simulated spectra are also
included. The dashed blue curve indicates a preresonance condition.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter

https://doi.org/10.1021/acs.jpclett.2c01277
J. Phys. Chem. Lett. 2022, 13, 6200−6207

6202



spectra are very similar in appearance (Figure S5 in the SI),
with the aqueous solution bands being blue-shifted by up to 20
nm relative to C7, the most stable conformer in the gas phase.
In contrast, and regardless of the solvent representation, slight
differences (5 nm at most) are noted in the case of the aqueous
solution. We assign the strong electronic absorption band
computed at ∼180 nm (190 nm is the experimental report) for
both systems as the π → π* transition based on prior studies40

and the orbitals involved (Figure S6 in the SI). Thereupon,
excitation within this absorption band will give rise to
enhancements of the peptide bond vibrations.
Raman (Far From Resonance, FFR) and UVRR spectra of

solvated NAGMA and NALMA are displayed in Figure 2. At
first glance, all the typical vibrational features can be
recognized in both the measured and computed spectra,
namely, (i) the presence of the Amide I (AI) band with a
Raman signal around 1650 cm−1 which is mainly associated
with the stretching vibration of the CO of the amide linkage
in the peptide backbone; (ii) the Raman signal at ∼1560 cm−1,
assigned to the Amide II (AII) and resulting by the out-of-
phase combination of N−H bending and C−N stretching
movements of the groups in the amide linkage; and (iii) the
Amide III (AIII) band, whose vibrational mode is mostly due
to the in-phase combination of N−H bending and C−N
stretching and which appears around 1260 cm−1. Notice that in
the FFR visible spectra of peptides the Amide II mode is
completely absent (as expected), while in the UVRR spectra
this band clearly appears even in preresonance conditions
(excitation wavelength at 266 nm). Normal modes are drawn
in Figures S7 and S8 in the SI.
The above results show that the mutually polarizable QM/

FQ approach describes well Raman and RR spectra of the two
systems, while fairly preserving positions and relative
intensities, unlike results in PCM or using cluster/super-
molecule approaches (see Figure S9 in the SI). However, it can
be noted that when the FQ parameters taken from ref 42 are
utilized, the accuracy in predicting AI band position is not
entirely satisfactory (see red circles in Figure 2). One direction
of improvement could be the usage of a different para-
metrization, where electrostatics and polarization effects are
more accurately accounted for in the QM Hamiltonian.43 In
fact, when FQb parameters are used, AI and AII bands

approach each other, thus moving computed results toward
experimental data (Figure S10 in the SI). Detailed analysis of
the normal modes obtained with the parameters of ref 43
suggests that AI and AII modes are coupled.
From the UVRR spectra in Figure 2, AI, AII, and AIII are

the signals found to be particularly affected by the resonance
enhancement, making their simultaneous measurement the
ideal experimental target to be used to directly determine
protein secondary structure.45 Nevertheless, the experimental
scanning along the excitation wavelength reveals a selective
enhancement of the AII mode at the shortest wavelengths, as
shown in Figure 3a. This feature has been already pointed out
in literature for peptides and proteins22,46,47 and is also relevant
here, even though it is slightly more intense for NAGMA than
for NALMA (compare for example spectra at 226 and 213 nm
in Figure 3a) as can be seen in the ratio of the areas in Figure
3b. Interestingly, such an effect is observed only for solutions
of peptides and not for the microcrystalline form of the
molecules (see Figure S11 in the SI). This latter experimental
evidence suggests a crucial role played by the hydration shell
around the peptides in determining the spectral features of
Amide Raman signals.
An explanation for the selective AII intensity increase has

been proposed48 in terms of the stabilization of the ground
state dipolar resonance structure −O−CNH2

+ that becomes
more favored in aqueous solution with respect to the OC−
NH2 resonance form that lacks charge separation. Thus, the
formation of HBs at the amide and carbonyl sites leads to a
contraction of the C−N distance (see Table S2 in the SI) and
the vibrations having significant contributions from the C−N
stretching mode, namely, amide I, II, and III, will have
appreciable intensity enhancements in the Raman lines. Our
calculations of resonance structures using Natural Resonance
Theory (NRT)49 indicate that 3 out of 4 main NAGMA
resonance hybrids favor the dipolar form, namely, negative
charges in the O atoms and positive charges on the N atoms
(Figure S12 in the SI), and more importantly, the percentage
values of all the hybrids bearing formal charges increase in
solution. Indeed, when explicit water molecules are considered,
dipolar structures become the leading resonance hybrids
(Table S4 in the SI). The special preference for enhancing
AII when excitation wavelengths approach the maxima in the

Figure 3. Experimental results for NAGMA and NALMA dissolved in water at a concentration corresponding to 366 molecules of water for each
molecule of peptide (a) FFR and UVRR spectra collected using different excitation wavelengths ranging from visible to deep UV energies. (b)
Estimated ratio of the areas of amide modes AII/AI as a function of the excitation wavelength.
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absorption spectra might be further analyzed based on the
orbitals involved in the in-plane π → π* transition. Computing
15 TD-DFT excited states on dipeptides structures revealed
that the excited states with the highest oscillator strengths have
an important charge transfer contribution, predominantly from
HOMO and HOMO−1 to a wide assortment of virtual
orbitals. For glycine and leucine dipeptides in solution, such
states have larger contributions from the C−N regions of the
molecules (Figure S6 in the SI). In addition, it is evident from
inspection of Figure S6 (in the SI) that the orbitals involved
not only belong to the solute but also involve the nearest water
molecules, thus implying that charge transfer between peptides
and solvent is an active component of molecular orbitals
contributing to the 190 nm band. In view of the above findings,
modeling the selective enhancement would require the
inclusion of a few solvent molecules in the QM portion of
the system.
Computed Resonance Raman Excitation Profiles (RREPs)

are shown in the SI, Figures S13−S17 and S18−S22, for
NAGMA and NALMA, respectively. The ratio between the
areas of AI and AII in the simulated spectra using excitation
wavelengths ranging from 633 to 166 nm is plotted in Figure
S23 in the SI. Although QM/FQ with the two sets of
parameters gives reasonable descriptions of the spectra, both
parametrizations produce always an AI band with higher
intensity and area than AII, leading to discrepancies when
compared to the experiments. Conversely, it seems to be an
important trend for the resonance enhancement of AII in the
modeled RREPs of solvated NAGMA in the supermolecule
case.
According to our molecular dynamics simulations and those

reported by Boopathi and Kolandaive,6 an average of two and
three water molecules form persistent interactions with
NALMA and NAGMA dipeptides, respectively. Also, it is
well-known that the pattern of the relative intensities of the
amide bands is determined by the properties in the electronic
excited states for the various conformations.45,47 Hence, to gain
a deeper insight into the effect of these solvent molecules on
the selective intensity alteration, we have investigated the
intensity dependence on the exciting frequency of the AII by
quantum-mechanically treating all water molecules that fulfill
at least one of the following geometric criteria:



d 2.5H O Cw
<··· Å or d 2.5O H Nw

<··· − Å, hereafter noted as

the QM/QMw/FQ approach (details in Table S5 in the SI).
This is graphically depicted in Figure 4b for NAGMA. A better
reproduction of the experimental trend shown in Figure 3a was
found when explicit water molecules are part of the QM layer,
as seen in Figure 4b for two selected wavelengths.
Furthermore, there is excellent agreement between the ratio
of the areas, dashed curves in Figure 4c, and its experimental
counterpart, Figure 3b. This constitutes an important piece of
evidence of the role of hydrogen bonding and, specifically, its
quantum-mechanical covalent component, in the intensity
enhancement because just with solvent molecules linked to the
CO and N−H groups, the distances within the peptide are
properly modified. Moreover, the orbitals of the transition are
more concentrated in the C−N regions of the molecules,
which ultimately triggers the enhancement. Regarding the
NALMA case, the selective enhancement is seen in the QM/
QMw/FQ solvation model only. So, we deduce that there is a
similar solvation behavior for the two peptides and that the
hydrophilic part of the two molecules dominates the spectral
properties, in addition to the solvation dynamics explained in
ref 22.
Next, the different shapes and positions for AI and AII are

studied by focusing on the UVRR spectra of the microcrystal-
line forms (Figure S11 in the SI), hydrated powders (Figure
S24 in the SI), and solvated (Figure 2) samples. Explicitly in
the amides region, some clear distinctions are evident: on one
hand, a significant difference in the shape of AI for the two
peptides, with probably two subcomponents with slight
changes in frequency and relative intensity. Such an
experimental splitting of the AI band (NAGMA case) is also
recovered by the calculated spectra and explained by having a
look at the normal modes, where two sets of CO oscillators
(see modes 21 and 22) with slightly different strengths can be
identified. In contrast, they are more compactly gathered in the
NALMA case. This observation is in line with the two types of
CO···H interactions found in the hydration patterns (Figure
S3 in the SI), due to the arrangements of the molecules’
backbone. On the other hand, it is also observed from Figure
S24 in the SI that the position of Amide II (AII) has a red shift
of about 5 cm−1 in the NALMA case. We recall here that the
effect of the hydrophobic portion of NALMA is the
lengthening of the N−H···Ow distances with respect to

Figure 4. Computational results obtained with the QM/QMw/FQ approach applied to NAGMA and NALMA in aqueous solution. (a)
Representative structure, where selected water molecules (in yellow) are part of the QM portion. (b) Comparison between UVRR spectra
simulated at 173 and 190 nm. (c) Computed ratio of the areas of the amide modes AII/AI as a function of excitation wavelength.
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NAGMA, thus affecting the N−H bending associated with that
band.
Finally, in order to rationalize the concentration-dependence

of wavenumber positions, it is worth mentioning that at high
dilution conditions, like those in our simulations, solute−solute
interactions are weak (see NBO interaction energies, Figure S4
in the SI) and then the CO is expected to be more involved
in HBs with solvent molecules. In particular, it has been seen22

that for concentrations ≤50 mg/mL of both molecules in water
(i.e., 144 molecules of water for each molecule of peptide), the
position of the AI band becomes strongly dependent on
concentration (severe red shift upon the increment of water
content). Based upon the NRT results (Figure S12 and Table
S4 in the SI), we argue that in aqueous solution, with the
stabilization of the dipolar resonance structures, the double
bond is more localized between C and N, leading to a
shortening of the C−N bond and in turn to a lengthening of
the CO bond. Therefore, the force constant of a bond
having a stronger single character compared to the resonance
form that does not have a charge separation induces a decrease
in the oscillation frequency for the CO stretching and so a
red shift of AI. The same explanation would apply for the
concentration-dependent trend of AII in concentrations >50
mg/mL (144:1 water/peptide) where probably the solute−
solute interactions become important. Aggregation propen-
sities of these peptides in solution have been examined before
in the literature.4 Here, we explore solute···solute interactions
through an approximate treatment, namely, the dimeric and
solvated dimeric forms of NAGMA and NALMA. Their
modeled RR can be found in Figure S25 in the SI. While in the
UVRR spectra of concentrated dipeptide solutions it is
reported22 that there are no significant changes in the AI
frequency position, AII, arising from the combination of C−N
stretching and N−H bending motions, experiences a slightly
monotonic blue shift, likely due to the strengthening of the C−
N bond, which causes an increase in the force constant and, in
turn, in the oscillation frequency. To verify the reliability of
these arguments, we carefully checked the distances of the C
O and C−N in Tables S2 and S3 in the SI and concluded that,
in all our representations of the solvent, the CO and C−N
bond lengths are actually longer and shorter, respectively,
compared to the isolated cases. Consequently, it is again
verified that the solvent does play a role in determining the
positions, shapes, and intensities of the RR bands, as also
pointed out by some authors.28,50−52

In summary, the interplay of computational and exper-
imental data highlights two important observations: (i) The
selective enhancement of the amides signals is hydrogen
bonding-induced because it is intimately linked to the effect
that water molecules exert on the CO and N−H, C−N
vibrations. We demonstrated that the inclusion of explicit
water molecules concentrates the orbitals involved in the
charge transfer in the C−N zones, which ultimately leads to
the strong UVRR enhancement of vibrations that have large
components of C−N stretching, particularly the AII signal.
Thus, quantum effects must be present in any modeling of the
solute−solvent interactions of RR spectroscopy for such
systems. The unprecedented accordance found between the
theoretical calculation and experimentally collected Raman and
Resonance Raman spectra further testifies the reliability of our
model. (ii) Due to the constant movement of the solute and its
surrounding water molecules, a single snapshot (or cluster
composed of the solute and some surrounding water

molecules) is not representative of the dynamical nature of
the system and can lead to heavily biased results if taken to be
representative for the ensemble, which is more correctly
modeled through an explicit average over a large set of
structures. Through our investigation we put forward an
explanation at the molecular level of the origin of the selective
enhancements, emphasizing the crucial role of the backbone
conformations and the dynamics of their surrounding waters.
These results provide an important starting point to calibrate
wavenumbers and intensities of the experimental Amide signals
for the quantitative determination of structural parameters of
protein and peptide in solutions. A key requirement of
computational approaches to be truly useful and comple-
mentary for experimental measurements is the ability to
properly describe and reproduce spectral features, and not just
the energetics of a system. We have shown that the QM/
QMw/FQ fulfills this by promisingly going beyond standard
methodologies based on more crude approximations and is,
therefore, expected to open up new possibilities for novel
applications in a truly synergistic partnership with advanced
experimental techniques applied to biologically relevant
samples, as well as shed new light regarding the details of
physicochemical phenomena that characterize the functioning
of life. In this respect, our study could be also extended to
Raman Optical Activity (ROA) spectroscopy, which, due to its
sensitivity to chirality, constitutes an alternative to Raman/
Resonance Raman when examining the structure and behavior
of peptides, proteins, and biomolecules.53−56
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Chapter 5

Drugs and Cell Membranes

The strategy of extracting snapshots from MD runs is also translated to the
detailed analysis of the evolution of the intermolecular interactions during the
insertion of drugs, namely anionic Ibuprofen6 and Naproxen7, into model cell
membranes. In the first place, MD simulations at different temperatures and
coupled to umbrella sampling methods, are run and the potential of mean force is
obtained along the entire insertion path. The contributions from enthalpy and
entropy are quantified as well to define the thermodynamic aspects of the drug’s
travel. Later on, different configurations are taken from the last part of the MD,
and the fundamental interactions, at the molecular level, that are partly
responsible for the drug insertion process, are explored using rigorous theoretical
tools rooted in the formalism of quantum mechanics, including the NBO, QTAIM,
and NCI indices methods. Interestingly, both drugs face the same energy barrier
(≈ 5 kJ/mol) and are located at the same equilibrium position, at the
polar/non-polar interphase. Thus, the only appreciable quantitative difference
between the insertion of anionic Naproxen and anionic Ibuprofen is the depth of
the energy well: ≈ 5 and 16.5 kJ/mol, respectively, suggesting a larger structural
affinity for the model membrane in favor of anionic Ibuprofen, which is more
similar to the phospholipids forming the bilayer. Additionally, all the quantum
descriptors of chemical bonding indicate that there is a collective action of many
non-covalent weak interactions stabilizing the tertiary membrane/water/drug
system as the drug goes from the aqueous phase to the interior of the membrane.
The UV-Vis absorption spectra of both drugs as a function of their position from
the purely aqueous phase to the approximate center of the membrane are also
modeled and the negligible changes experimentally reported are explained by
considering the constant presence of water molecules in the immediate vicinity of
the ring/aromatic portion of the drugs, a feature that maintains similar local
surroundings regardless of the environment and does not affect to a large extent
the electronic properties of these two compounds.10

5.1. Insertion of NSAIDS into Lipid Bilayers

5.1.1. Thermodynamics and Intermolecular
interactions6,7
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ABSTRACT: Descriptors of chemical bonding derived from five
different analysis tools based on quantum mechanics (natural charges,
electron density differences, atoms in molecules (AIM), natural bond
orbitals (NBO), and non-covalent interactions (NCI) index)
consistently afford a picture of a wall of weak, non-covalent
intermolecular interactions separating anionic Ibuprofen from the
environment. This wall, arising from the cumulative effect of a
multitude of individual weak charge transfer interactions to the
interstitial region between fragments, stabilizes the drug at all
equilibrium positions in the free energy profile for its insertion into
model cell membranes. The formal charge in anionic Ibuprofen
strengthens all intermolecular interactions, having a particularly strong
effect in the network of water to water hydrogen bonds in the solvent.
Electron redistribution during the insertion process leads to a sensible reduction of electron delocalization in both the CO2

−

group and the aromatic ring of Ibuprofen. Here, we conclusively show that, despite their purely classical origin, randomly
chosen configurations from molecular dynamics simulations provide deep insight into the purely quantum nature of bonding
interactions.

■ INTRODUCTION

Non-steroidal antiinflamatory drugs (NSAIDs), Ibuprofen
among them, are heavily used worldwide to relieve pain,
fever, inflammation, and other maladies.1 Ibuprofen con-
sumption is unregulated, therefore, it is available over the
counter, sold as a sodium salt, which once ingested dissociates
into the corresponding ions in physiological aqueous environ-
ments. A sensible problem, which has been tied to unwanted
side effects such as bleeding of the intestinal tract, is the
interaction of anionic Ibuprofen (Ibu− in what follows) with
the lipids in the gastric mucous that acts as the first protective
barrier in the stomach and intestines.1−4

It has recently been shown via classical molecular dynamics
(MD) simulations5 that insertion of anionic Ibuprofen into
model cell membranes is a spontaneous, entropy driven
process that faces a small energy barrier (ca. 5 kJ/mol). Once
this barrier is overcome, anionic Ibuprofen reaches an energy
minimum in the hydrophobic/polar interphase of the
membrane, without reaching (as opposed to neutral
Ibuprofen6) the midpoint of the lipid bilayer. This detailed
classical molecular dynamics view of the insertion process
indicates that severe changes in the chemical environment are
experienced by anionic Ibuprofen in its path from the aqueous
media, external to the membrane, to its equilibrium position.
These changes are brought by loss of solvation water

molecules, structural rearrangements, and increasing number
of available microstates.
Regrettably, nothing is known about the fundamental

interactions, at the molecular level, that are partly responsible
for the Ibuprofen insertion process. In this work, we explore
this issue, using rigorous theoretical tools rooted in the
formalism of quantum mechanics, including the natural bond
orbitals (NBO), quantum theory of atoms in molecules
(QTAIM), and non-covalent interaction (NCI) indices
methods, which have been thoroughly discussed else-
where.7−15 For this purpose, we adopt the common
practice16−22 of subjecting individual configurations afforded
by MD simulations to quantum mechanical analysis. This
procedure rests in the hypothesis that, because of the rigorous
statistical nature of classical MD simulations and because of
the accurate parametrization of force fields to reproduce
experimental and/or ab initio results, randomly chosen
configurations from equilibrium conditions would afford an
insightful picture of the quantum molecular interactions. As we
will show, the excellent agreement between the results in this
work and the most important known facts of the thermody-
namics of the insertion process on one hand and the atomistic
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insight gathered in the description of bonding interactions on
the other, provide strong support for the validity of this
hypothesis for the title system.
Let us emphasize that the MD study from which individual

conformations are borrowed exquisitely matches the exper-
imental observations (for example, calorimetry measure-
ments23 rule out net heat transfer between anionic Ibuprofen
and the lipids) and uncovers the reasons behind the entropy
driven insertion process, thus adding support to their use to
study bonding interactions in spite of their classical mechanics
origin. We must also keep in mind at all times that equilibrium
configurations extracted from a molecular dynamics simulation
correspond to cases consistent with the Boltzmann distribu-
tion, which nonetheless are structures involved in a dynamic
situation of change, so if the sample is sufficiently
representative, the interactions involved (of interest in this
study) are also representative interactions of the dynamic
process despite not necessarily being configurations of minimal
energy in the classical surface of the MD simulation, and even
probably further from local minima in the quantum PES at the
level of theory used for the description of the interactions.

■ METHODS
We build upon the classical dynamics simulations at 317 K
under umbrella sampling reported by Rojas-Valencia and co-
workers for the insertion of anionic Ibuprofen into model cell
membranes. In short, the membranes consisted of twin layers
of 64 units of dimyristoylphosphatidylcholine (DMPC) per
layer, in aqueous environments provided by a total of 6200
explicit water molecules. See the original paper for detailed
descriptions of the simulation conditions.5 An equilibrium
geometry for the tertiary membrane/water/Ibuprofen system
after insertion of the drug is shown in Figure 1, along with a
density of functional groups distribution in the membrane, and
the free energy profile for the insertion process. The free
energy profile at the bottom of Figure 1 highlights three
relevant chemical environments surrounding Ibu− as a function
of the distance from the center of the lipid bilayer: (i) the
aqueous phase, at ∼3.00 nm, where Ibu− only interacts with
water molecules, (ii) the top of the barrier, at ∼2.25 nm, where
Ibu− interacts with the phosphate and choline groups of the
polar head and with water molecules, and (iii) the energy
minimum, at ∼1.30 nm, where Ibu− is mainly in contact with
the two ester groups linking the polar and non-polar regions of
the phospholipids, with the alkyl chains, with a reduced
number of water molecules, and marginally with a few
phosphate and choline groups.
MD simulations provide large scale, statistically sound

pictures of dynamical processes undergone by systems
composed of multitudes of individual units. Nonetheless,
however accurate MD simulations may be, because of its very
foundations, classical MD cannot offer insight into the
fundamental nature of interactions at the molecular level.
Therefore, according to the working hypothesis, exposed in the
Introduction, in order to dissect the intermolecular interactions
along the insertion path, we took 20 snapshots from the last 7
ns on the MD trajectories exploring the energy landscape in
the plane perpendicular to the insertion axis5 at each of the
3.00, 2.25, and 1.30 nm distances from the center of the lipid
bilayer. Since the total simulation time on each case was 15 ns,
taking snapshots after 8 ns ensures near or good equilibrium
conditions. This approach puts us in a position to accurately
study intermolecular interactions in the aqueous phase, at the

top of the barrier, and at the energy minimum, the three
relevant chemical environments. Radial distribution functions
describing the density of molecules around Ibu− were
calculated using all possible configurations afforded by the
MD simulation for each case. The corresponding plots are
shown in Figure 2. The first maximum for each case (solid
vertical lines) was used as a cutoff radius to determine, in
addition to Ibuprofen, how many molecules (or lipid
fragments) to include during the very expensive and delicate
electronic structure calculations and in the subsequent analysis
of the obtained molecular wave function. If the non-polar
region of a given lipid extends beyond the cutoff radius, it is

Figure 1. Top: A snapshot of the geometry for the model
dimyristoylphosphatidylcholine (DMPC) membrane when the drug
is at the equilibrium position (∼1.35 nm from the center of the lipid
bilayer) at 317 K. Middle: Density of functional groups in the tertiary
membrane/water/Ibuprofen system. Bottom: Free energy profile for
the insertion process. Adapted with permission from ref 5. Copyright
2018 Royal Society of Chemistry.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.9b09705
J. Phys. Chem. B 2020, 124, 79−90

80



truncated and the local valence of the terminal carbon restored
with hydrogen atoms.
Analysis of the bonding interactions was carried out using

the tools provided by the quantum theory of atoms in
molecules (QTAIM),10,11 natural bond orbitals (NBO),7,24

and non-covalent interaction index (NCI)14,15,25 methods. All
of these methods have been extensively discussed elsewhere, so
we make no effort to describe the corresponding formalisms, as
they are outside the scope of this work. We used the Gaussian
09 suite26 for all electronic structure calculations (60 structures
in total) at the CAM-B3LYP functional proven to afford
accurate results in this line of problems18,20,27 in conjunction
with the 6-31+G* basis set. The NBO 6.0 program28 as
implemented in Gaussian was used to study orbital interactions
(60 structures in total). The AIMALL suite29 was used to
derive all QTAIM quantities (one representative structure per
chemical environment). We used the NCIPLOT program14,25

to calculate NCI surfaces (one representative structure per
chemical environment).
We provide in Figure 3 the equilibrium geometry for

isolated anionic Ibuprofen with atom numbering to serve as a
reference for the discussion that follows. We find it useful to
separate two regions in Ibu−; thus, hereafter we take CO2

−

as the polar region and everything from the ring down to the
isobutyl group as the non-polar region.

■ RESULTS AND DISCUSSION

According to the above discussion, 20 snapshots from each
equilibrium position of the free energy profile (Figure 1) for
the insertion of anionic Ibuprofen into model DMPC
membranes were chosen for further analysis from the late
stages of the corresponding MD simulations at 317 K.
Application of our criterion for the cutoff radius for the

Figure 2. Selection of the systems of study: 20 snapshots for each equilibrium position (aqueous phase, top of the barrier, energy minimum at the
top, middle, and bottom panels, respectively) in the free energy profile (Figure 1) of anionic Ibuprofen insertion into model DMPC membranes at
317 K where chosen. A particular snapshot is shown at the left, the corresponding radial distribution (for the last 8 ns of each simulation) for the
distances of molecules falling within the cutoff radius for interaction with Ibuprofen (vertical solid lines, see text) at the middle, and a magnification
of the system to be computed at the right (see Table 1).
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Ibuprofen ↔ media interactions leads to the average number
of water molecules and lipid residues or fragments listed in
Table 1.

Charge Redistribution. We study how the electron
density on Ibu− changes when switching chemical environ-
ments as the drug inserts into the model membrane from the
aqueous phase to its equilibrium position, in two ways:
(1) We calculate how the CAM-B3LYP natural charges

change relative to isolated anionic Ibuprofen (left panel in
Figure 4). As a general rule, individual atom charges only
change modestly, with carbon atoms becoming more negative
and hydrogen atoms becoming more positive. Notwithstanding

the small magnitudes for the change in individual atom
charges, the cumulative effect is significant. Indeed, for the
aqueous phase, accounting for all atoms in Ibu−, a total of 0.24
and 0.32 |e| are gained and lost, respectively. At the top of the
barrier, the corresponding values are 0.20 and 0.30 |e|, and for
the position at the energy minimum, 0.16 and 0.29 |e| are
collectively gained and lost at Ibu−, respectively. These
numbers indicate a subtle but important point: the interactions
with the environment produce a larger polarization of the
electron distribution in Ibu− at the aqueous phase, conversely,
a sensibly smaller polarization is seen at the equilibrium
position, at the bottom of the energy profile (Figure 1), a
region where mostly interactions between the alkyl chains of
the phospholipids and the non-polar region of Ibu− are at play.
Nicely, at the top of the barrier, an intermediate situation is
observed.
It is quite reassuring that the observations just exposed seem

to be independent of two crucial factors: on one hand, the
choice of functional leads to very small changes in the natural
atom charges (left panel in Figure 5), and on the other hand,
computing natural atom charges keeping the basis set at the
positions of the removed atoms leads to negligible differences
(right panel in Figure 5).
(2) In order to have an overall picture of the interactions

responsible for the preferred location of the drug in the model
membrane, we subtracted the electron density of the
participating molecules from the total density of the tertiary
Ibu−/membrane/water system for one of the snapshots at the
minimum of the free energy profile. In the right panel of Figure
4, we provide a picture of the regions where electron density is
accumulated around Ibu− as a consequence of the interaction.
Remarkably, small gains of electron density in the empty space
(in the absence of interaction) between molecules are revealed,
thus creating a sort of attractive wall of weak interactions.

Non-Covalent Interaction Index (NCI). Deep insight
into the nature of intermolecular bonding interactions as a
function of the position of the drug in the insertion process can
be obtained by analyzing the non-covalent interaction
index.14,15,25 Plots for individual snapshots at each equilibrium
position are included in Figure 6. By convention, blue surfaces

Figure 3. Equilibrium structure for isolated anionic (S)-(+)-Ibuprofen
(Ibu−) at the CAM-B3LYP/6-31+G(d) level. Atom numbers are
included for reference.

Table 1. Inventory of the Average Number of Water
Molecules (nW) and Lipid Residues (or Fragments) (nL)
within the Cutoff Radius in the 20 Snapshots Chosen from
the MD Simulations of Each Equilibrium Position in the
Free Energy Profile (Figure 1) for the Insertion of Ibu− into
Model DMPC Membranes

location cutoff radius (Å) nW nL

aqueous phase 3.6 40 0
top of the barrier 3.6 27 3
energy minimum 4.5 14 6

Figure 4. Left: Average natural relative charges on anionic Ibuprofen atoms (relative to isolated Ibu−, solid line at Δq = 0) for the three equilibrium
positions in the free energy profile (Figure 1) for the insertion of anionic Ibuprofen into model DMPC membranes. All charges were derived from
CAM-B3LYP/6-31+G(d) computations on all available snapshots. See Figure 3 for atom numbers. Right: Difference in the electron density (only
the surface corresponding to electron density gain is shown) from the tertiary Ibu−/membrane/water system and the isolated components taking
one particular snapshot at the energy minimum.
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are reserved for strong attractive interactions and green
surfaces for weak dispersive interactions. A picture consistent
with the above-mentioned attractive wall of weak interactions
emerges: at the energy minimum of the free energy profile
(Figure 1), Ibu− is surrounded by a thicker dispersive attractive
wall than at the top of the barrier, whose wall is in turn thicker
than that in the aqueous phase. Again, despite the weakness of
individual interactions, it is the cumulative effect which
produces large stabilization energies at the bottom of the
well. Interestingly, a wide attractive region arising from the

interaction between the aromatic ring in Ibu− and the methyl
substituents from a choline group in a neighboring lipid is
clearly discerned. Attractive non-covalent surfaces have been
reported before, for example, for the interactions of methane
with water cages.30

Natural Bond Orbital (NBO) Analysis. For the insertion
of anionic Ibuprofen into model DMPC membranes, an
inventory of orbital interactions may be established at this
point. There are intramolecular orbital interactions within and
among several groups of the same molecule, as well as

Figure 5. Effect of the functional and of the size of the basis set on the natural atom charges at Ibu−. Left: Four different functionals are considered.
Right: Natural atom charges calculated using the basis set centered at the positions of the removed atoms vs isolated Ibu− at the CAM-B3LYP/6-
31+G* level. A snapshot corresponding to the energy minimum in Figure 1 was randomly chosen.

Figure 6. Non-covalent interactions (NCIs) surrounding anionic Ibuprofen in the aqueous phase (top), top of the barrier (middle), and energy
minimum (bottom) of the free energy profile in Figure 1. The interacting molecules are shown in the left panels. All calculations were performed at
the CAM-B3LYP/6-31+G(d) level.
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intermolecular interactions, which include water ↔ water,
water ↔ Ibu−, water ↔ lipid, Ibu− ↔ lipid, and lipid ↔ lipid.
Intermolecular interactions may be further divided into polar
↔ polar, polar↔ non-polar, and non-polar↔ non-polar types.
To illustrate the relative strengths of all of these interactions
from the point of view of donor → acceptor orbital
interactions according to NBO, we chose one random frame
from each equilibrium position of the free energy profile in
Figure 1. In Table 2, the largest Eij

(2) values found in each case
are listed.
For the three equilibrium positions along the free energy

profile in Figure 1, according to NBO, the largest donor →
acceptor orbital interaction energies are of intramolecular type.
This is a very insightful result because, on one hand, it shows
severe local changes in the electronic configurations of both
Ibu− and the lipids during the insertion process and, on the
other hand, it shows that those changes arise from the
interaction with water molecules! (The five largest intermo-
lecular interactions involve solvent molecules.) In this context,
electron activity in the lone pairs of theCO2

− group appears
as the dominant orbital factor during the insertion process.
Notice that, in all cases, large intramolecular interaction
energies are associated with local delocalization of electrons
within specific functional groups of the system (see Table 2
and Figure 7). For example, the non-polar Ibu− πCC → πCC*
interactions (interaction 3 in Table 2) just describe
delocalization of the π cloud within the aromatic ring.
It is interesting to notice the effect of the formal charge on

the interactions.31−38 Take, for example, the nO → σOH*
orbital interaction responsible for hydrogen bonding in the
isolated water dimer: the Eij

(2) interaction energy has been
reported to be −5.40 kcal/mol.39 Our results indicate that,
when this hydrogen bond is assisted by the formal charges in

the environment (interaction 6, Table 2), nO → σOH*
interaction energies among water molecules in the solvent
are considerably larger (−26.09, −23.37, and −21.25 for the
aqueous phase, top of the barrier, and energy minimum,
respectively). This charge induced strengthening translates to
other intermolecular interactions as well: for the PO2

−···
water contacts, donor → acceptor orbital interaction energies
do not exceed 14 kcal/mol in the microsolvation of isolated
dimethylphosphate.34 Here, those values rise up to ∼18 kcal/
mol at the top of the barrier (interaction 7 in Table 2). The
charge assisted strengthening of intermolecular interactions has
already been reported for the microsolvation of charged
species.31−38

A very interesting scenario of large stabilization effects
resulting from the collective action of a large number of small
individual interactions emerges. Comparatively, the σCH →
σCH* charge transfer from the non-polar region of Ibu−

(mostly from the isobutyl group) to the aliphatic chain in
DMPC is quite small (0.95 and 0.45 kcal/mol for the energy
minimum and at the top of the barrier, respectively, as seen in
interaction 12, Table 2). πCC → σCH* charge transfer from
the aromatic ring in Ibu− to the lipid chains is even smaller
(0.27 and 0.17 kcal/mol, interactions 13 and 15 in Table 2).
Thus, despite the small magnitudes of individual interactions
originating in the non-polar region of Ibu− with the
environment, the preferred location for the drug within the
membrane after insertion leads to a situation where this large
number of orbital interactions is the dominant stabilizing
factor. This observation is directly tied to the non-covalent wall
(see above) stabilizing the tertiary system shown in Figure 6.
We have already argued that electron activity within the

CO2
− group in Ibu− appears as the dominant orbital factor

during the insertion process. Accordingly, we analyze the role

Table 2. Largest NBO Energies, −Eij
(2), in kcal/mol and Electron Densities, ρ(rc), in a.u. at the Bond Critical Points for All

Interaction Types Found in a Randomly Chosen Frame of the MD Simulations at the Free Energy Minimum in Figure 1a

−Eij
(2) ρ(rc)

label fragments orbitals involved
energy

minimum
top of
barrier

aqueous
phase BCP

energy
minimum

top of
barrier

aqueous
phase

Intramolecular
1 CO2

− in Ibu− nO → πCO* 124.56 135.18 124.55 CO 0.37 0.39 0.36
2 COOR in DMPC nO → πCO* 76.92 72.72 N/A CO 0.34 0.34 N/A
3 non-polar Ibu− πCC → πCC* 38.89 33.48 37.81 CC 0.34 0.31 0.33
4 PO2

− in DMPC nO → σPO* 31.81 32.24 N/A PO 0.25 0.24 N/A
Intermolecular

5 CO2
− in Ibu− → water nO → σOH* 29.19 21.37 21.36 O···H 0.07 0.05 0.05

6 water ↔ water nO → σOH* 21.25 23.37 26.09 O···H 0.04 0.04 0.04
7 PO2

− in DMPC → water nO → σOH* 17.18 17.84 N/A O···H 0.06 0.06 N/A
8 COOR in DMPC → water nO → σOH* 6.95 13.35 N/A O···H 0.02 0.03 N/A
9 choline in DMPC → water nO → σCH* 5.08 3.97 N/A O···H 0.02 0.02 N/A
10 CO2

− in Ibu− → choline in DMPC nO → σCH* 5.02 0.38 N/A O···H 0.03 0.01 N/A
11 CO2

− in Ibu− → choline in DMPC πCO → σCH* 1.23 1.72 N/A O···H 0.01 0.01 N/A
12 non-polar Ibu− → non-polar DMPC σCH → σCH* 0.95 0.45 N/A H···H 0.01 0.01 N/A
13 non-polar Ibu− → non-polar DMPC πCC → σCH* 0.17 N/A N/A C···H <0.01 N/A N/A
14 choline in DMPC → non-polar Ibu− σCH → πCC* 0.16 0.12 N/A C···H 0.01 0.01 N/A
15 non-polar Ibu− → choline in DMPC πCC → σCH* 0.27 0.58 N/A C···H 0.01 0.01 N/A
16 non-polar Ibu− → water πCC → σOH* N/A 0.05 7.18 C···H N/A 0.01 0.02
17 non-polar Ibu− → water σCH → σOH* 0.09 0.33 0.17 H···H <0.01 0.01 0.01
18 water → non-polar Ibu− nO → σCH* 0.06 1.12 1.60 O···H <0.01 0.01 0.01
19 water → non-polar Ibu− nO → σCH* N/A 0.34 1.28 O···H N/A <0.01 0.01

aFigure 7 shows the specific involved orbitals in each case. Dotted lines represent intermolecular interactions. All calculations were done at the
CAM-B3LYP/6-31+G* level. See Table S1 in the Supporting Information for calculations with other functionals.
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of the electronic structure of CO2
− along the insertion path

using the collection of plots shown in Figure 8 as follows:
(1) In all cases, the orange line describing charge transfer

associated with the CO2
− group in isolated Ibuprofen sits

above the corresponding interactions for all environments.
Therefore, although it remains quite important, charge
delocalization in CO2

− is a diminishing factor along the
insertion path. This observation is fully consistent with the
conclusions drawn by Zapata-Escobar and co-workers35 in the
sense that, since CO2

− leads to two charge assisted
hydrogen bonds of unequal strengths, explicit interactions
between Ibu− and individual solvent molecules have a
localizing effect on the formal charge along one of the CO
bonds.
(2) The fact that the formal charge is slightly more localized

in one of the two CO bonds of the CO2
− group is neatly

supported by the data in Figure 4, where an asymmetry in the
charge distribution of the two oxygens is observed, thus, on
average, O21 becomes more negative than O22 along the
insertion path.

(3) By far, the largest intramolecular charge transfer (and
the largest deviations from the isolated Ibu− case) occurs from
the lone pairs in the oxygen atoms (O21, O22) of the CO2

−

group to the π* orbitals involved in C20O21 and C20
O22 (top left panel in Figure 8). Second in magnitude are the
collective charge transfers from the same lone pairs to the σ*
orbitals also involved in C20O21 and C20O22 (top
middle and right panels in Figure 8). Therefore, despite the
localizing effect just mentioned, a high degree of delocalization
of the formal charge within theCO2

− group is still observed.
This holds regardless of the equilibrium position for all frames
chosen.
(4) The C11C20 bond connecting the CO2

− group to
the aromatic ring (see Figure 3) also plays a significant role in
the redistribution of the electron density during the insertion
process. Indeed, charge transfer to the σC11C20* from the lone
pairs in CO2

− is significant, although comparatively smaller
(bottom left and middle panels in Figure 8) than charge
transfer to the two σ* orbitals involved in C20O21 and
C20O22.

Figure 7. Assorted orbital interactions leading to intermolecular contacts in randomly chosen frames of the MD simulations for the aqueous phase
(top), top of the barrier (middle), and energy minimum (bottom) in the free energy profile in Figure 1 for the insertion of anionic Ibuprofen into
model DMPC membranes. The entire system is shown in the left, while only Ibu− is shown in the right. See Table 2 for interaction labels (circled
numbers). Green/orange surfaces correspond to donor, bonding orbitals. Light blue/pink surfaces correspond to acceptor, antibonding orbitals.
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(5) From the perspective of donor → acceptor orbital
charge transfer, the interactions just analyzed, leading to
electron delocalization in theCO2

− group, are comparatively
as strong as the charge assisted hydrogen bonds between Ibu−

and water molecules (bottom right panel, Figure 4).
(6) Ibu−···water interactions appear stronger at the energy

minimum (bottom right panel, Figure 4); thus, it may be
argued that, despite the somewhat smaller number of water
molecules surrounding the drug as compared against the
aqueous phase and against the top of the barrier, a not
negligible portion of the stabilization energy at the minimum
arises from these contacts.
Calorimetric titration experiments showed that there are no

appreciable changes in enthalpy for increasing amounts (within
the experimental limits) of Ibu− added to model cell
membranes after equilibration. Thus, the insertion process
was postulated to be governed by entropy.23 Recently, Rojas-
Valencia and co-workers5 decomposed the calculated free
energy profiles for the insertion process into their entropy and
enthalpy components, providing solid evidence to back up and
rationalize that idea. Here, Table 2 shows that reorganization
of the electron density in the CO2

− group of Ibu− (largest
amounts of charge transferred from and to its orbitals) is the
major player in the interactions with the environment.
Accordingly, we calculate the total intermolecular interaction
energy between the NBO orbitals in CO2

− and the NBO
orbitals in the environment (water + membrane) and list them
in Table 3 along the relevant energy quantities.
Since charge transfer (via orbital interaction energies)

constitutes a sizable chunk of the internal energies, the
numbers in Table 3 are quite revealing: the fact that the
averaged sums running over all frames for the orbital

interaction energies of the CO2
− group with the environ-

ment behave in the exact same qualitative fashion as the
changes in enthalpy along the insertion path leads us to argue
that orbital interaction energies effectively contribute to a large
degree to enthalpy changes during the insertion process. The
fact that a mismatch occurs only at the top of the barrier
indicates that at the transition state other interactions are not
negligible.

Topology of the Electron Densities. A number of
criteria to derive insight into the nature of bonding interactions
from the properties of the electron density at bond critical
points have been developed and are thoroughly described in
the literature.8,11,40−42 Following the procedure described
above, we analyze intra- and intermolecular interactions in
the randomly selected frames (same frames as those for the
NBO and NCI analyses) of the MD simulations for each
equilibrium position in the free energy profile for the insertion
of Ibu− into model cell membranes (Figure 1).

Figure 8. Energies for the donor→ acceptor orbital interactions associated with theCO2
− group during the insertion process of Ibu− into model

DMPC membranes. Dashed horizontal lines indicate the averages over the 20 MD frames chosen for each equilibrium position in the free energy
profile in Figure 1. For the intramolecular cases, the reference value for the corresponding orbital interaction at the isolated Ibu− is represented by a
solid horizontal line in each case. See Figure 3 for atom numbers.

Table 3. Differences in Gibbs Free Energies (ΔG),
Entropies (ΔS), Enthalpies (ΔH), and Total Intermolecular
(CO2

− with the Environment) Donor→ Acceptor Orbital
Interaction Energies (the Aqueous Phase Is Taken as a
Reference)a

location ΔG −TΔS ΔH Δ(∑ Eij
(2))

aqueous phase 0 0 0 0
top of the barrier 5 −109 115 30
energy minimum −15 −48 34 24

a∑ Eij
(2) is actually averaged over all 20 MD snapshots taken at each of

the three equilibrium positions in the free energy profile for insertion
of Ibu− into a model DMPC membrane (Figure 1). All energies are in
kJ mol−1 taking the aqueous phase as a reference.
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Table 2 lists the accumulation of electron densities around
the bond critical points for the selected interactions that
maximize Eij

(2) (see above). It is clear that, for formal bonds
involved in all intramolecular interactions, electron densities
around the corresponding BCPs are one entire order of
magnitude larger than electron densities surrounding BCPs for
the comparatively weaker intermolecular interactions. In the
same line, primary nO → σOH* hydrogen bonds accumulate
2−3 times as much electron density around the O···HO
BCPs than secondary hydrogen bonds where the recipient of
electron density is a σCH* orbital. This hierarchy of interaction
energies is fully consistent with the strengths of the
interactions. For microsolvation of charged species,31−38 it
has been shown that hydrogen bonding among water
molecules is strengthened because of the action of the formal
charge when compared against pure water clusters.43−47 Here,
water molecules in contact with the highly locally charged
molecules suffer the same effect; that is, electron densities
around BCPs for water to water hydrogen bonding are larger
than those for pure water clusters. Indeed, H2O···HOH
HBs (interaction 6, Table 2) almost double the 2.3 × 10−2 a.u.
reported for the isolated water dimer.33 Nicely, Eij

(2) orbital
interaction energies (Table 2) provide a fully compatible
picture with the QTAIM results,48 not only regarding the
ordering of interaction energies but also describing the
strengthening effect of the formal charge in the surrounding
network of hydrogen bonds.
Figure 9 shows the intricate molecular graphs that include all

bond paths and the associated bond critical points for each
case. For the chosen frames, a systematic increase in the
number of intermolecular contacts between the non-polar
groups of Ibu− and the environment (more specifically, with
the aliphatic tails of the lipids) is clearly seen as the drug
traverses the membrane from the aqueous phase to its
equilibrium position at the energy minimum. As pointed out
in the NCI and NBO sections, the collective action of these
interactions provides the large (largest along the insertion
path) stabilization energy at the bottom of the energy well and
creates the attractive wall of weak interactions surrounding
Ibu−.
Without exception, for all bond critical points found in this

work associated with intermolecular interactions, ∇2ρ(rc) > 0.
Thus, they represent local minima in the corresponding
electron density. Accordingly, there is local depletion of charge
in the vicinities of intermolecular BCPs and concentration of
electron charge toward the nuclei originating the bonding path.
This situation describes non-covalent, long-range interactions.
An assortment of other properties calculated at bond critical
points that yield useful information about the nature of
bonding interactions are collected in the plots of Figure 10.
We found exponential decays of the electron densities at

BCPs as a function of the distance between the two atoms
bridged by the corresponding bond path (plots at the left of
Figure 10).45,49−52 Interestingly, this exponential decay (with
different trend lines for different interactions) is obeyed
regardless of the position of Ibu− along the insertion path and
regardless of the type of interaction. Exponential decays of
electron densities at BCPs as a function of separation between
the interacting atoms make good physical sense because they
correctly describe that electron densities vanish asymptotically
for larger distances. It is quite insightful that intermolecular
interactions between the non-polar groups in Ibu− and non-
polar groups in the lipids (bottom row, Figure 10) are

connected by the same trend line. These non-polar···non-polar
contacts are well characterized by bonding paths with the
corresponding BCPs, which do not belong to either one of the
fragments. Rather, the collective accumulation of these small
electron densities in the region separating the fragments are
the physical source of what we call attractive walls, already
characterized by the gain in electron density due to the

Figure 9. Bonding paths and bond critical points for randomly
selected frames (same frames used in Figures 5, 6, and 7 and in Table
2) of the MD simulations at the equilibrium positions in the free
energy profile of Figure 1. Top: Aqueous phase. Middle: Top of the
barrier. Bottom: Energy minimum. In all cases, Ibu− is highlighted in
dark blue, except for the oxygen atoms in CO2

−, which are
highlighted in red.
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interaction between fragments (Figure 4) and in the non-
covalent surfaces (Figure 6).
Energy densities are dimensionally equivalent to pressure.11

Thus, local negative pressures correspond to regions that suck
electrons in. Accordingly, negative total energy densities at
BCPs are equated to covalent bonding. Conversely, local
positive pressures force electrons away from the BCPs and are
tied to long-range interactions. In molecular systems,
electronic kinetic energies are always positive and repulsive,
while electronic potential energies are always negative and
attractive. Thus, at BCPs, the sign of the total energy density,

= + , which is the result of a local tug of war for
dominance between the two terms, provides useful information
about the nature of bonding interactions. A more quantitative
criterion for the strength of bonding interactions, derived from
local application of the virial theorem at BCPs, is found in the
work by Espinosa and co-workers.41 There, the /| | ratio
describes bonding interactions according to the following
scheme

l
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ooooo
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ooooo

r
r

( )
( )

1 closed shell (ionic, long range, etc.)

1, 2 intermediate

2 covalent

c

c

| | =
<
∈[ ]
>
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In this context, we calculated total energy densities and
/| | ratios for all BCPs in the chosen frames and plotted

them in the middle and right panels of Figure 10, respectively.
The first general conclusion drawn from these plots and
holding for the three equilibrium positions is that there is not a
single covalent intermolecular interaction. Moreover, because
of the positive energy densities and because of the / 1| | <
ratios, most of the intermolecular interactions are classified as
long-range, with just a few exceptions, mostly found in the
aqueous phase. Recall that from the NBO analysis we found an
unusually strong contact (interaction 5 in Table 2) for the
chosen frame at the energy minimum, which is nicely
reproduced in having both the most negative energy density
and the largest /| | ratio. These strong Ibu−···HOH
contacts are consistent with the detailed characterization of
bonding interactions in the binary system in the absence of the
lipids found in the work by Zapata-Escobar and co-workers.35

It is not surprising that, at the energy minimum, all Ibu−··· lipid
interactions, including those arising from the CO2

− group,
are characterized as long-range, weak contacts. Finally, notice
that all interactions leading to the formation of non-covalent
attractive walls are consistently weaker that the rest.

Figure 10. Properties of the bond critical points for intermolecular interactions in randomly selected frames (same frames as in the NCI (Figure 6),
NBO (Figure 7), and QTAIM (Figure 9) analyses). Top: Water to water interactions. Middle: Ibu− to water interactions. Bottom: Ibu− to lipid
interactions. In all cases, open symbols refer to interactions between the polar region of Ibu− and the environment, while filled symbols refer to
interactions between the non-polar region of Ibu− and the environment.
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■ SUMMARY AND CONCLUSIONS

Insertion of anionic Ibuprofen into cell membranes is a
complex process. Here, we use five different analysis tools
based on the formalism of quantum mechanics (natural
charges, electron density differences, atoms in molecules
(AIM), natural bond orbitals (NBO), and non-covalent
interactions (NCI) index) to gain insight into the nature and
into the evolution of chemical bonding as the drug traverses
model DMPC membranes from the aqueous phase to its
preferred location at the interface between the polar/non-polar
regions of the lipid bilayer. All descriptors provide a consistent
picture, where minute amounts of electron density are
transferred, because of individual intermolecular contacts, to
the interstitial region between fragments. The collective action
of a large number of these individual intermolecular contacts
originates a wall of weak, non-covalent interactions surround-
ing Ibu−, providing stabilization for the entire tertiary water/
Ibu−/membrane system. The formal charge in anionic
Ibuprofen seems to be a dominant factor during the insertion
process because, on one hand, it strengthens the hydrogen
bond network among the solvent molecules and because of a
sensible charge redistribution within theCO2

− group, on the
other. In this context, electron delocalization inCO2

− and in
the aromatic ring is reduced in going from isolated Ibu− to the
solvated phases. Our calculations show that orbital interaction
energies of the CO2

− group with the environment behave in
the exact same qualitative fashion as the changes in enthalpy
along the insertion path. Thus, since charge transfer (via
orbital interaction energies) constitutes a sizable chunk of the
internal energy, we argue that orbital interaction energies
effectively contribute to a large degree to enthalpy changes
during the insertion process.
We think that a fundamental contribution of this work is

that we conclusively show that for the insertion of anionic
Ibuprofen into model cell membranes, despite their purely
classical origin, randomly chosen configurations from MD
simulations provide deep insight into the purely quantum
nature of bonding interactions. Furthermore, this is true
despite those random configurations being representative of
highly dynamic situations, not necessarily corresponding to
well-defined minima within a given potential energy surface
(classical or quantum). We see no reason why this approach of
randomly choosing configurations from classical mechanics
simulations to study bonding interactions should not translate
to other systems; thus, we anticipate that this may become a
general practice.
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Sara Goḿez: 0000-0002-5430-9228
Chiara Cappelli: 0000-0002-4872-4505
Cacier Hadad: 0000-0002-2799-301X
Albeiro Restrepo: 0000-0002-7866-7791
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
Partial funding for this project from H2020-MSCA-ITN-2017
European Training Network “Computational Spectroscopy In
Natural sciences and Engineering” (COSINE), grant number
765739, is acknowledged. We also thank Colciencias for partial
financial support for this work, grant 111571249844, contract
378−2016. Internal support from Universidad de Antioquia via
“Estrategia para la sostenibilidad” is also acknowledged. N.R.-
V. thanks Colciencias for her doctoral scholarship.

■ REFERENCES
(1) Conaghan, P. G. A turbulent decade for NSAIDs: update on
current concepts of classification, epidemiology, comparative efficacy,
and toxicity. Rheumatol. Int. 2012, 32, 1491−1502.
(2) Lichtenberger, L. M.; Zhou, Y.; Dial, E. J.; Raphael, R. M.
NSAID injury to the gastrointestinal tract: evidence that NSAIDs
interact with phospholipids to weaken the hydrophobic surface barrier
and induce the formation of unstable pores in membranes. J. Pharm.
Pharmacol. 2006, 58, 1421−1428.
(3) Lichtenberger, L. M.; Zhou, Y.; Jayaraman, V.; Doyen, J. R.;
O’Neil, R. G.; Dial, E. J.; Volk, D. E.; Gorenstein, D. G.; Boggara, M.
B.; Krishnamoorti, R. Insight into NSAID-induced membrane
alterations, pathogenesis and therapeutics: Characterization of
interaction of NSAIDs with phosphatidylcholine. Biochim. Biophys.
Acta, Mol. Cell Biol. Lipids 2012, 1821, 994−1002.
(4) Wallace, J. L. Prostaglandins, NSAIDs, and Gastric Mucosal
Protection: Why Doesn’t the Stomach Digest Itself? Physiol. Rev.
2008, 88, 1547−1565.
(5) Rojas-Valencia, N.; Lans, I.; Manrique-Moreno, M.; Hadad, C.
Z.; Restrepo, A. Entropy drives the insertion of ibuprofen into model
membranes. Phys. Chem. Chem. Phys. 2018, 20, 24869−24876.
(6) Boggara, M. B.; Mihailescu, M.; Krishnamoorti, R. Structural
Association of Nonsteroidal Anti-Inflammatory Drugs with Lipid
Membranes. J. Am. Chem. Soc. 2012, 134, 19669−19676.
(7) Glendening, E. D.; Landis, C. R.; Weinhold, F. Natural bond
orbital methods. Wiley Interdiscip. Rev. Comput. Mol. Sci. 2012, 2, 1−
42.
(8) Bader, R. Atoms in Molecules: A Quantum Theory; Oxford
University Press: Oxford, U.K., 1990.
(9) Bader, R. F. W. A quantum theory of molecular structure and its
applications. Chem. Rev. 1991, 91, 893−928.
(10) Bader, R. F. W. The Quantum Mechanical Basis of Conceptual
Chemistry. Monatsh. Chem. 2005, 136, 819−854.
(11) Popelier, P. L. Atoms in Molecules: An Introduction; Prentice
Hall: London, 2000.
(12) Popelier, P. On the full topology of the Laplacian of the
electron density. Coord. Chem. Rev. 2000, 197, 169−189.
(13) Becke, A. The quantum theory of atoms in molecules: from solid
state to DNA and drug design; John Wiley & Sons: 2007.
(14) Johnson, E. R.; Keinan, S.; Mori-Sańchez, P.; Contreras-García,
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(33) Floŕez, E.; Acelas, N.; Ibargüen, C.; Mondal, S.; Cabellos, J. L.;
Merino, G.; Restrepo, A. Microsolvation of NO3

−: structural
exploration and bonding analysis. RSC Adv. 2016, 6, 71913−71923.
(34) Rojas-Valencia, N.; Ibargüen, C.; Restrepo, A. Molecular
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ABSTRACT: The insertion process of Naproxen into model dimyristoyl-
phosphatidylcholine (DMPC) membranes is studied by resorting to state-of-
the-art classical and quantum mechanical atomistic computational approaches.
Molecular dynamics simulations indicate that anionic Naproxen finds an
equilibrium position right at the polar/nonpolar interphase when the process
takes place in aqueous environments. With respect to the reference aqueous
phase, the insertion process faces a small energy barrier of ≈5 kJ mol−1 and
yields a net stabilization of also ≈5 kJ mol−1. Entropy changes along the
insertion path, mainly due to a growing number of realizable microstates
because of structural reorganization, are the main factors driving the insertion.
An attractive fluxional wall of noncovalent interactions is characterized by all-
quantum descriptors of chemical bonding (natural bond orbitals, quantum
theory of atoms in molecules, noncovalent interaction, density differences, and
natural charges). This attractive wall originates in the accumulation of tiny
transfers of electron densities to the interstitial region between the fragments from a multitude of individual intermolecular contacts
stabilizing the tertiary drug/water/membrane system.

1. INTRODUCTION

Naproxen (NAP in what follows), (S)-(+)-6-methoxy-methyl-2-
naphthaleneacetic acid, C14H14O3, is a nonsteroidal anti-
inflammatory drug (NSAID). The US Food and Drug
Administration (FDA) approved its use without the need of a
prescription in 1994, and it has since become one of the most
popular drugs over the counter medications worldwide, sold as a
sodium salt and commonly used to relieve pain, fever, menstrual
cramps, and other aches.1 NSAIDs work by nonselectively
inhibiting the cyclooxygenase (COX) enzyme in the production
of prostaglandins.2 It is thought that inhibition of COX-2 leads
to the desired therapeutic effect, while inhibition of COX-1 leads
to unwanted side effects.2

Once ingested, all drugs face complex multicomponent
chemical environments within the host organism. In the
particular case of NSAIDs, their ability to permeate cell
membranes is influenced by explicit intermolecular interactions
and by configurational changes in the tertiary drug/water/
membrane environment; however, one limitation of exper-
imental techniques is that because of the structural and dynamic
complexity of cell membranes, thermodynamic measurements
alone do not provide a detailed picture of the insertion
mechanism; moreover, the responses of the system as the drug
traverses the changing chemical environments from the aqueous
phase to the interior of the membrane cannot be extracted from
thermodynamics. Notwithstanding the experimental limitations,

a detailed knowledge of the insertion of drugs into cell
membranes is highly desired. Fittingly, several recent studies
have studied explicit interactions between the drugs and reduced
models of phospholipid membranes under experimental and
computational methodologies.3−10

Aiming at providing a detailed picture of the insertion process
of anionic Naproxen into model dimyristoylphosphatidylcho-
line (DMPC) membranes (see Figure 1 for the structures of
isolated anionic NAP and DMPC), we divide our work into
three stages: first, we ran classical molecular dynamics (MD)
trajectories in aqueous media under the proper conditions to
simulate physiological environments. Second, in order to study
the intricate and delicate interplay between the involved
thermodynamic quantities, we decompose the Gibbs free energy
profile resulting from structural changes in the drug/water/
membrane tertiary system as a function of the position of
Naproxen from the purely aqueous phase to the approximate
center of the membrane. Third, we explore the evolution of
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bonding interactions along the insertion path using rigorous
theoretical tools firmly rooted in quantum mechanics.

2. COMPUTATIONAL METHODS
In order to obtain meaningful finite differences to derive
thermodynamic quantities, MD simulations at 303, 317, and 331
K coupled to umbrella sampling methods were carried out
following the protocols established by Rojas-Valencia and co-
workers9 and are summarized in Table S1 in Supporting
Information The insertion process happens along a trajectory
normal to the surface of the cell, which we define as the z-
direction and set its origin at the center of the bilayer. A total of
64 lipids per layer were used to construct the membrane. The
free energy profiles for this process were decomposed into the
the corresponding enthalpic and entropic contributions. The
forces driving the insertion process were obtained from the
derivatives of the free energy profiles along the insertion
coordinate. The CHARMM36 force field11 for the membrane
and the CHARMM general force field (CGenFF)12,13 for
Naproxen were used for all MD runs including 6152 TIP3P
waters.14 Bonding interactions were analyzed using natural bond
orbitals15−17 (NBOs), quantum theory of atoms in mole-
cules18−20 (QTAIM), and noncovalent interaction (NCI)
indices21,22 from randomly chosen snapshots from the last 15
nanoseconds of the trajectories.10,2331 All MD calculations were
carried out using Gromacs5.02.32 NBO633 as implemented in
Gaussian09,34 the AIMall suite,35 and NCIPLOT36 fed with
promolecular densities were used to calculate bonding
descriptors.

3. RESULTS AND DISCUSSION
3.1. Energetics. The intricacies of the changing chemical

environment that Naproxen has to overcome as it migrates from
the aqueous phase to its equilibrium position, at the interface
between the polar and nonpolar regions (≈1.35 nm from the
center of the bilayer as seen in the bottom panel of Figure 2), are

conveniently rationalized using a density of functional groups
plot. We provide this plot in the top panel of Figure 2 for the
equilibrium situation, dividing the entire system using the
scheme suggested by Rojas-Valencia and co-workers.9 This
partition leads to a purely aqueous phase and to regions R1,
which comprises an aqueous phase with the outer polar groups
of the phospholipid, R2, including the majority of the polar

Figure 1. Isolated DMPC (left) and anionic Naproxen (right). Color
code: P atoms in orange, C atoms in light blue, O atoms in red, N atoms
in blue, and H atoms in light gray.

Figure 2. (Top) Snapshot of the geometry for the model DMPC
membrane in an aqueous environment. (middle) Density of functional
groups. (bottom) Potential of mean force. Solid lines mark the explicit
boundaries between regions as defined by the points of vanishing net
force. Dashed vertical lines mark the critical points of the net force. All
plots derived from calculations at 317 K.
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groups, and R3, containing the inner polar groups and the
hydrophobic tails.
3.1.1. Potential of Mean Force (PMF). The first and second

rows in Figure 3 unveil a molecular interaction picture behind
both energy changes and the nature of the equilibrium points
along the insertion path. After leaving the purely aqueous phase
(3.0→ 2.5 nm), Naproxen faces a small energy barrier of ≈5 kJ
mol−1 in the 2.5 → 2.0 nm interval, beautifully described by a
negative, retarding force (fourth row plot). The density of the
functional group plot clearly indicates that this barrier is
explicitly due to a reduction in the number of Naproxen··· water
contacts (detaching waters from Naproxenas seen in the
bottom panelhas an energy cost) and to a simultaneous
increase in the presence of the phosphate and choline groups,
which initially oppose the insertion of Naproxen. If the energy
barrier is overcome, the 2.0 → 1.35 nm interval, taking
Naproxen from the top of the barrier to its preferred equilibrium
location at the interface between the polar and nonpolar regions
of the phospholipid (1.35 nm, ≈5 kJ mol−1 below the aqueous
phase), is dominated by a positive driving force. Interestingly,
the only appreciable quantitative difference between insertion of
anionic Naproxen and anionic ibuprofen9 is the depth of the
energy well: ≈5 and 16.5 kJ mol−1, respectively, suggesting a
larger structural affinity for the model membrane in favor of
IBU−. The density of functional groups indicates that right after
the equilibrium position, that is, in the region increasingly
populated by the hydrocarbon tail of the phospholipid, a
retarding force prevents NAP− from penetrating further into the
membrane. It is reassuring that the energy profile derived from
our MD calculations is fully consistent with previous
experimental3,37,38 and computational3,7,8,39,40 studies dealing
with the insertion of NSAIDs into model membranes in two key
aspects: the small energy barrier and the equilibrium position of
the drug (to fully penetrate the membrane, transporting agents
are needed).41

3.1.2. Entropy and Enthalpy. In order to obtain data for the
finite difference analysis needed to decompose the free energy
for the insertion process,42 we used the PMF profiles at 303, 317,
and 331 K and plotted the resulting enthalpy and entropy
contributions in the third row of Figure 3. Notice that all
quantities are calculated relative to the aqueous phase. The first
observation is that there is a delicate interplay between the two
terms which, in the two extreme cases, at the top of the barrier
and at the equilibrium position, approaches a 5 kJ mol−1

difference. Increasing differences, leading to large positive free
energies, are seen in the inaccessible nonpolar region, thus
preventing further penetration into the membrane. Besides the
reference purely aqueous phase, the two terms balance each
other in at least two other points, one corresponding to a slight
displacement of the maximum densities of the phosphate and
choline groups (≈1.78 nm) and the other one located deep into
the aliphatic chain (≈1.03 nm).
The evolution of the entropy and enthalpy terms reveals key

thermodynamic aspects of the insertion process. Our decom-
position of the PMF profile indicates that because of the signs of
the contributing terms, the positiveΔH opposes insertion along
the entire path, while the negative −TΔS helps it. The entropy
and enthalpy plots provide an exquisite molecular explanation
for these behaviors: notice that along the entire insertion path,
from the purely aqueous phase to the equilibrium position at the
bottom of the energy well, the enthalpy curve runs opposite,
while the entropy curve actually follows the curve quantifying
the detachment of water molecules from NAP−; thus, as stated

Figure 3. Dissection of the paths for Naproxen insertion into model
DMPC membranes. Solid lines mark the explicit boundaries between
regions as defined by the points of vanishing net force. Dashed vertical
lines mark the critical points of the net force. (first row) Density of
functional groups. (second row) Potential of mean force. (third row)
Decomposition of the free energy into enthalpy and entropy
contributions. (fourth row) Net resulting force. (fifth row) Number
of watermolecules within 3.0 Å of any given atom inNaproxen. All plots
derived from calculations at 317 K.
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above, removing water molecules from the microsolvated
environment of NAP− has an effective energy cost which is
overcompensated by the−TΔS term. The all-important entropy
contributions are rationalized in two ways from a molecular
perspective: first, detaching water molecules from NAP−

increases entropy by virtue of increasing the number of
molecules in the purely aqueous region and thus increasing
the number of degrees of freedom of the solvent. Second,
insertion of the foreign NAP− into the membrane distorts the
packing order of the aliphatic region of the membrane,
increasing the available local volume and leading to an increased
freedom of motion, all of the abovementioned data being
entropy-increasing factors.
A negative, retarding force opposes insertion of NAP− into the

membrane and originates a small barrier of circa 5 kJ mol−1.ΔG
> 0⇒ |ΔH| > |−TΔS| at the top of the barrier, the point at which
the difference between the enthalpy and entropy terms is at a
maximum. The top of the barrier (2 nm from the center of the
bilayer) is a pivotal point because as soon as NAP− passes this
point, a driving, positive force, characterized by an increasingly
larger contribution from the entropy term, takes over and drives
the drug all the way to its equilibrium position. The enthalpy and
entropy terms actually balance each other at 1.77 nm; thus, in
the trajectory for further penetration up to the equilibrium
position (≈1.35 nm), the point at which the difference between
the two terms is again at a maximum, entropy is the dominant
factor because ΔG < 0 ⇒ |−TΔS| > |ΔH|.
It is worth summarizing at this point how the results extracted

from our MD simulations match the available experimental
evidence:3−5,37,43 NAP−

finds an equilibrium position at the
polar/nonpolar interface of the lipid membrane, as was
established by Förster resonance energy transfer (FRET). A
lack of heat transfer during isothermal titration calorimetry
suggests that entropy plays a major role in the insertion process,
and the precedent dissection of the interplay between the
entropy and enthalpy terms provides solid evidence to conclude
that entropy is indeed the major thermodynamic factor
dominating the entire insertion path. Changes in phase
transition temperatures and membrane distortions are observed
from differential scanning calorimetry, IR, and X-ray studies. For
the tertiary drug/water/membrane system, the changing density
of functional groups and the loss of water molecules along the
insertion path (top and bottom panels, Figure 3) with all the
entropic considerations discussed above rationalize these
experimental observations.
3.2. Evolution of Bonding Interactions.We provide next

a detailed analysis of the evolution of the intermolecular
interactions along the entire insertion path. Notice that in this
work, intermolecular interactions are only assigned on the basis
of the existence of well-defined bond paths connecting the
fragments, as derived from the topology of the electron densities
according to QTAIM. This analysis must be placed in the
context of a highly dynamic system in which constant structural
relaxations lead to rapid changes in both the strength and nature
of individual intermolecular contacts. A very important point is
that although molecular interactions constitute a sizeable part of
the enthalpy contributions to the free energy, other factors are
equally important. Among these enthalpy contributing factors,
we mention, for example, the electronic energy with its many
own components and its redistribution, configurational, and
geometrical changes in individual molecules, thermal contribu-
tions from rotations, translations, and PV contributions. Clearly,
under these circumstances, a generalized direct correlation

between descriptors of chemical bonding and enthalpy would
simply not be accurate; however, it should also be clear that
these intermolecular interactions play a pivotal role in the
calculated and measured macroscopic properties.
Following the established protocols,10 in order to gain insights

into the evolution of chemical bonds and intermolecular
interactions during the insertion of anionic Naproxen into our
model DMPC membranes, a total of 20 snapshots from each
equilibrium position (aqueous phase, top of the barrier, and
energy minimum) of the free energy profile shown in the second
row of Figure 3 were chosen from the late stages of the
corresponding MD simulations at 317 K. Table 1 lists key
analysis variables, including the cutoff radius and the
corresponding number of water molecules (nw) and lipid
fragments (nL) contained within the interaction sphere.10

3.2.1. Electron Density and Charge Redistribution. Figure
S1 in Supporting Information shows the redistribution of the
electron density on NAP− as it traverses the aqueous phase →
top of the barrier → equilibrium position path. Green surfaces
indicate the regions of total gain in electron density as the
difference between the isolated molecule and the drug
embedded in the chemical environment at the equilibrium
position (1.35 nm), and red surfaces indicate regions of net loss
of electron density. The region closer to the carboxylate group
appears as the most responsive when changing chemical
environments, with electrons flowing in both NAP− ⇆
environment directions. A quantification of this electron
redistribution is provided in the form of the difference in
natural atom charges relative to isolated NAP−, which shows
only modest changes in individual atoms; however, the
cumulative effect is significant: for the aqueous phase → top
of the barrier → equilibrium position path, adding up all the
charge gained by individual atoms with respect to isolated
NAP−, we obtained 0.25 → 0.25 → 0.15 |e|. Similarly, 0.36 →
0.37 → 0.31 |e| were lost. Evidently, most of the electron flux
occurs in going from isolated to solvated NAP−, and removing
the solvation waters (bottom panel, Figure 3 and Table 1) while
surrounding NAP− by a less-polar environment results in a net
loss of electron density in NAP− (≈0.36 − 0.31 = 0.05|e|) in
going from the aqueous phase to the equilibrium position.

3.2.2. Noncovalent Interaction Index. The surfaces of
noncovalent interactions plotted in Figure 4 uncover important
aspects of the evolution of intermolecular interactions as the
drug inserts into the model cell membrane:

1. The stronger interactions (blue surfaces according to the
NCIPLOT36 color code) are exclusively seen for the
interactions between oxygen atoms in NAP− and
solvating waters.

Table 1. Inventory of the Average Number of Water
Molecules (nW) and Lipid Residues (or Fragments) (nL)
within the Cutoff Radius in the 20 Snapshots Chosen from
theMD Simulations of Each Equilibrium Position in the Free
Energy Profile (Figure 3) for the Insertion of NAP− into
Model DMPC Membranes

>2.74 nm
aqueous phase

2.00 nm top of
the barrier

1.35 nm energy
minimum

cutoff radius (Å) 3.6 3.6 4.0
nW 40 32 14
nL 0 3 5
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2. As water molecules are detached from the drug (bottom
panel, Figure 3), the number of blue surfaces clearly
diminishes.

3. Green surfaces, indicating weaker intermolecular con-
tacts, change in the course of the insertion path. These
changes are due to the diverse chemical environments the
drug encounters, and since they are mostly in shape, they
are consistent with the somewhat small energy differences
among the stationary points along the PMF.

4. No matter the position of the drug along the insertion
path, the green surface is always present. This noncovalent
surface, which is the result of the accumulation of weak

individual intermolecular contacts, acts as a stabilizing
fluxional wall of attractive interactions. Very recent
research has provided evidence in favor of fluxional
attractive walls of noncovalent interactions in a wide
variety of scenarios, including the stable conformations of
methane and water cages,44 the insertion of anionic
Ibuprofen into model cell membranes,10 the initial
molecular recognition between the ACE2 receptor in
eukaryotic cell membranes, and the receptor binding
domain in the spike protein of SARS-COV-2,45 and has
been shown to play a pivotal role in the otherwise

Figure 4. NCIs surrounding anionic Naproxen in the aqueous phase (top), top of the barrier (middle), and energy minimum (bottom) along the
insertion path of anionic Naproxen into model DMPC membranes. All calculations using promolecular densities.

Table 2. Largest Donor→ Acceptor NBO Energies,−Ed→a
(2) , in kcal/mol and Electron Densities, ρ(rc), in a.u., at the Bond Critical

Points for all Intermolecular Contacts during the Insertion of Anionic Naproxen into Model DMPC Membranesa

−Eij(2) ≈102 × ρ(rc)

label fragments orbitals involved
aqueous
phase

top of the
barrier

energy
minimum BCP

aqueous
phase

top of the
barrier

energy
minimum

1 −CO2
− in Nap− → water nO → σO−H* 29.08 12.96 27.58 O··· H 6 4 5

2 water ↔ water nO → σO−H* 22.74 24.57 24.17 O··· H 5 5 4
3 −PO2

− in DMPC → water nO → σO−H* N/A 33.52 19.39 O··· H N/A 7 5
4 −COOR in DMPC → water nO → σO−H* N/A 2.49 10.22 O··· H N/A 2 3
5 −choline in DMPC → water nO → σC−H* N/A 13.28 6.38 O··· H N/A 3 2
6 −CO2

− in Nap− → choline in DMPC nO → σC−H* N/A N/A 3.03 O··· H N/A N/A 2
7 −CO2

− in Nap− → choline in DMPC πCO → σC−H* N/A N/A 3.89 O··· H N/A N/A 2
8 nonpolar Nap− → nonpolar DMPC σC−H → σC−H* N/A N/A 0.15 H··· H N/A N/A <1
9 nonpolar Nap− → nonpolar DMPC πCC → σC−H* N/A N/A 1.00 C··· H N/A N/A 1
10 nonpolar DMPC → nonpolar Nap− σC−H → πCC* N/A 0.20 0.06 C··· H N/A 1 1
11 nonpolar Nap− → choline in DMPC πCC → σC−H* N/A 1.07 1.29 C··· H N/A 1 1
12 nonpolar Nap− → water πCC → σO−H* 0.12 0.19 0.57 C··· H <1 <1 1
13 nonpolar Nap− → water σC−H → σO−H* 0.08 0.24 0.22 H··· H 1 1 1
14 water → nonpolar Nap− nO → σC−H* 0.37 0.23 1.00 O··· H 1 1 1
15 water → nonpolar Nap− nO → σC−H* 0.37 0.23 0.25 O··· H 1 1 1
16 CH3O in Nap− → water nO → σO−H* 5.61 5.76 8.43 O··· H 2 3 3

aFigure 5 shows the specific involved orbitals in each case. All calculations are at the CAM-B3LYP/6−31+G* level.
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misunderstood fundamental nature of hydrophobic
interactions.46

3.2.3. NBO Analysis. The fluxional walls of stabilizing
interactions discussed above arise from the cumulative effect
of a multitude of individual intermolecular contacts. We
investigate next the quantum origin of these interactions
under the donor → acceptor NBO model. Water ↔ water,
water↔NAP−, water↔ lipid, NAP− ↔ lipid, and lipid↔ lipid
intermolecular interactions may be further divided into polar↔
polar, polar ↔ nonpolar, and nonpolar ↔ nonpolar types.
Among the myriad of individual contacts at the three
equilibrium positions in the tertiary NAP−/water/membrane
system, Table 2 lists only the largest interaction energy for each
one of the 16 types of ϕd → ϕa orbital interactions found in this
work. Plots of the involved orbitals are shown in Figure 5. A few
relevant observations are as follows:

1. Only four general types of intermolecular interactions are
at play.
(a) primary nO → σO−H* hydrogen bonds.
(b) secondary nO → σC−H* hydrogen bonds.
(c) σC−H → σO−H* or σC−H → σC−H* dihydrogen bonds.
(d) πCC → σC−H* , πCC → σO−H* , or σC−H → πCC* ,

which we collectively characterize as π ⇆ σ
interactions.

2. The DMPC model membrane and NAP− have formal
charges from the −N(CH3)3

+, −PO2
−, and −CO2

− groups.
Taking as a reference the 5.40 kcal/mol reported as the
donor → acceptor energy in the nO → σO−H* orbital
interaction responsible for the stabilization of the
archetypal water dimer,15 a strengthening effect of the
formal charges on hydrogen bonds47−58 is clearly
observed for all chemical environments along the
insertion path. The same nO → σO−H* interaction affords

values as high as 22.74 kcal/mol for water··· water
interactions in the aqueous phase (interaction 2 in Table
2) and 33.52 kcal/mol for the −PO2

−···water (interaction
3 in Table 2) at the top of the barrier.

3. Each one of the individual donor··· acceptor orbital
interactions taking apart in the nonpolar region of NAP−

is very small (0.06−1.29 kcal/mol); thus, the cumulative
effect originating the large fluxional wall of noncovalent
interactions stabilizing the tertiary drug/water/mem-
brane system is rationalized using orbital interaction
energies.

4. The −OCH3 group in NAP− carries interactions with
water molecules all the way to the equilibrium position at
the bottom of the energy profile. The associated nO →
σO−H* orbital interactions actually grow as 5.61 (aqueous
phase) → 5.76 (top of the barrier) → 8.43 (energy
minimum) kcal/mol. Aside from a few water molecules,
the bottom of the energy profile is a highly nonpolar
environment; thus, as shown recently46,59,60 in a changing
paradigm of the understanding of the hydrophobic
interactions, strengthening of the ether··· water inter-
action has its origin in the delicate balance between
interactions among all competing groups.

3.2.4. Topology of the Electron Densities. QTAIM is a
proven method to derive insights into the nature of bonding
interactions. Analysis of the topology of the electron density at
bond critical points (BCPs, rc) yields a number of criteria fully
discussed elsewhere.18−20,61−63 In the context of this work,
formal justification for the application of QTAIM-derived
descriptors to study intermolecular interactions in structures
that might be displaced from the stationary points of the
quantum PES and a discussion of the equivalency between
QTAIM and natural analysis of the topology of electron

Figure 5.Orbital interactions within the NBO framework. The donor (solid surfaces) and acceptor (lined surfaces) are shown for a selected group of
interactions listed in Table 2.
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densities is found in the work of Weinhold.63 Accordingly, we
draw information about the nature and evolution of
intermolecular interactions along the insertion path of NAP−

into model DMPCmembranes by focusing on the accumulation
of electron density ρ(rc), the Laplacian of the electron density
∇2ρ(rc), and the total r( )c , kinetic r( )c , and potential r( )c
energy densities at the well-defined bond critical points. The
electron densities at bond critical points are listed in Table 2, and
the plots associated to the following discussion are provided in
Figure S2 in the ESI. These are the main points:

1. A hierarchy of interaction strength, fully consistent with
the NBO results, may be established solely from the
accumulation of electron densities around intermolecular
BCPs (Table 2): primary nO → σO−H* > secondary nO →
σC−H* ≈ dihydrogen σC−H → σO−H* ≈ π⇆ σ> dihydrogen
σC−H → σC−H* .

2. For all intermolecular interactions, without exceptions,
∇2ρ(rc) > 0 describes local minima in the electron density
in the region between the interacting atoms. This local
depletion of the charge at BCPs is proper of noncovalent,
long-range interactions, which in the context of the
tertiary drug/water/membrane system is consistent with
primary, secondary, and charge-assisted intermolecular
hydrogen bonds. Further support for this characterization
of the nature of the interactions is provided by the vast
majority of contacts exhibiting >r( ) 0c and
| | <r r( ) / ( ) 1c c .

3. The characterization of noncovalent, weak, and long-
range intermolecular interactions is fully consistent with
the few cases for which <r( ) 0c with simultaneous
| | >r r( ) / ( ) 1c c . These specific cases neatly reflect the
effect of the formal charges which strengthen the
interactions without reaching the covalent status.20

These few cases mostly comprise H2O··· H−O−H (top
panel in Figure S2) and CO2

−···H−O−H (middle panel in
Figure S2).

4. Physically meaningful exponential decays correctly
describing the asymptotic behavior64−68 of the electron
densities as a function of the separation between the
fragments, which are satisfied regardless of the position of
NAP− along the insertion path, are shown in the left plots
of Figure S2. Notice that each intermolecular contact
transfers a tiny amount of electron density to the
corresponding BCP. These transferred densities no longer
belong to either one of the groups; rather, the
accumulation of these small electron densities in the
region separating the fragments is the physical source of
what we call fluxional attractive walls shown in Figure 4

4. SUMMARY AND CONCLUSIONS
The results of molecular dynamics studies of the insertion of
anionic Naproxen into model cell membranes in aqueous
environments are discussed here together with an analysis of the
evolution of bonding interactions in the tertiary drug/water/
membrane system along the insertion path.
In an otherwise spontaneous process, the drug faces a small

barrier of ≈5 kJ mol−1 at 317 K. This barrier, represented by a
retarding force, arises because of two main changes in the
chemical environment as NAP− proceeds from the purely
aqueous phase to the exterior of the lipid bilayer: the loss of
water molecules and the initial molecular recognition in the form

of intermolecular interactions with the outer polar groups of the
membrane. Once the barrier is overcome, a driving force
originating in short-range favorable drug··· membrane inter-
actions (primary and secondary hydrogen bonds and
dihydrogen and π ⇆ σ interactions) and in an increase in the
number of realizable microstates (increase in the number of
solvent molecules in the aqueous phase and increase in the
conformational freedom of the lipidic tails of the phospholipid
bilayers) takes the drug to the equilibrium position at ≈1.35 nm
from the center of the bilayer and ≈5 kJ mol−1 below the
reference aqueous phase. Our calculations provide solid support
to the experimental inference that entropy drives the entire
insertion process: along the insertion path, the enthalpic
contribution to the free energy is always destabilizing with
respect to the reference aqueous phase, while the entropic
contribution overcompensates to finally afford negative free
energies at the preferred equilibrium position at the bottom of
the energy profile.
Along the entire insertion path, individual intermolecular

contacts result in tiny amounts of electron density being
transferred to the interstitial region between fragments. Despite
the small individual amounts, the cumulative effect of a large
number of these contacts creates a fluxional wall of noncovalent
interactions, providing stabilization for the tertiary drug/water/
membrane system. The formal charge in anionic Naproxen
strengthens the hydrogen bond network among the solvent
molecules.
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Abstract

UV-Vis spectra of anionic Ibuprofen and Naproxen in a model lipid bilayer of the

cell membrane are investigated using computational techniques in combination with

a comparative analysis of drug spectra in purely aqueous environments. The simula-

tions aim at elucidating the intricacies behind the negligible changes in the maximum

absorption wavelength in the experimental spectra. A set of configurations of the sys-

tems constituted by lipid, water, and drugs or just water and drugs are obtained from

classical Molecular Dynamics simulations and UV-Vis spectra are computed in the

framework of atomistic Quantum Mechanical /Molecular Mechanics (QM/MM) ap-

proaches together with Time-Dependent Density Functional Theory (TD-DFT). Our

results suggest that the molecular orbitals involved in the electronic transitions are

the same regardless of the chemical environment. A thorough analysis of the contacts

between the drug and water molecules reveals that no significant changes in UV-Vis

spectra arise as a consequence of Ibuprofen and Naproxen molecules being permanently

microsolvated by water molecules despite the presence of lipid molecules.
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1 Introduction

Nonsteroidal anti-inflammatory drugs (NSAIDs) are a family of chemical compounds widely

used worldwide to relieve pain, fever, and swelling.1 According to their chemical structure

they are mainly classified as salicylates, sulfonanilides, and derivatives of acetic acid, enolic

acid, and propionic acid.2 The latter category includes Ibuprofen, (IBU), [(RS)-2-(4-(2-

methylpropyl)phenyl propanoic acid)] and Naproxe, (NAP), [(2S)-2-(6-methoxynaphthalen-

2-yl) propanoic acid]. Ibuprofen is used to treat pain in rheumatoid disorders and inflam-

matory diseases,3 whereas Naproxen is mostly employed in the treatment of acute arthritis,

osteoarthritis, musculoskeletal pain inflammation, and dysmenorrhea,4 and it is thought to

have a longer duration of action.5

IBU and NAP are weak acids with pKa values of 5.2 and 4.2, respectively,6 and thus

they are found as deprotonated species, IBU− and NAP−, at physiological pH values. An-

other common characteristic of these molecules is their amphiphilic character due to the

presence of one acetate and aromatic groups connected by a bridging carbon that is a chiral

center. The S-conformations (see Figure 1) are reported to have greater therapeutic action.7,8

Figure 1: Isolated anionic forms of (S)–Ibuprofen (left) and (S)–Naproxen (right). Color
code: C atoms in light blue, O atoms in red, and H atoms in light grey.

The main mechanism of action of IBU− and NAP−, as well as of the general set of

NSAIDs, involves the inhibition of the cyclooxygenase (COX) enzyme during the production
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of prostaglandins from the arachidonic acid.9,10 Prostaglandins are mediators in the response

of the body to a pathological or physiological stimulus.9,11 In contrast to the NSAIDs ther-

apeutic action, some experimental and computational studies suggest that they could affect

cell membrane properties such as its fluidity and function due to their interaction with phos-

pholipids which are the building blocks of the membrane.2,12,13 Concerning those interactions,

researchers have reached a consensus on the key role played by the NSAIDs lipid affinity in

both the (undesired) toxic and therapeutic actions.12

The interaction between drugs and the lipidic environment of the cell membrane has

been routinely investigated by means of the estimation of the drug partition coefficient in a

system composed of octanol and water.14 Notwithstanding, the complexity of the biological

system is not well captured by this environment, and thus few reports have focused on more

realistic models of cell membranes.14–16 It is well known that the hydrophobic character of

NSAIDs determines the extent to which they can be distributed in the membrane.17 This fact

has important implications for the lipid bilayer structure. For instance, Manrique-Moreno

et al. 13,18 studied the effect of IBU− and NAP− on liposomes as model membranes under

physiological conditions (pH 7.4). By using different experimental techniques such as Differ-

ential Scanning Calorimetry (DSC) and Fourier Transform Infrared Spectroscopy (FTIR),

among others, the authors found changes both in the transition phase temperature and in

the vibration of some polar groups of the lipid model when the drug was present. However,

they did not find evidence of its insertion in the hydrophobic part of the membrane. There-

after, several studies using Neutron Diffraction and Molecular Dynamics (MD) simulations

were carried out to explore in more detail the location of the drug within the membrane.19–21

Overall, those studies suggested that IBU and NAP can reside in the hydrophobic core and in

the interface between the polar and nonpolar regions of the lipid bilayer in their protonated

and deprotonated states, respectively. Without any exception, all the above studies agree

that the anionic drug can produce changes in the lipid bilayer structure even though those

drugs are not able to cross the membrane through a passive permeation mechanism. There-
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fore, the simplistic view offered by the octanol/water partition coefficient is not good enough

to gain reliable information on the insertion process. In the last two decades, experimental

UV-Vis spectroscopy has been proposed as a new strategy to get the partition coefficient

of drugs in lipid membranes due to the electronic changes of the molecule according to its

chemical environment.15,22

Different experimental techniques have been used to get insight into the behavior of the

complex tertiary systems constituted by phospholipids, drugs, and water. For the IBU− and

NAP− cases, UV-Vis measurements have been performed in aqueous solutions and in lipid

environments and the results did not show significant changes in the maximum absorption

wavelength.23,24 However, since the drug has interactions of a very distinct nature when is

surrounded by water molecules or when immersed in a lipid environment, important band

shifts should be expected as it happens when a generic solute is dissolved in polar vs in

non-polar solvents.25–27 To the best of our knowledge, no previous studies focus on under-

standing the intricacies involved in the electronic transitions of the drug as a response to

the surrounding environment. Certainly, more detailed information about the system might

be obtained using computational spectroscopy. In particular, the combination of MD sim-

ulations with Time-Dependent Density Functional Theory (TD-DFT) in the framework of

Quantum Mechanics (QM)/Molecular Mechanics (MM) has proved to be a good strategy to

study the absorption spectra of large-sized systems.28–33

In this work, we investigate, from a computational perspective, the reasons behind the

small changes in experimental UV-Vis spectra of IBU− and NAP− when going from aqueous

solution to the aqueous lipidic environment. To that end, we take reported configurations21,34

from combined MD simulations performed with the umbrella sampling method35 and cal-

culate the electronic transitions involved in absorption spectra using QM/MM combined

with TD-DFT. To account for the different chemical environments surrounding the drug,
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the electronic transitions are characterized in a set of configurations belonging to the three

key points where IBU− or NAP− could be located, namely, the aqueous environment, at the

polar region of the lipid bilayer and at the polar/non–polar interface of the membrane, as

pointed out in recent works.21,34

The paper is structured as follows: in the next section, to contextualize the problem, the

results of the previously reported Gibbs free energy profiles for the insertion of IBU− and

NAP− into model cell membranes are briefly summarized, thus explaining the key points

from which the configurations are taken. Then, the computational details are given and

in the section 3, UV-Vis and ECD spectra results are presented and discussed. Finally, in

Section 4, some conclusions are drawn.

2 Methods

MD runs coupled with QM/MM have been shown to be particularly reliable because, on the

one hand, MD simulations allow to capture the microscopic behavior of the molecules and

have a good representation of macroscopic properties due to the ability of getting a set of

different configurations of the equilibrated system, which on average represent the behavior

of the system as a whole.36–38 On the other hand, QM/MM approaches are relatively in-

expensive because only a portion of the system to be excited is modeled at the QM level,

while the environment is described classically with MM force fields.39–42 By following such

a computational strategy, it has been possible to get an outstanding reproduction of exper-

imental UV-Vis spectra at reduced computational cost.43–47 There are different conceptual

ways of combining QM and MM parts, that differ from each other in the inclusion and

method of describing the mutual interactions.40,48,49 Possible approaches consist of Mechan-

ical and Electrostatic Embedding. In the latter, the interaction term is formulated in terms

of a set of fixed charges, whereas more sophisticated approaches make charges to adjust to

the QM density,40,50 however they may require specific parametrization for the considered
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environments.27 For example, QM/MM Electrostatic embedding was used in the calculation

of the UV-Vis spectra of the residue pairs having persistent contacts in the attaching of the

SARS-CoV-2 (and its variants) to the ACE2.51,52 Also, a non-polarizable QM/MM approach

was followed by Cwiklik et al. 33 to study a system aiming at reproducing the experimental

absorption and emission spectra of PRODAN into a lipid bilayer, without elucidating the

nature of the absorption electronic transitions.

In this work, we exploit a set of equilibrated configurations at 317 K reported in pre-

vious papers.20,21 To summarize, during the MD simulations, each drug, anionic naproxen

and ibuprofen, interacted with a lipid bilayer in an aqueous environment as a model of the

cell membrane. The lipid bilayer was constructed with 64 Dimyristoylphosphatidylcholine

(DMPC) molecules per layer. Explicit TIP3P water molecules were also included in the sim-

ulation box. A free energy profile for the affinity of the drug in different lipidic environments

of the system was obtained following a reaction coordinate, running from the center of the

bilayer to the aqueous environment. Three critical points were identified along the reaction

coordinate: 1) a local minimum when the drug resides in the aqueous environment, 2) a

maximum of the barrier when the drug is facing the polar part of the lipid, which is charac-

terized by Choline and phospholipids groups and 3) the global minimum of the free energy

when the drug is located in the interface between the polar/non-polar part of the lipids.

These key points for IBU− and NAP− are displayed in Figure 2 along with a comparison

of the free energy curves. It is worth mentioning that the global minima also represent the

equilibrium position of the drugs and are in agreement with reported experimental results.

More details about those studies can be found elsewhere.20,21

Based on the three critical points of the Gibbs free energy mentioned above (aqueous

phase, top of the barrier, and energy minimum), we selected 200 random snapshots from the

last 7 ns and 15 ns of the production steps of the reported MD simulations for each one of

the three different chemical environments. In an effort to reduce the size of the system while
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Figure 2: Free energy profiles for the insertion processes of the drugs into model dimyris-
toylphosphatidylcholine (DMPC) membranes at 317 K. The equilibrium position20,21 is
reached at ≈ 1.35 nm from the center of the lipid bilayer for both anions. Image adapted
from Ref. 20. Copyright 2018 Royal Society of Chemistry, and from Ref. 21. Copyright 2021
American Chemical Society.

maintaining an accurate representation of the chemical environment during the simulation,

only the water molecules within a cut-off radius of 3.6 Å from each atom of the drug were

considered in the aqueous environment. 15 Å was the threshold for including lipids and water

at the top of the barrier and in the energy minimum. A random snapshot of each point is

shown in Figure 3 and the cut regions are highlighted. To determine the cut-off radius, we

employed information from former studies21,34 where radial distribution functions (RDFs)

were exploited to define the boundaries and calculate quantum mechanical properties of the

system –electron densities, natural charges, Non-covalent Interactions (NCI), Natural Bond

Orbitals (NBOs)– in order to study the intermolecular interactions53–55 taking place between

the drug and the environment (water and phospholipids). As opposed to other works,21,34

here, the first hydration sphere of the nonpolar part of the drug (first maximum of RDF)

was explicitly considered, thus increasing the size of the regions. Finally, for the top of

the barrier and the energy minimum, the coordinate corresponding to the emergence of a
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plateau in the RDF was chosen as the last solvation sphere. Entire phospholipids are always

included if present.

Non-polarizable, electrostatic embedding QM/MM calculations were performed to obtain

the electronic absorption spectra. The first ten excited states were taken into account in each

case and were enough to reproduce experimental findings. The drug (IBU− or NAP−) was

included in the QM portion, whereas the remaining system was described through an elec-

trostatic embedding using the same fixed charges employed during the MD runs. Vertical

transition energies were computed for each configuration by means of TD-DFT calculations

at the CAM-B3LYP/6-311++g(d,p) level of theory. This model chemistry has been chosen

for two reasons: after benchmarking, (see Figure S1 in the Supplementary Information, SI)

it showed the best reproduction of experimental UV-Vis absorption spectra when an anionic

ibuprofen molecule was embedded by an aqueous environment, represented with the polar-

izable continuum model (PCM). Additionally, other studies with similar systems also used

the same level of theory with a good reproduction of spectral properties.56 Further analysis

employing mechanical instead of electrostatic embedding yielded poor reproduction of the

experimental data as can be seen in Figure S2 in the SI.

The obtained spectroscopic information was then convoluted using Gaussian functions

with a full width half maximum (FWHM) of 0.4 eV to carry out a proper comparison between

simulated and experimental absorption spectra. Despite using a large number of snapshots

(600 in total, 200 in each environment) the spectra converged after considering only 140

snapshots (see Figure S3 in the SI). We also characterized all electronic transitions in terms

of Canonical Molecular Orbitals (CMO) as described in the NBO framework.

All calculations were performed using the Gaussian 16 package.57 NBO758 was employed

for the CMO calculations.
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Figure 3: Representation of the selected system in the different environments: aqueous phase
(top), top of the barrier (middle), and energy minimum (bottom). The highlighted regions
in the left column, which are enlarged in the right column, correspond with the cut-off radius
taken into account to calculate the UV-Vis spectra.
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3 Results and discussion

In this section, the simulated UV-Vis absorption and ECD spectra of both Ibuprofen and

Naproxen in three different chemical environments of the NSAID/DMPC/water system

(aqueous phase, top of the barrier, and energy minimum) are presented. First, the re-

sults for the drugs in aqueous solution are analyzed and then the findings for each drug in an

aqueous lipidic environment are shown. Later, an analysis of the small spectral differences

is carried out.

3.1 UV-Vis spectra of ibuprofen and naproxen

3.1.1 Drugs in aqueous environments

The reported experimental UV-Vis spectrum of ibuprofen in aqueous environment has two

absorption maxima at 222 and 190 nm.24,59 As a matter of fact, it has been claimed that

excitation energies occurring at wavelengths below 200 nm are difficult to interpret if the

measure is not taken in vacuum.60 For this reason, we will be focused on the 200-300 nm

range. Experimental spectral features of naproxen in aqueous environment involve two bands,

one in the 210-250 nm interval, centered at ≈ 230 nm, with a small shoulder in the vicinity

of 270 nm, and a broad second band going from 300 to 340 nm.23 These bands are usually

associated to π → π∗ transitions.61 Figure 4 shows the QM/MM UV-Vis absorption spectra

obtained from the convolution of a total of 200 snapshots when the drug is surrounded only

by water molecules. Both simulated spectra (bottom panel of Figure 4) match the most

important spectral characteristics observed in the experiments, with solvated IBU− having

an exceptional agreement. For solvated NAP−, although the most intense band appears

slightly shifted from the experimental position, the shoulder and the low-intensity band are

mixed in a single spread band that covers all the region above 260 nm. Our computations

are fully consistent with other measurements which do not distinguish the low-intensity band
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from its onset.62 These results confirm the accuracy of the level of theory used in this work.
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Figure 4: Experimental23,24 (top) and simulated QM/MM CAM-B3LYP/6-
311++g(d,p)/Electrostatic Embedding (bottom) UV-Vis spectra of IBU− (left) and
NAP− (right) in aqueous solution. 200 snapshots were considered in the calculations.
Averaged spectra were convoluted with an FWHM of 0.4 eV and normalized to the highest
intensity band.

3.1.2 Drugs in aqueous lipidic environment

As mentioned in the Introduction, the experimental results show a negligible difference of

about 2 nm in the maximum wavelength when the drug’s surrounding environment is changed

from purely aqueous to lipidic.24 Computed spectra in the three different chemical environ-

ments, namely, aqueous solution, top of the barrier, and energy minimum (see Figures 2

and 3), are displayed in Figure 5 for both drugs. It is evident that beyond the different

absolute intensities, there are no significant changes in the spectroscopic information related

to the position of the main bands. Such an analogous behavior in diverse environments has

been reported by Cwiklik et al. 33 who studied the changes in the absorption spectra for the

insertion of PRODAN into palmitoyloleoylphosphatidylcholine (POPC) bilayers and pointed

out a relatively weak or almost imperceptible dependence of the absorption energy on the

type of environment. A better comparison of the convoluted spectra of IBU− and NAP−
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can be seen in Figure S4 in the SI.

Figure 5: Stick-like UV-Vis spectra of Ibuprofen (left) and Naproxen (right) in the three
different chemical environments considered in this work (see Figure 3). The shape of the
convoluted spectrum is shown as a solid line. Each type of transition is color-coded, e. g.,
Excited state 1 (ES1) in black and Excited state 2 (ES2) in cyan. The vertical solid lines
in the IBU− case, mark the boundary up to the highest resolved experimental information.
An inset showing the structure of the low-intensity band is also provided for NAP−.

Figure 5 also reports the stick-like spectra of embedded IBU− and NAP− in all environ-

ments. It means that the raw data extracted from QM/MM calculations on each snapshot

are reported as a position/oscillator strengths spectrum, which gives insight into the natural
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spreading of the transition bands, both in wavelengths and intensities. In addition, each

stick is colored depending on the associated transition (see labels at the right of the figure).

In the IBU− case, it is interesting to notice that for both the top of the barrier and the

energy minimum, the band at 222 nm is the result of a single electronic transition to the

excited state 2 (ES2). Conversely, in aqueous environment, although the major contribution

comes from ES2, there are other electronic transitions leading to the appearance of such

a band. These electronic transitions can be appreciated by taking a look at the diversity

in the stick colors making part of the most intense absorption band (see Figure 5, top panel).

For NAP−, the presence of the two fused aromatic rings makes the absorption spectra

very distinct with respect to its ibuprofen counterpart which has only one ring. This struc-

tural feature has been documented to displace the position of the absorption maxima to

longer wavelengths as in the benzene→naphthalene→anthracene series.63 As displayed in

the inset of the right panel of Figure 5, the first low-intensity band (between 250 and 340

nm) is basically made up of two transitions, i.e. ES1 (black color) and ES2 (cyan color). Ad-

ditionally, the most intense band in NAP− (240 nm) which comprises several excited states

may overlap with the 222 nm band in IBU− when IBU−/NAP− mixtures are considered,

making it difficult to assign specific electronic transitions. For both anions in aqueous phase,

these two bands, which are combinations of different electronic excited states, have a more

spread distribution with respect to the other two environments. This observation may be

attributed to the higher mobility of the drug in water solution, as compared to the limited

freedom provided by the lipidic environment.

A deeper insight into the nature of the absorption bands can be attained by looking at

the molecular orbitals (MOs) involved in the electronic transitions. IBU− MOs in the three

considered environments are depicted in Figure 6 along with their corresponding contribu-

tions to ES2. Table S1 in the SI lists the same information for the lowest-energy excited
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state ES1. It can be observed that regardless of the environment, the excitation involves the

HOMO and the first unoccupied MOs (LUMO, LUMO+1, LUMO+2 or LUMO+3 orbitals).

Thus, the ES2 transition can be expressed as HOMO → 0.84(LUMO+1) + 0.55(LUMO+3),

HOMO → LUMO and HOMO → 0.78LUMO + 0.62(LUMO+2) transitions for the drug

into the aqueous phase, top of the barrier and energy minimum, respectively.

π
-π
*

π
-π
*

π
-π
*

π
-π
*

π
-π
*

Figure 6: MOs involved in the electronic transition to ES2, responsible for the experimentally
observed band of anionic Ibuprofen in different environments (see Figure 5, left panel). Blue
and red numbers in parentheses correspond to the contributions of the MOs to the electronic
transition and the contributions of the NBOs to the MOs after the CMO decomposition,
respectively. Isosurface value: 0.03. These results correspond to a randomly chosen snapshot.

In addition, each MO can be characterized with the tools provided by NBO, specifically,
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the Localized Analysis of CMOs, which allows for the assignment of the transition from/to

specific portions of the chromophore. For instance, it is clearly seen that for IBU−, the

highest contributions to the HOMO orbitals come from both π bonds of the aromatic ring

and from the lone pairs of the oxygen atoms always with a higher percentage of πring, inde-

pendently of the environment. Furthermore, all unoccupied orbitals involve only π∗ orbitals

from the aromatic ring, validating the π → π∗ assignment documented in the literature for

the absorption band with a maximum at 222 nm when the drug is surrounded by aqueous

environment.56

From the MO perspective, the NAP− case is much more complex. Table S2 in the SI

lists the orbitals having the largest coefficient for each electronic transition in one randomly

chosen snapshot. It is important to stress that although we are showing results for one snap-

shot only, those findings are representative of the average of the electronic transitions for

the entire group of configurations. The MOs involved in the ES1 and ES2 of NAP− (giving

rise to the band at 340 nm) are HOMO and HOMO-1. HOMO-1 has contributions of π

orbitals from the aromatic ring and from the oxygen of the carboxylic group. Contributions

from the ether oxygen are viewed in the case of the HOMO. Instead, excited states from

ES3 to ES10 (leading to the highest intensity band) encompass an assorted set of occupied

orbitals. Oscillator strengths in Table S2 in the SI indicate that ES5 and ES8 for aqueous

phase, ES3 and ES4 for the top of the barrier, and ES4 and ES6 for energy minimum, are the

primary excited states giving rise to the absorption intensities. Notice also that regardless of

the environment, unoccupied orbitals (LUMO, LUMO+1,. . . ) often involve the π∗ from the

aromatic rings. Several MOs involved in electronic transitions are displayed in Figure S5 as

well as their CMO decomposition, which reinforces the π → π∗ assignment link to that band.

It is worth mentioning that an implicit description of aqueous phase by means of PCM

model yields similar MOs (and their contributions) as those obtained by using the atomistic
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QM/MM approach. However, PCM cannot be exploited to describe the lipidic environment

because a dielectric constant is not able to fairly represent the more complex top of the

barrier and energy minimum environments. Thus, this highlights the need of using an

atomistic QM/MM simulation when investigating electronic properties of large systems.

3.1.3 A short note on the electronic circular dichroism (ECD) spectra of anionic

ibuprofen and naproxen

Chiroptical properties are particularly sensitive to the solute-environment interactions and

to the instantaneous configuration of the system.64 Further analysis of changes in the elec-

tronic structure of both drugs was done by calculating the ECD spectra. In Figure 7, the

experimental (top) and convoluted (bottom) spectra for the drugs in aqueous environment

are shown, exhibiting good agreement with the experimental positive and negative patterns

for IBU− and NAP−, respectively. Simulated ECD spectra in the three critical points of the

free energies profiles (see Figure 2) are included in Figure S6 in the SI and, as in the case of

the UV-Vis spectra, there are no significant changes in the spectral curves in the different

chemical environments.

For the particular case of naproxen, it has been revealed that the (R)- and (S) enan-

tiomers had an unusual inversion in their ECD signals in the presence of ethanol and water

when compared with polar aprotic solvents such as acetonitrile.62 If we consider that this

change in sign is only given by the polarity of the environment, the fact of maintaining the

same ECD signs in our computational spectra demonstrates that there is not much change

in the chemical environment as the drug goes from the aqueous phase to its location at the

energy minimum, in the polar/non-polar interphase of the lipid bilayer.
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Figure 7: Experimental62,65 (top) and simulated QM/MM CAM-B3LYP/6-
311++g(d,p)/Electrostatic Embedding (bottom) Electronic Circular Dichroism spectra of
IBU− (left) and NAP− (right) in aqueous solution. 200 snapshots were considered in the
calculations. Averaged spectra were convoluted with an FWHM of 0.4 eV and normalized
for comparison purposes.

Being clear that ECD properties of IBU− and NAP− do not depend on the environment,

nor do their electronic absorption spectra, perhaps another spectroscopy like excited state

emission spectra could be more fruitful to assess the insertion processes in cell membranes.

Regarding emission spectra, for PRODAN in a membrane-type environment, a significant

influence of the environment was observed in both experiments and simulations, in contrast

to the weak dependence seen in the absorption processes.33

3.2 Analysis of spectral differences between all environments

From the above description of UV-Vis and ECD spectra, we have established a good agree-

ment between experimental and calculated spectra for both drugs when they are embedded

in diverse environments. From those results, it is clear the similarity between the UV-Vis

and ECD spectra in the three regions, supported by almost the same molecular orbitals in-

volved in the electronic transitions. Another piece of evidence to be added to that puzzling
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situation is that there is no inversion of the ECD sign when polarity changes (as opposed to

what was reported in Ref. 62). In order to give an answer to the key question of why there

are no differences across the spectra in the several critical points of the free energy profile,

it is necessary to analyze what is happening around the drug in its different locations in the

system.

This fact can be explored by relying on the information reported in the works of Rojas-

Valencia et al.,21,34 In the first place, the authors analyzed the distribution of water molecules

in the immediate vicinity (within 3.0 Å) of the entire drug and pointed out that no matter

the environment, there are at least ten water molecules surrounding either IBU− or NAP−.

Variations in the total number of drug-water interactions as a function of the distance from

the bilayer center are collected in the left panel of Figure 8. Since our orbital analysis indi-

cated that as a general rule the π orbitals are the most heavily involved ones in the electronic

transitions, we went deeper and discriminate how many of those waters around the molecule

were located close to the rings. The number of contacts between the solvent and the aromatic

portion of each drug is plotted in the right panel of Figure 8. As expected, the majority of

water molecules are placed near the carboxylate group because the formal charge is a strong

attractor during the insertion process. Indeed, the microsolvation of IBU− with up to three

water molecules has been already studied66 and it was clear that solvent molecules in direct

contact with anionic Ibuprofen, preferred to cluster around the carboxylate oxygen atoms

forming cyclic or bridged charge-assisted hydrogen bond networks. Here, we noticed that

there are also persistent stabilizing interactions between the drug ring(s) and a few water

molecules, about five and six for IBU− or NAP−, respectively. Therefore, it seems that the

drug’s local environment is quite similar in the three key points while it travels to the inner

part of the bilayer, even if the global environment dictated by the presence or absence of

lipids is changing.
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Figure 8: Number of water molecules within 3.0 Å of any given atom (left) or a specific atom
of the ring(s) (right) in Naproxen and Ibuprofen during their insertion into the lipid bilayer.

Second, in Refs. 21,34, the same authors computed the NCI surfaces between the drug

and its surroundings and found that there are many tiny collective non-covalent interactions

throughout its insertion, with no significant qualitative changes. In fact, several of those

interactions are associated with the ring· · · solvent contacts mentioned above. These two

aspects highlight the idea that the chemical environment around the NSAIDs stays approx-

imately the same along its path from the aqueous environment up to the bottom of the

energy profile. This translates into weak changes in the electronic structure reflected in turn

in no large differences seen in the UV-Vis and ECD spectra.

4 Summary and conclusions

We have applied a multiscale QM/MM approach based on electrostatic embedding to simu-

late the UV-Vis absorption and ECD spectra of anionic naproxen and ibuprofen during their

individual travel to the inner part of the cell membrane, by means of a series of TDDFT

calculations. Spectra were calculated in three key points of the Gibbs free energy profile,

namely, the aqueous phase, the top of the barrier, and the energy minimum, sampling con-

figurations from MD trajectories previously reported. Having many accessible configurations

leads to the arising of a natural broadening in the spectra. As a result of the application
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of this methodology, all calculated spectra exhibit very good agreement when compared

against available experimental data, being able to reproduce the main spectral features and

the non-significant changes reported when the drug’s spectra were measured in different

environments. In all cases, electronic transitions were analyzed in terms of the orbitals in-

volved. The CMO decomposition supports the π → π∗ transitions assigned to the main

bands. Our analysis of the excited states and orbitals, complemented by the quantification

of the number of contacts between the drug and the solvent molecules along the insertion,

allows us to gain insight into the origin of the small or almost imperceptible differences in

both electronic absorption and circular dichroism spectra. In particular, we show that re-

gardless of the environment there are always water molecules in the immediate vicinity of

the ring/aromatic portion of IBU− and NAP−, thus maintaining similar local surroundings

and not affecting to a large extent the electronic properties of these two compounds. Our

calculations also indicate that the choice of the DFT functional and type of embedding were

important steps, having large impacts on the accuracy of the results obtained. Finally, our

findings are encouraging for using these methodologies when studying complex systems like

drugs in lipidic environments and to understand where and how these or other spectroscopies

could be eventually useful to distinguish between insertion or intercalation phenomena. In

this respect, fluorescence has been proven to be useful in the case of other complex systems33

and will be investigated in future works.
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Chapter 6

Drugs and DNA

This chapter is related to the COSINE project in which the goal was the
development of a multiscale QM/MM protocol for the calculation of resonance
spectroscopies (RR and RROA) of DNA intercalated probes. After identifying one
of the strongest binding DNA sequences of the widely used chemotherapy drug,
DOX, several snapshots are extracted from MD trajectories and spectral properties
are computed.

Initially, absorption spectra of DOX/Water and DOX/DNA/Water systems are
calculated by exploiting the recently implemented coupling between the DFTB
approach and the FQ model.8 In the process of trying different approaches for
modeling the MM portion in the QM/MM calculations of the DOX/DNA/Water
systems, the DNA basis pairs are included in the QM portion and the solvent
molecules are treated at the FQ level. The obtained TD-DFTB/FQ spectral
profiles are perfectly comparable with those obtained at the pure DFT level.

Then, for the vibrational spectroscopies, in particular RR, an innovative
methodology of projecting normal modes to avoid changes in the chemical
environment of the DOX by doing partial or full optimizations, is presented.
Diverse methods to obtain the normal modes of DOX are evaluated, ranging from
optimizing conformations or rotating normal modes to projecting out a few of the
soft coordinates. Once the projected normal modes are obtained, RR spectra are
computed by means of the geometrical derivative of the complex electronic
polarizability under resonance conditions via linear response theory. The results
show a good agreement with experimental data, and they are better than those
reported when the DNA or the aqueous environment are represented just by a
dielectric constant, as is done in continuum approaches.

For the DOX-containing systems studied here, the good agreement between
computed and experimental data allows us to easily identify the main features of
RR spectra in both aqueous and DNA solutions, confirming the reliability of the
methodology. Nevertheless, the protocol is general and can be used to study other
drug-DNA complexes and several DNA sequences, as long as the conformational
diversity of the target and the environment are taken into account by sampling the
phase-space through MD simulations.
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From MD sampling to UV-Vis and RR spectroscopies 6.1

6.1. From MD sampling to UV-Vis and RR

spectroscopies

6.1.1. DFTB/FQ to model absorption spectroscopies of
large systems8
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ABSTRACT: We report on the first formulation of a novel
polarizable QM/MM approach, where the density functional tight
binding (DFTB) is coupled to the fluctuating charge (FQ) force field.
The resulting method (DFTB/FQ) is then extended to the linear
response within the TD-DFTB framework and challenged to study
absorption spectra of large condensed-phase systems.

1. INTRODUCTION

The theoretical modeling of large molecular systems, with
application in biological and technological fields, is one of the
most challenging tasks for theoretical and computational
chemistry.1,2 In fact, the description of large molecular systems
requires the treatment of a large number of degrees of freedom,
from both nuclear and electronic points of view.1,2 For this
reason, high-level quantum mechanics (QM) methods are
usually not applicable because they are usually associated with
an unfavorable scaling with the number of atoms (and
electrons).3 Different strategies, usually based on chemical
intuition, can be exploited to reduce the dimensionality of the
system and to make high-level QM approaches applicable.4−9

This is, for instance, the case for local excitations, which take
place in a specific part of the considered molecule.5,8,10

However, in many cases, especially for biomolecules, such an
approximation may not be chemically justified because the
phenomenon is the result of changes in the whole structure.
Semiempirical QMmethods have been developed to treat in a

realistic way this kind of system, which can be constituted by
thousands of atoms.11−14 Such methodologies introduce a set of
integral approximations and parametrizations that make the
computation particularly cheap. Clearly, the accuracy of each
approach strongly depends on the quality of the parametrization.
Among semiempirical methods, one of the most used is the
density functional tight binding (DFTB) approach.15−17 The
theoretical starting point of such method is the density
functional theory (DFT) energy in the Kohn−Sham (KS)
framework, expressed by means of a linear combination of
atomic orbitals (LCAO) over a minimal basis set. This quantity
is then approximated by means of a Taylor expansion with
respect to a reference density truncated at different orders by

generating a hierarchy of DFTB methods.15 In particular, the
self-consistent charge DFTB approach (SCC-DFTB), which
corresponds to a second-order expression of the KS energy, has
been successfully applied to the calculation of energies,
geometries, and vibrational frequencies of small organic
molecules; its accuracy when compared with experimental
values is comparable to that of full DFT calculations performed
with a double-ζ plus polarization basis set.17 Moreover, a time-
dependent DFTB (TD-DFTB) approach has been developed to
calculate excitation energies in a tight-binding fashion.18,19

However, it has been shown that the standard pure or hybrid
DFT functionals are not able to accurately treat charge-transfer
excitations because their extension to the corresponding long-
range-corrected versions is necessary.20,21 In this context, the
time-dependent long-range-corrected DFTB approach (TD-
LC-DFTB)22 has recently been proposed and explicitly
designed for the treatment of charge-transfer states in large
chromophores.
The DFTB approximation allows the boundaries of the

systems treatable by most ab initio approaches to be pushed,
making possible the QM description of large biomolecules, such
as proteins.19,23 However, most biomolecules are typically
dissolved in an external environment, as water is the most
common physiological solvent.24 As for small organic molecules,
also in such cases, the external aqueous solution may strongly
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affect the properties of the biological system.25 To take into
account the solvent effect provided by water, the best
compromise between computational cost and accuracy is to
resort to the so-called focused models, in which the target
system and the environment are described at different levels of
theory based on the assumption that the phenomenon is carried
on by the target and the environment just perturbs it.26−28

Among the different focused models, the most accurate are the
polarizable QM/molecular mechanics approaches.29−44 In such
methods, the environment molecules are classically and
atomistically described by means of a polarizable force field,
and mutual solute−solvent polarization is taken into account. In
particular, excellent performances have been reported for the
QM/fluctuating charge (QM/FQ) in the description of aqueous
solutions45 and recently for different solvents.46 In such an
approach, each solvent atom is endowed with a charge that is
adjusted to the external potential generated by the solute
density.28,45,47 Such charges then polarize the QM density by
entering the QM Hamiltonian in a mutual polarization fashion.
In its basic formulation, the QM/FQ interaction is limited to
electrostatics; however, nonelectrostatic interactions can also be
considered.48

In this work, we have substantially extended the applicability
of the polarizable QM/FQ approach by proposing a novel
polarizable QM/FQ scheme based on the DFTB approach for
the QM portion, allowing for the treatment of large, complex
biomolecular systems. To the best of our knowledge, this is the
first time that DFTB has been coupled to a polarizable MM
approach. The newly developed DFTB/FQ approach has also
been extended to the linear response regime by means of the
time-dependent DFTB (TD-DFTB) approximation,18,19 and it
has been tested to reproduce the excitation energies of
doxorubicin (DOX), an anticancer drug, in aqueous solution
and intercalated in DNA and ubiquitin (UBI) protein dissolved
in aqueous solution. The Article is organized as follows: In the
next section, we briefly recall the DFTB approach, and we
formulate the coupling between the DFTB and FQ portions for
both ground-state and excitation energies calculations. DFTB/
FQ is then applied to the calculation of the excitation energies of
DOX, the DOX−DNA complex, and the UBI protein in
aqueous solution. Conclusions and perspectives end the Article.

2. THEORY
In this section, the theoretical background of the DFTB/FQ
approach is described. To this end, the fundamentals of DFTB
and polarizable FQ approaches are briefly recapped, and the
formulation of the DFTB/FQ coupling is presented. Then, the
extension of the model to the linear response in a TD framework
is discussed.
2.1. DFT Basis of TB Theory. In the general DFT

framework, the energy functional in the KS picture reads49
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where ψi are occupied KS eigenstates, Δ is the Laplacian
operator, Vext is the external potential associated with the
nuclei−electron interaction, Exc is the exchange-correlation
contribution, and VNN is the nuclei−nuclei repulsion term.
In the DFTB theory, the electronic density ρ is expressed as ρ

= ρ0 + δρ, where ρ0 is a reference input density and δρ is a
fluctuation, which is assumed to be small.16,19,50 Within this

assumption, the exchange-correlation energy contribution can
be expanded in a Taylor expansion, and eq 1 becomes
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where we have introduced the expectation value of the zeroth-

order Hamiltonian E
0
(which depends only on the reference

density ρ0) and the so-called repulsive energy contribution E
rep.

Eγ and EΓ collect the second- and third-order energy terms.
Notice that in eqs 3−6, the usual shorthand notation such that

∫ ∫= rd , δρ = δρ(r), ∫ ∫ ′′ = rd , δρ′ = δρ(r′), and so on, is
used.16,19,50

Different DFTB methods can be defined by truncating the
Taylor expansion in eq 2 at different orders. The most basic
approach consists of neglecting Eγ and EΓ in eq 2. This gives rise
to a set of non-self-consistent KS equations because the zeroth-
order Hamiltonian depends only on the reference density, ρ0.
The repulsive energy Erep is approximated as a sum of repulsive,
short-ranged, two-body potentials, defined in terms of a set of
parameters.51 The Hamiltonian μν

0 and overlap Sμν = ⟨ϕμ|ϕν⟩
matrix elements are calculated at a set of relevant interatomic
distances and are tabulated. By this, they do not need to be
computed for each DFTB calculation, and this results in
substantial computational savings as compared with standard
DFT. Notice that various parametrizations for Erep and the μν

0

and Sμν matrix elements have been proposed.52

A more sophisticated DFTB method, the SCC-DFTB, can be
obtained by retaining Eγ in eq 2. The density fluctuation δρ is
expressed as a sum of localized atomic contributions, δρ = ∑α

δρα, which are subsequently approximated through the
monopolar term of a multipolar expansion,18 that is,

δρ = Δα α αq Fr r( ) ( ) (7)

where Fα(r) is a normalized spherical density fluctuation
centered on the αth atom, whereas the net charge Δqα = qα −
qα
0 is computed through a Mulliken charge analysis. Within such
an assumption, Eγ can be rewritten as
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where γ reads
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Therefore, the total Hamiltonian matrix μν can be written as

∑ γ γ= + + Δμν μν μν
ξ

αξ βξ ξS q
1
2

( )0

(10)

Δqξ explicitly depends on MO coefficients through the density
matrix, thus introducing a nonlinearity in the Hamiltonian. As a
result, DFTB equations must be solved iteratively.
Last, the third-order term EΓ in eq 2may also be retained, such

as in the DFTB3 approach.53,54

2.2. DFTB/FQ Approach. As stated in the Introduction, in
this work, DFTB is coupled to the polarizable FQ force field,
which represent each classical atom in terms of a charge q, which
is allowed to “fluctuate” so as to fulfill the electronegativity
equalization principle, which states that the instantaneous
electronegativity χ of each atom must be the same at
equilibrium. The total charge on each FQ molecule is fixed to
a certain value Q by using Lagrangian multipliers λ. The FQ
energy can be written as47

λ[ ] = +λ λ λ
† †E q q C q Mq,

1
2QFQ (11)

where qλ is the vector of FQ charges and Lagrange multipliers,
CQ is a vector collecting atomic electronegativities and charge
constraints Q, and the M matrix takes into account the
interaction kernel between FQ charges and Lagrangian blocks.
In particular, the diagonal elements of the FQ−FQ block of M
account for the charge self-interaction by means of the chemical
hardness η.45 Theminimization of the energy functional in eq 11
leads to a set of linear equations; their solution yields the FQ
charges, that is

= −λMq CQ (12)

Within a two-layer QM/MM scheme, the total energy of the
DFTB/FQ system is written as

= + +E E EDFTB DFTB/FQ FQ (13)

where EDFTB and EFQ represent the energies of the DFTB and
FQ portions and EDFTB/FQ is the interaction energy between the
two layers. Here, similarly to most QM/MM approaches, a
purely classical interaction term is considered; that is, the DFTB
and FQ portions interact through the electrostatic potential
generated on the FQ charges by the total DFTB density, that is,
the reference density ρ0 and the density fluctuation δρ. Within
the DFTB framework, the QM/FQ interaction can be
approximated by only taking into account the potential
generated by δρ, similar to alternative DFTB/classical
couplings.55−57 Therefore, the corresponding approximated
molecular electrostatic potential at the ith FQ charge placed at ri
can be written as
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where the implicit dependence of the electric potential on the
density matrix through Mulliken charges is highlighted. Notice
that in eq 14, the integration over the normalized spherical
density fluctuations Fα(r) should be included. (See eq 7.)

However, because the distance between FQ charges and QM
atoms is typically larger than any intramolecular distance, we can
safely assume that Fα(r) = δ(r − Rα). Therefore, density
fluctuations can be described through a set of Mulliken point
charges.
Moving back to the total DFTB/FQ energy functional, it can

be rewritten as
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Minimization of the energy functional in eq 15 with respect to
both charges and Lagrangian multipliers yields the following
linear system

δρ= − −λMq C V( )Q (16)

The right-hand side of eq 16 collects both atomic electro-
negativities and the electric potential generated by the DFTB
density. The latter term accounts for the mutual polarization
among the DFTB and FQ portions of the system. In fact, KS
equations need to be modified to include the DFTB/FQ
contribution to the Hamiltonian matrix, which reads
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where the kernel γFQ that takes into account the interaction
between the αth Mulliken charge (or the basis function μ) and
the ith FQ charge. Notice that the DFTB/FQ term to the total
energy and Hamiltonian matrix is the same for both the SCC-
DFTB and DFTB3 methods because the Mulliken-based
expansion for the density fluctuation δρ does not change.
Note finally that the formulation presented above is not limited
to FQ but can easily be extended to any kind of variational
polarizable MM approach.58

2.3. Linear Response Regime. The extension of the
approach to the linear response regime allows the calculation of
some spectral signals and, in particular, vertical transition
energies and absorption spectra. The TD-DFTB eigenproblem
can be expressed in the Casida formalism as18
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where the eigenvalues ω correspond to excitation energies and
the eigenvectors X and Y correspond to single-particle
excitations and de-excitation amplitudes. Similarly to DFT/
FQ,34,59−63 to take into account the FQ layer, we need tomodify
the DFTB response matrices A and B as follows
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where the indices i, j and a, b run over the occupied and virtual
molecular orbitals with energies ε. Kia,jb and Kia,jb

FQ are the DFTB
and FQ coupling matrices, respectively.Kia,jb is usually simplified
by exploiting the so-called γ-approximation,18 similarly to the
ground state in SCC-DFTB. (See eq 7.) In such an
approximation, the transition density pia(r) = ψi(r)ψa(r) is
decomposed as a sum of atomic contributions that, after a
multipolar expansion, is approximated by means of the
monopole term only. (See also eq 7.) Therefore, Kia,jb reads

∑ γ= ̅
αβ

α β αβK q qia jb
ia jb

,

nuclei

(20)

where qα
ia and qβ

jb are Mulliken atomic transition charges. The γ̅
functional is defined as in eq 9; however, the functional
derivative of Exc is evaluated on ρ. For systems with small charge-
transfer effects, γ slightly depends on atomic charges, so that γ̅αβ
can be approximated with its ground-state counterpart γαβ.
By following refs 34, 45, and 47, the FQ contribution to the

coupling matrix can be defined as
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At this point, we can exploit the DFTB γ approximation, and eq
21 becomes
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where γ̂αβ is defined as
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Similar to the ground state, we can assume Fα(r) = δ(r − Rα).
Thus we obtain
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where the interaction kernel defined in eq 17 is considered.

3. COMPUTATIONAL DETAILS
The equations presented in the previous section were
implemented in a modified version of the AmsterdamMolecular
Suite (AMS), release 2020.202 program.23,64 TD-DFTB/FQ
calculations were performed on 200 configurations extracted
from MD simulations already reported in the literature.65−67

For DOX in the gas phase, we ran calculations on the same
conformations coming from the MD after removing surround-
ing water molecules. Table 1 lists an inventory of the different
systems/environments addressed in this Article and some other
results that will be presented in the following discussion.
To explore diverse DFTB Hamiltonians, we relied on the

Slater−Koster-based DFTB class and performed TD-DFTB
calculations for the entire set of snapshots using both the
second-order self-consistent charge extension SCC-DFTB
(recently also called DFTB2) and the third-order extension
known as DFTB3. These two DFTB schemes are thoroughly
explained elsewhere (see, e.g., ref 70), but in short, SCC takes
into account density fluctuations with improvements in the

description of the polar bonds; likewise, DFTB3 describes
hydrogen-bonded complexes and proton affinities, although at a
little higher computational cost than SCC-DFTB calculations.
SCC-DFTB and DFTB3 TD-DFTB calculations were per-
formed by using mio-1-171 and 3ob-3-172 parameter sets,
respectively.
Finally, to reduce the computational effort of TD-DFTB/FQ-

based absorption spectra calculations, we tested the oscillator-
strength-based truncation of the single-orbital transition space
following the procedures introduced in a previous study.23 A
summary of the technical settings used in the TD-DFTB
calculations can be found in Table S1 in the Supporting
Information (SI). In all of the cases, absorption spectra profiles
were obtained through a convolution of the TD-DFTB
excitations by using Gaussian line shapes with a full width at
half-maximum (fwhm) value of 0.3 eV, if not explicitly stated. A
minimum number of 100 excited states were converged in each
calculation. In all calculations, we exploited the FQ parameters
proposed in ref 73.

4. NUMERICAL RESULTS
In this section, we apply DFTB/FQ to describe absorption
spectra. We analyze the effect that different choices of the DFTB
Hamiltonian and the radius of the DFTB shell have on the
spectra and test the accuracy of various intensity selection
thresholds for the single orbital transition basis. Also, TD-
DFTB/FQ spectra are compared with those obtained by using
TD-DFTB calculations in the gas phase.
As test cases, we have chosen two biologically relevant, flexible

organic molecules, namely, DOX and UBI, whose structures are
depicted in the left panels of Figures 1 and 2, respectively.

4.1. Doxorubicin. DOX is an anticancer drug,74 and it is
commonly studied in the context of intercalation into DNA due
to the proposed mechanism of action based on the insertion of
its planar aromatic chromophore portion between sequential
base pairs (BPs).75−77 The drug in water is quite investigated as
well given that it travels from the purely aqueous environment to
penetrate DNA helices.65,68,78−81 Regarding the DOX/DNA/
water tertiary system, binding energy studies have shown that
DOX affinity is sequence-dependent.82 Although the prefer-
ential binding of DOX to double-stranded (ds) DNA is still a
subject of debate, recent works reported that among some
hexameric evaluated sequences, DOX prefers to bind to the
d(CGATCG) in the case of the 1:1 complexes.67 Therefore, we
only discuss the intercalation complex of DOX with that DNA
model.
Because of its importance as a chemotherapy medication,

there are plenty of works dealing with the spectroscopic
evidence of the insertion of a DOX molecule between pairs of

Table 1. Inventory of the Number of Atoms,WaterMolecules
Described at the FQ Level, and Absorption Band Maxima (in
Electronvolts) of All Systems under Studya

system Natoms NFQwaters AbsSCC AbsDFTB3

DOX in gas phase 69 0 2.41 2.43
DOX in water 3714 1215 2.33 2.35
DOX/water/DNA 9756 3100 2.37 2.36
UBI in gas phaseb 1231 0 5.31, 4.75 5.37, 5.05, 4.77
UBI in water 11 731 3500 5.33, 4.80 5.43, 4.86

aExperimental results for the π → π* transitions of DOX and UBI in
aqueous solution are 2.58 and 4.51 eV, respectively.68,69. bFrom the
geometry reported in ref 23.
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nitrogen-containing nucleobases and for the spectral signatures
of DOX in aqueous solution. Thus theoretical65,80,81,83 and
experimentally84−88 obtained absorption spectra can be found in
the literature for both environments. The main absorption band
around 480 nm has been attributed to a π→ π* transition,68,86

and some bathochromic and hypochromic effects are reported
to occur upon intercalation.86,89 Notwithstanding, it is difficult
to observe those shifts because there is a vibronic component
dominating the shape of the band.65 The three environments in
which we studied the absorption spectra of DOX are displayed in
Figure 1.
From a set of snapshots (like those shown in Figure 1), the

array of oscillator strengths obtained at their respective peak
positions yields stick spectra (see Figure 3) with a natural
broadening coming from the dynamical conformations of the
chromophore and from the arrangements of the different
molecules surrounding the system, that is, water molecules and
the DNA basis. Computed stick spectra in the whole range of
wavelengths are reported in Figure S1. It should be noted that
the intensities of the sticks match the hypochromic effect
reported to take place once the intercalation complex is formed.

Furthermore, considering that the quality of the results depends
on whether there is a convergence of the desired property, some
test computations on the UV−vis spectra of DOX in the more
complex environment were also performed with an increasing
number of snapshots extracted from theMD. Figure 4 shows the
convergence of the energy and intensity of the first electronic
transition with respect to the number of frames along with the
associated 99% confidence intervals. The convergence behavior
of the total spectra with respect to the number of frames is
reported in Figure S2.
In addition, we evaluated the effect that solute−solvent

nonelectrostatic interactions (neglected in the pure DFTB/FQ
method) might have on the absorption spectra by adding the
solute’s closest water molecules to the QM portion and treating
them with one of the DFTB Hamiltonians, whereas we
described the remaining solvent molecules by means of FQ.
This was done only for DOX in aqueous solution, and the
results, together with the average number of water molecules
(NQM) for each radius threshold (R), are reported in Table 2.
Clearly, the role of nonelectrostatic (mainly repulsion) effects is
minimal.

Figure 1. Three environments in which UV−vis spectra of doxorubicin were computed in this work. Left: Gas phase. Middle: Snapshot of the
molecular dynamics of solvated DOX. Right: Snapshot of the molecular dynamics of DOX intercalated into DNA and surrounded by water molecules.

Figure 2. Environments in which the UV−vis spectra of ubiquitin were computed in this work. Left: Gas-phase conformation by using the same
geometry reported in ref 23. Right: Snapshot of the molecular dynamics of solvated UBI is shown, which is treated with the QM/FQ approach.
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4.1.1. DFTB Model Hamiltonians. As mentioned previously,
we exploited two of the classic Slater−Koster-based DFTB
Hamiltonians, SCC-DFTB and DFTB3. The resulting DFTB/

FQ normalized absorption spectra obtained from the average of
∼180 structures of DOX in different environments are plotted in
Figure 5. Table 1 also contains the maximum absorption
energies, as obtained from the averaged spectra for both DFTB
schemes and for all of the DOX environments under study.
Interestingly, both DFTB Hamiltonians offer a similar
description of the absorption spectra and the main band
attributed to the π → π* transition of the anthracycline
chromophore. It should be emphasized that regardless of the
DFTB model Hamiltonian and regardless of the environment,
the HOMO and LUMO are, for the most part, the orbitals
involved in the lowest energy transition. They are graphically
depicted in Figure 6 along with other molecular orbitals
belonging mainly to the rings of the DOX structure. These
results are in line with those obtained by Olszoẃka et al.,65 who
reported a single HOMO→ LUMO transition to be responsible
for the appearance of the main band in the absorption spectra.

Figure 3. Stick spectra of doxorubicin in vacuo (red line), in water (blue line), and in DNA (green line) performed with different choices of the DFTB
Hamiltonian.

Figure 4. Convergence test for the absorption spectra of the tertiary
DOX/water/DNA system. The position of the first excitation energy
(top panel, red line) and the associated intensity (bottom panel, blue
line) calculated with SCC-DFTB and DFTB3 model are reported. As a
measure of the convergence, the 99% confidence intervals are reported.

Table 2. Dependence of the Maximum Absorption Energies
of Solvated DOX on the Size of the QM Shella

R (Å) NQM ΔVEESCC (eV) ΔVEEDFTB3 (eV)

1 0 0.00 0.00
2 10 0.01 0.01
3 47 0.01 0.01
4 85 0.02 0.01
5 126 0.02 0.01
6 180 0.03 0.02

aΔVEE is the energy difference with the maximum absorption
calculated at QM/FQ level. NQM is the average number of water
molecules treated in the QM portion.
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As can be seen in Figure 5, the main environment effect is the
red shift of the main band moving from the gas phase to water
and water/DNA solutions. Overall, TD-DFTB/FQ reproduces
the general shape of other published electronic absorption
spectra,81 although the main band is red-shifted by ∼0.2 eV
when compared with the experimental maximum absorption
energy of solvated DOX. Discrepancies between calculated and
experimental results have already been reported for such systems
and moderately corrected by using the vertical gradient (VG) or
adiabatic Hessian (AH) approaches to vibronically resolve the
spectra.65 Also, as is reported in a recent paper,90 it would be
beneficial to consider different DOX tautomers to obtain a full
description of the absorption spectra.
Going from water to water/DNA, there are just slight

differences in the vertical excitation energies with both
Hamiltonians; however, the spectral profile does exhibit some
changes, including a broader main band when DOX is
intercalated into DNA and also a different spectral shape at
higher energies where the nucleotides are also involved in the
electronic transitions. To understand the root causes of these
differences in the spectra, especially in the main peak, we have
plotted in Figure 7 the molecular orbitals that play a pivotal role
in that particular excitation. By analysis and comparison of these
orbitals with those displayed in Figure 6, it becomes clear that
the aromatic rings of the DOX’s nearest nucleotides are also
participating in the transitions, although the majority of them
include the anthraquinone rings (the portion that intercalates
between two BPs of dsDNA) and the anchor domains of DOX,
where the latter are responsible for stabilizing the DOX−DNA
complex via hydrogen bonds with DNA bases. It is worth noting
at this point that the HOMO of the ternary DOX/water/DNA
system is not localized in the DOXmolecule, unlike the situation
in which DOX is in the aqueous solution environment.
4.1.2. Vertical Excitation Energy Dependence on the Size of

the DFTB Shell. As shown in Figure 8, spectra obtained by
varying the number of water molecules in the DFTB layer (QM/
QMw/FQ) do not substantially differ each other, which is also

confirmed by the data reported in Table 2, whereΔVEE, that is,
the difference in vertical excitation energy (VEE), does not
exceed 0.03 eV when compared with the QM/FQ result. It can
therefore be argued that regardless of the Hamiltonian choice,
the inclusion of the solvent does not play a pivotal role in the
description of the bright π → π* transition of solvated DOX;
however, the spectral profiles look dissimilar at shorter
wavelengths, with a more pronounced contrast in the SCC case.

4.1.3. Intensity Selection Thresholds. Figure 9 shows TD-
DFTB calculated absorption spectra of DOX in the gas phase
and in aqueous solution, obtained with intensity selection at
different oscillator strength thresholds. It should be noticed that
the reduced computational cost of the intensity-selected TD-
DFTB leads to a loss in accuracy because there is a blue shift of
the main band for larger thresholds. (See, for instance, f > 0.1
and f > 0.01.) Nevertheless, when a filter smaller than 0.001 is
used, it is evident that the truncation of the basis in oscillator
strength has a relatively small effect on the absorption spectrum.
In fact, the relative intensities, number of peaks, and peak
positions are kept, and the spectrum is practically unaltered
compared with the nonfilter case, which is valid for both
Hamiltonians. These findings indicate that a large part of the
basis has a minor contribution to the spectra, as already reported
for the simulation of the absorption spectra of C60 fullerene,
Ir(ppy)3, and UBI.23

4.2. Ubiquitin. UBI is a 76-amino acid polypeptide (1231
atoms) with diverse roles, mainly oriented to help in the
regulation of the processes of other proteins in the body.91−94

This small protein has been considered as a universal constituent
of living cells.95 Structurally speaking, UBI contains important
chromophores like tyrosine and phenylalanine, with the former
presenting higher absorbance. As amatter of fact, UBI has served
as a model protein to study the sensitivity of UV−visible
spectroscopy to environmental factors.69,96

DFTB/FQ is challenged in this section to compute the UV−
vis absorption spectra of UBI in aqueous solution. The entire
protein has been treated at the DFTB level, whereas water

Figure 5. Absorption spectra of doxorubicin in vacuo (red line), in water (blue line), and in a water/DNA mix (green line) performed with different
choices of theDFTBHamiltonian. Experimental excitation energies from refs 68 and 86 in water and in water/DNAmix are reported with dashed lines.
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molecules are described by means of the FQ force field. Two
major features are visible in the UBI experimental spectra in
solution and in the gas phase, as reported by Bellina et al.:69 (i) a
broad band centered around 275−280 nm and (ii) an intense
response at high energy with an onset at 250 nm. Indeed, it has
been found that aromatic amino acids and proteins absorb UV
light and show two main bands in UV−vis spectra, one centered
on 280 nm that is the result of absorbance by the aromatic ring
portion of their structure and a second one at lower wavelengths,
which stems from the absorbance of peptide and carboxylic acid
moieties. Because of this, it is not surprising that for UBI, a
polypeptide containing tyrosine, the same bands are found. In
particular, when Tyr is in aqueous solution, absorption maxima
appear at ∼220 (higher absorbance) and 275 nm;97−99 some
authors have postulated that the two bands are probably arising
from two well-separated π → π* transitions.100,101

The influence of the environment on the absorption spectra of
the UBI protein has already been demonstrated.96 This effect
can also be observed in Figure 10, which shows the spectra in the
gas phase and in aqueous solution and a comparison between the
results coming from the two model Hamiltonians. Such spectra
have been obtained through a Gaussian convolution of the TD-
DFTB excitations using an fwhm value of 0.2 eV. As a reference,

the computed stick spectra of UBI in the gas phase and in
aqueous solution over the entire spectral range are reported in
Figure S3.
It can be observed that both SCC and DFTB3 yield the same

spectral shape in the case of solvated UBI, whereas a different
behavior is observed in the gas phase. Such discrepancies may be
attributed to different parametrizations exploited in the two
approaches.102 Additionally, the presence of water has a tiny but
non-negligible effect on the absorption spectra, overall red-
shifting the main peaks that appear in gas phase spectra. The
same calculations have also been performed by employing the
nonpolarizable TIP3P force field to describe water molecules.
(See Figure S4.) Absorption band maxima of UBI are also
summarized in Table 1. To assign the transitions in the full
protein, we applied a filter on the strongest oscillator strengths in
the region of the maximum absorbance, and we quantified the
contribution of single orbital transitions, thus identifying the
leading contributing molecular orbitals and the part of the
protein where they were situated. As has been indicated above,
the band centered around 280 nm can be assigned to a π→ π*
excitation, and even though orbitals from very distinct residues
can participate in the transitions, the predominant ones are
localized on the aromatic tyrosine and phenylalanine

Figure 6. Most relevant MOs involved in the solvated doxorubicin absorption spectrum. For visualization purposes, virtual orbitals are depicted in
different colors.
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chromophores, with tyrosine being responsible for most of the
absorbance. A more in-depth analysis indicates that frontier
molecular orbitals (HOMO, HOMO−1, LUMO, and LUMO
+1) in the extended tyrosine residue resemble those involved in
the absorption band at 280 nm of the UBI protein. The
considered orbitals are presented in Figure 11 and are
responsible for 90% of the state, having the greatest oscillator
strengths in the region of the π → π* excitation.
Wemove on to compare our results with experimental data on

spectral shifts going from solution to the gas phase. It was
previously determined that the π→ π* band in the gas phase is
red-shifted as compared with the absorption in solution.69 In
addition, it is known that tyrosine is located at the surface of the
protein103 and thus has a strong effect on the environment, and
the addition of water is also anticipated to cause a red shift of the
tyrosine absorption spectrum.104 In this context, it should be
noted that although our results are in agreement with these
observations, the experimental final shift is not fully reliable due
to the fact that UV gas-phase spectra were measured for the
isolated deprotonated protein and UBI can change its
conformation going from the gas phase to solution.69

Finally, we remark that it is necessary to ensure the analysis to
be performed on final converged spectra. Inspection of UBI
spectra in aqueous solution, as obtained by averaging out a

varying number of frames (Figure 12), reveals that increasing the
number of frames has no impact on the final band shape; in fact,
a sampling of 50 frames is sufficient to achieve convergence, with
no missing features appearing in the spectra. Lastly, if single
orbital transitions with an oscillator strength smaller than 0.001
are removed (results not shown here), then the spectra do not
change, and as expected, the computational effort decreases.

5. SUMMARY, CONCLUSIONS, AND FUTURE
PERSPECTIVES

We have presented a novel polarizable QM/MM approach
where DFTB is coupled to the polarizable FQ force field. The
model, which has been extended to TD-DFTB linear response,
permits us to treat large systems in the condensed phase thanks
to the favorable scaling of DFTB as compared with standard
DFT and other ab initio methods. DFTB/FQ has been applied
to the simulation of the electronic absorption spectra of DOX
andUBI in different environments, showing that the inclusion of
the FQ layer strongly affects spectral shapes and accounts for
changes in both peaks’ positions and relative intensities when
going from the gas phase to condensed phase.
The low computational cost of DFTB has allowed for a

detailed analysis of the role of nonelectrostatic effects in the case
of DOX in aqueous solution. In particular, the size of the DFTB

Figure 7. Most relevant MOs involved in the doxorubicin absorption spectrum when intercalated into DNA (represented by cyan sticks). (a−d)
Occupied orbitals. (e) LUMO orbital. For visualization purposes, virtual orbitals are depicted in different colors.
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portion has been varied by adding up a limited number of water
molecules, showing that the DOX electronic response is almost
unaffected by increasing the radius of the DFTB portion above 4
Å. This confirms the short-range nature of the nonelectrostatic
interactions that are naturally included within the DFTB portion

and that are dominated by Pauli repulsion. In addition, we show
that by selecting the most intense spectral bands only, the
accuracy of computed spectra is not particularly affected;
however, the computational time of TD-DFTB/FQ calculations
is substantially reduced. DOX and UBI spectral profiles have

Figure 8. TD-DFTB/FQ absorption spectra of doxorubicin in water, varying the size of the QM portion and using two different DFTB Hamiltonians.
The radius of the DFTB shell is reported in the key.

Figure 9. TD-DFTB and TD-DFTB/FQ absorption spectra of doxorubicin in vacuo (left panel) and in water (right panel) performed with different
choices of the DFTBHamiltonian and changing the intensity-selection thresholds for the single-orbital transitions basis. N.F. stands for no filter or that
all single orbital transitions were considered.
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been obtained by taking into account solute and solvent
dynamics; the phase-space sampling and the consequent
configurational variability in both solute and solvent moieties
have brought up natural broadening in absorption bands, which
is directly obtained from the signals arising on the different
snapshots extracted from MD simulations.
Finally, the results reported in this work show that the

combination of DFTB and FQ permits us to model absorption
spectra of large molecules embedded in complex environments
at a low computational cost and in nice agreement with
experimental data. This opens up the opportunity to explore

more challenging spectroscopies in different environments. In
fact, DFTB/FQ (similarly to other QM/polarizable MM
approaches) can simulate molecular properties in any kind of
complex environment, pending appropriate parametrization.
To validate the accuracy of DFTB/FQ to describe

solvatochromic effects, we have also computed vertical
excitation energies at the TD-DFT/FQ level (see Table S2),
in line with the preliminary calculations of some of the present
authors.80,81,105 DFTB/FQ and TD-DFT/FQ values are very
similar, thus demonstrating that DFTB/FQ gives a correct
description, from both a qualitative and quantitative point of

Figure 10. Comparison between calculated absorption spectra of UBI in the gas phase and aqueous solution, as obtained with different DFTB model
Hamiltonians. The experimental data of UBI in the gas phase from ref 69 are reported with green blocks representing the experimental range of the two
main absorption bands.

Figure 11. Left panel: Chromophores tyrosine (framed in black) and phenylalanine, which are the dominant sources of the UBI protein absorbance.
Right panel: Molecular orbitals of extended Tyr mainly involved in the transitions. (See the text.) Extended Tyr means that in the calculations, the
residue was capped with N-terminal acetyl and C-terminal N-Me amide capping groups to preserve the peptide bonds inside the protein. For
visualization purposes, virtual orbitals are depicted in different colors.
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view, for our systems. However, a more extended benchmark
analysis on several systems would be required to finally validate
the accuracy of the approach, as solvatochromic effects are
strongly dependent on both the system and the nature of the
excitation.
Improvement in the numerical performance of DFTB/FQ

can be achieved by reparametrizing the FQ force field for DFTB
calculations for both aqueous and nonaqueous solutions, in line
with previous studies of some of the present authors.46,106 Also,
the description of the environment can be refined by adding
polarizable dipole moments on MM atoms, such as in the
recently developed FQFμ approach, which appropriately
simulated anisotropic solvent effects.35,37 In addition, in this
Article, we have fully relied on a purely electrostatic model.
Although electrostatics often dominates solvation effects, we
have recently shown that nonelectrostatic interactions, in
particular, Pauli repulsion, may strongly affect computed
molecular properties.107 Such terms can be included in the
DFTB/FQ approach by following recent works of our
group.48,107
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Abstract

UV-Resonance Raman (RR) spectroscopy is a valuable tool to study the binding

of drugs to biomolecular receptors. The extraction of information at the molecular

level from experimental RR spectra is made much easier and more complete thanks to

the use of computational approaches, specifically tuned to deal with the complexity of

the supramolecular system. In this paper we propose a protocol to simulate RR spec-

tra of complex systems at different levels of sophistication, by exploiting a Quantum

Mechanics/Molecular Mechanics (QM/MM) approach. The approach is challenged to

investigate RR spectra of a widely used chemotherapy drug, Doxorubicin (DOX) in-

tercalated into a DNA double strand. The computed results show a good agreement

with experimental data, thus confirming the reliability of the computational protocol.
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1 Introduction

UV- Resonance Raman (RR) spectroscopy is among the most powerful techniques used

to investigate biological systems.1 RR spectroscopy exploits the fact that during Raman

measurements the incident frequency is tuned into an electronic absorption band, enhancing

selected vibrational modes.2 RR offers a unique selectivity as well as a high sensitivity to

experimentally detect even traces of compounds, and thus it finds analytical applications in

agriculture, life sciences, explosive detection, art, archaeology, and forensics, with additional

current research in carbon nanotubes.3 The key ingredient in the simulation of RR spectra of

isolated systems is the transition polarizability tensor,4–7 which can be obtained by exploiting

a variety of approaches.8–22

When the system under investigation is in solution, the complexity of modeling increases

and Quantum Mechanics/Molecular Mechanics (QM/MM) methods have been proven to

be particularly successful, thanks to robust computational protocols developed in recent

years.23–26 Furthermore, in such systems, the partitioning between the QM and MM portions

is generally straightforward because no covalent boundary exists between the solute and the

solvent. Evidently, if the complexity of the system further increases (e.g. in the case of

heterogeneous systems), the existing protocols for isolated or even solvated molecules must

be adapted so that the new features can be properly considered in a physically-consistent

way.

In this work, we extend a computational protocol, recently developed by us, which has

been established as the state-of-the-art for the simulation of RR26–28 and other diverse spec-

tral signals in aqueous solutions, to target molecules embedded in biological matrices. The

protocol involves a series of steps that start with a configurational sampling and from this, a

number of structures are retrieved and used in subsequent quantum-classical calculations.23,25

For systems in solution, basically, all kinds of spectroscopies have been covered in recently

reported protocols23,29,30 but when it comes to complex environments such as proteins, DNA,
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and membranes, simulations usually focus on purely electronic spectroscopies.31,32

Given the combined electronic-vibrational nature of the RR signal, computing the prop-

erty in a complex environment requires that the effects arising from electronic and vibrational

parts be coherently inserted into the model. Accordingly, electronic transitions, normal

modes, and polarizabilities are all ingredients that are influenced by the environment.

Indeed, the computational cost associated with the calculation of the vibrational re-

sponses of a complex system, such as a biological matrix, can be prohibitive. This is due to

the fact that treating large systems implies including hundreds of vibrations in the calcula-

tion of the final spectra. Also, it is worth pointing out that, in order to obtain a reliable

spectroscopic signal, the configurational phase-space of the target-environment system needs

to be adequately sampled. This is usually done by resorting to a set of uncorrelated snap-

shots extracted from Molecular Dynamics (MD) simulations. However, when dealing with

large, complex systems, this means that the vibrational analysis needs to be performed on

each configuration, thus further increasing the computational complexity.

Here, we propose a series of strategies to compute the normal modes aiming at circum-

venting this problem. We apply the resulting protocol to Doxorubicin (DOX, trade name

Adriamycin) intercalated into DNA. DOX is part of the anthracycline anticancer group and

it has been claimed that this drug binds with DNA via an intercalation mechanism.33,34 Fig-

ure 1 displays an intercalation complex between DOX and DNA. Drug–DNA complexes have

been computationally studied and some works35–47 are listed in Table S1 in the Supporting

Information (SI).

Spectroscopy, and RR in particular, has been crucial for studying DOX in various envi-

ronments, including DNA. Table S2 in the SI reports important contributions with a variety

of techniques.48–62 Indeed, many authors have pointed out spectroscopic consequences upon

intercalation in the cases of absorption, fluorescence, Raman, and remarkably RR spec-

tra.51,56

The manuscript is organized as follows: first, the methodology and a hierarchy of methods
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Figure 1: Graphical representation of doxorubicin bound to a d(CGATCG) sequence of DNA

to compute RR in complex environments are described along with computational details.

Then, the different approaches are validated for the DOX/DNA systems or DOX dissolved

in aqueous solution, by comparison with experimental results. Finally, conclusions and

perspectives are drawn.

2 Methods

2.1 Computational protocol

In order to calculate the RR spectra of DOX dissolved in water and intercalated into DNA, we

adapt an established approach proposed for aqueous solutions.23,25 The protocol we propose

is depicted step-by-step in Figure 2. A two-layer QM/MM system is defined for DOX (QM)

in water (MM), whereas for the presence of DNA, we consider DOX as the target system
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(QM) and DNA/Water as the environment (MM) unless otherwise stated. To sample the

phase-space, we run a classical MD simulation for DOX in water using the same atom types

and restrained electrostatic potential (RESP)-derived atomic charges as in Ref. 44. For the

1:1 DOX/DNA complex, we take the trajectories reported by Jawad et al. 44 : we select the

sequence M3 d(CGATCG) because it is one of the strongest binding hexameric sequences of

DOX after running Binding Free Energy (BFE) calculations by using MM-PBSA or MM-

GBSA methods which gave BFE values of -12.74 and -9.10 kcal/mol, respectively.44 From

MD runs, 150 and 200 uncorrelated snapshots are taken for DOX/Water (one every 40 ps)

and DOX/DNA/Water (one every 30 ps), respectively. Such snapshots contain free DOX

or the intercalated DOX–DNA complex with surrounding water molecules within a cutoff

distance of 18 and 8 Å, respectively (a selected snapshot is shown in the inset of Figure 2). To

reduce the computational cost, clustering analysis of the MD runs is performed by following

the methodology proposed in Ref. 63. 10 and 6 structural families are identified from the

trajectories in water and in DNA respectively. Finally, on the representative structures,

we computed RR spectra at the QM/MM level by resorting to both electrostatic (EE)64,65

and polarizable embedding (PE) schemes,23,25,66 the latter based on the fluctuating charges

(FQ) force field.67 In particular, while in EE fixed charges are assigned to MM atoms68

(equal to those used in the MD runs), in FQ the charges may vary as a consequence of

the interaction with the QM density (and vice-versa), thus introducing a mutual target-

embedding polarization. Notice that in QM/FQ calculations, the QM region consists of the

couple DOX/DNA, and the FQ region comprises all water molecules (described by using the

parameters of Ref. 69). This combination will be referred to as QM/QMDNA/FQ in what

follows.

RR spectra are calculated by resorting to a short-time dynamics approximation. RR in-

tensities are directly computed from the geometrical derivatives of the frequency-dependent

polarizability with respect to the normal coordinates.18–21 The main advantage of that strat-

egy is that all the electronic states are included in the polarizability, being also well-suited
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Figure 2: Flowchart of the protocol proposed in this work to model RR spectra of complex
systems.

for dealing with large molecules or small molecules in complex environments.18,22 We inves-

tigate different strategies to obtain DOX normal modes, by considering the variants listed

in Table 1 and explained in the following paragraphs.

Table 1: Inventory of the different approaches employed in the calculation of normal modes.
Normal modes serve to perform subsequent displacements and final calculations of the po-
larizability derivatives. See the text for a detailed explanation.

Snapshots QM/EE QM/FQ
A0 PHVA A1 A2 A0 PHVA A1

W
at

er 150 ✓
10 ✓ ✓ ✓ ✓ ✓ ✓ ✓

D
N

A 200 ✓
6 ✓ ✓ ✓ ✓ ✓ ✓ ✓

2.2 Strategies to obtain normal modes

To explore the effect of the quality of the normal modes on the final RR spectra, we system-

atically increase the level of sophistication in their acquisition. For this purpose, we try four

7



approaches.

2.2.1 The roughest approximation, A0

DOX normal modes are computed for each snapshot extracted from the MD simulation,

without performing any optimization of the target system. In this way, DOX conformations

are preserved in the complex, however, at the QM/MM level, DOX will not generally lie

in its energy minimum. Although this approximation might be rather crude, it can give

an initial insight into the vibrational spectral shape if the actual DOX geometry is not too

different from the equilibrium one.

2.2.2 Partial Hessian Vibrational Approach, PHVA

Prior to the calculation of the normal modes, for each representative structure, DOX geom-

etry is optimized by keeping water molecules or water and DNA base pairs (BPs) frozen in

each reduced-size snapshot. This is consistent with the Partial Hessian Vibrational Approach

(PHVA),70–72 and DOX vibrational degrees of freedom are separated from those of the en-

vironment. Notably, this method preserves the environment in the configurations collected

from MD simulations.

2.2.3 Transformation (Rotation) Matrix, A1

DOX normal modes are calculated on a reference structure optimized by using the Conductor

Screening Model (COSMO)73 to describe environmental effects. The dielectric constants for

water and DNA given in Ref. 74 are used. The two geometries, i.e. the one of the reference

DOX and the “distorted” DOX in each frame can be related to each other by means of

a fitting (superimposing) procedure that uses rotations and translations transformations

in order to minimize the root-mean-squared-deviation (RMSD) between the two lists of

coordinates. Following that idea, for each frame, we construct a 3×3 transformation matrix

providing the best alignment between DOX isolated optimized structure and DOX geometry
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in the snapshot. To obtain the matrices, we use the superpose3d GitHub Repository75 that

implements the method outlined in Ref 76. Finally, the obtained transformation matrix

is applied to the normal modes of the isolated optimized DOX to project them onto the

extracted MD frame. The A1 strategy is tested on MD representative structures only.

2.2.4 Modification of the Adiabatic-Molecular Dynamics Generalized Vertical

Hessian Ad-MD—gVH Approach, A2

It is an adaptation of the recently proposed mixed quantum-classical approach for the com-

putation of electronic spectra of molecules characterized by a set of stiff (harmonic) modes

and one or few internal large-amplitude (soft) motions.77 For each MD snapshot, we take

the reduced-dimensionality Hessian resulting from projecting out the soft coordinates from

the ground state Hessian. This results in a new set of frequencies and normal modes, over

which we later perform the corresponding displacements. The definition of flexible coordi-

nates for DOX can be found in Section S3 in the SI. To obtain the reduced Hessian, we use

the FCclasses code,78 version 3.0.

All calculations are conducted by using a modified version of the Amsterdam Modeling

Suite (AMS), release 2020.202.79 In all cases, optimization (when it applies) and normal

modes of DOX are calculated at the DFTB3 level, using the 3ob-3-1 parameter set.80 Such

normal modes are improved using the Mode refinement option81 implemented in AMS. RR

intensities are calculated via complex polarizability derivatives18 at the B3LYP/DZP level

with an incident frequency of 2.56 eV or 2.49 eV (477 nm or 497 nm) and a lifetime of

500 cm−1. To compute the polarizability derivatives, the components of the polarizability

tensor are obtained for two structures that have been displaced by 0.001 a.u. in two different

directions along a vibrational mode. Details of the equations employed to compute cross-

sections are described in Section S4 of the SI. Excitation wavelengths for RR are chosen

based on DFTB/FQ UV-Vis spectra already reported by some of us.46 Simulated spectra
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are generated by convoluting RR peaks with a Lorentzian band shape with a half-width-

at-the-half-maximum of 10 cm−1. To obtain the final RR spectra, the resulting individual

spectra are averaged. Persistence percentages (i.e the number of times each structure is

sampled along the MD) are employed in the averaging process for those cases using only

representative structures.

3 Results

3.1 MD results and choice of the representative structures

Figure 3: Percentage of frames exhibiting a similar conformation during MD simulations of
DOX in water and of DOX intercalated into DNA (Model M3 shown in Figure 1). Differences
in geometries for the most sampled conformers are also included as a superimposition.

DOX features three functional domains,82 namely, the anthraquinone rings, the anchor,

and the daunosamine region which contains an amino sugar group. During MD simula-

tions, the stabilization of the drug via persistent intramolecular HBs between hydroxyl and

carbonyl groups in the anthraquinone portion is common in both environments. However,

the specificity and energetics of drug–DNA and drug-solvent interactions lead to different

scenarios. For the complex formed between DOX and its target, the DNA conformational

changes as well as the hydrogen bonding have already been analyzed in previous work.44

Summarizing the principal remarks, five HBs between DOX and the chosen DNA sequence
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are found, namely, two between the O12 (that linked to the ring D as an –OH group, see

Figure 3 left) with H atoms bonded to N atoms of the Guanine 8 (G8) and three between

the H–N+ in the amino sugar and oxygen atoms of the Cytosine 5 (C5) and Thymine 4

(T4). Some of them are highly preserved throughout the simulation. As for DOX in aque-

ous solution, as a general rule, solute-solvent interactions are dictated by contacts involving

O–H and C=O groups with hydrogen and oxygen atoms of the water molecules, in line with

previous studies.83,84

DOX has many nuclear degrees of freedom and therefore a tremendous conformational

diversity. Histograms of the RMSD calculated for each combination of DOX structures in

the simulation (see Figure S2 in the SI) illustrate the flexibility of the DOX moiety along the

entire trajectories. It can be seen that there is a wider distribution when DOX is free to move

in solution. To group together a few conformers, we resort to a clustering methodology.63

Figure 3 shows the predominant DOX conformers sampled during both MD simulations.

The number of found clusters is 10 (solution) and 6 (DNA), supporting the fact that larger

conformational freedom is present for solvated DOX. By looking at the cluster size we see

that there is a predominance of two representative isomers, which are expected to contribute

more to the calculated property. From the visual inspection of the conformations, it is clear

that the anchor domain (glycolaldehyde) and the daunosamine region are the most flexible

parts of the system. By observing the superimposition of the structures, the deformation of

the last ring is readily appreciable. To apply the strategies explained in the methodology

section, we use these sets of conformers. In the PHVA case, those geometries are energy

minimized, which primarily changes the values of the dihedral angles involving the external

OH groups.

3.2 RR spectra of DOX in Water and in DNA

Choice of incident frequency: The first necessary step when calculating RR is to set

the incident wavelength to irradiate the sample. Early experimental UV-Vis of DOX in
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water place the first electronic transition of the molecule at 480 nm (20800 cm−1)48 (477

nm in Ref. 49) assigned to a π → π∗ transition of the quinonoid compound.49 According

to Angeloni et al. 51 a bathochromic shift (≈10 nm) and a hypochromic effect are observed

upon complexation with DNA. Computations by Egidi et al. 85 reveal that the firsts excited

states have a strong charge transfer character involving HOMO → LUMO and HOMO-

1 → LUMO transitions. Those molecular orbitals are all localized on the anthraquinone

moiety.86–88 Using CAM-B3LYP and QM/FQ, the vertical excitation energy for solvated

DOX is reported to be 431 nm in Ref. 84. From simulations using DFTB/FQ there are

some shifts in the calculated spectra with respect to the experimental ones.46 By using an

electrostatic embedding to treat the environment (see also Figure S3 in the SI) the absorption

maximum of DOX intercalated in DNA lies at 497 nm and at 477 nm for DOX in water

(B3LYP/DZP level of theory). To correctly reproduce the experimental conditions, we use

shifted excitations as incident wavelengths in the simulation of the RR spectra.16

Analysis of the spectra: Figure 4 compares simulated QM/EE RR spectra for DOX in

water and for DOX-DNA solution together with the experimental reports by Angeloni et al. 51

(in the 1000-2000 cm−1 region). Assignments of the major bands are given inside Figure 4a),

and can also be found in Refs. 57,59. QM/EE RR spectra are computed by using the whole

set of extracted snapshots (200 and 150 frames for aqueous and DNA solutions, respectively)

and the representative structures provided by the clustering algorithm (10 and 6 frames for

aqueous and DNA solutions, respectively). Although for DOX in water remarkable intensity

changes are expected moving from pre-resonance to resonance conditions,49 we point out

that we are not interested in simulating enhancement factors, but in constructing a reliable

computational tool to model RR spectra and examine the spectral changes when varying

the environment.

RR of DOX is dominated by normal modes associated to the condensed aromatic rings,

together with the typical signals of hydroxyanthraquinones.48,49,59,60 The key point in those

findings is that the vibrations of the aromatic ring modes (rings A, B, and C, see right
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Figure 4: a) Experimental51 Resonance Raman spectra of DOX in a DNA solution (top) and
in water (bottom). b) Computed QM/MM EE Resonance Raman spectra after applying the
approach A0 to displace geometries along the normal modes. RR intensities are calculated
through complex polarizability derivatives using a damping factor of 500 cm−1. A Lorentzian
broadening with an FWHM = 20 cm−1 is used. QM level: B3LYP/DZP. All spectra are
scaled such that the maximum intensity is unity.

panel of Figure 3) are coupled with the π → π∗ electronic transition, therefore, it is not

surprising that these modes are enhanced in RR spectra. If we compare the two experimental

spectra in Figure 4a), we can see that there are some spectral perturbations suggesting a

direct interaction between the drug and DNA. At this point of the discussion, it is useful to

briefly summarize the effect of complexation on diverse spectroscopies as mentioned by some

authors: (1) besides bathochromic and hypochromic effects on absorption spectra mentioned

above and reported to occur upon the formation of the complex between DOX and DNA,

there is also a reduction of fluorescence51,56,89 (2) notable differences between RR spectra

of the drug and of the complex are observed in the ranges near 450 cm−1 (not shown here)

and 1400 cm−1. In particular, Angeloni et al. 51 indicates that the bands at 430 and 1420

cm−1, which are very weak for the pure drug, become prominent upon complexation. (3)

Yan et al. 56 report that interactions between DOX and DNA primarily perturb the phenolic

group and the π-system of the drug. Thus, from RR spectra it is apparent that once the
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chromophoric rings are intercalated between adjacent DNA BPs, the intensity of the band at

444 cm−1 decreases and turns into a poorly resolved shoulder at 437 cm−1 (not shown here),

accompanied by the splitting of the 1439 cm−1 band into two sub-bands at 1431 and 1449

cm−1 associated to the skeletal mode and the CCO stretching mode, respectively. Also, the

bands at 1210 and 1241 cm−1 shift to 1213 and 1243 cm−1, respectively. The latter band

becomes sharper and moderately stronger in comparison with the former. Findings from

Manfait et al. 50 , Smulevich et al. 57 support such variations. (4) Similar prominent spectral

changes in the same regions are claimed by Smulevich and Feis 53 on the basis of SERS

experiments.

Spectra obtained with the EE and A0 schemes: Moving to QM/MM EE spectra

presented in Figure 4b) and computed under the cheapest approach, A0, i.e. without opti-

mizing the geometries extracted from MD trajectories, we see that for the intercalated DOX,

position and shape of most Resonance Raman bands are in reasonably good agreement with

the experimental observations. In contrast, by comparing computed and experimental RR

spectra of aqueous DOX, it is clear that there are very diverse relative intensities and some

important bands, as those associated with δOH (experimentally at around 1215 and 1245

cm−1), are completely absent in simulated spectra. This is probably due to the occurrence

of imaginary frequencies in both stiff and soft normal modes involving the OH group, which

originate from the fact that the structures have not been reoptimized within the A0 approx-

imation. Imaginary frequencies also appear in the complex with DNA, although in a smaller

number (15 vs 3 on average as reported in Figure S4 of the SI): interestingly, this is related

to the aforementioned rigidity of the structure when DOX is sandwiched within the DNA

via stacking interactions. Furthermore, the out-of-equilibrium conditions yield a strong shift

of the νC=O and ring stretching bands, which are wrongly predicted above 1800 cm−1. This

again indicates the inappropriateness and unsuitability of the A0 method. It can be finally

noticed that RR spectra simulated by using the whole set of snapshots and the representative

clustered ones are almost superimposable for DOX in water, while for DOX/DNA complex

14



some discrepancies, mainly related to relative intensities, are reported. Nevertheless, the

main features of RR spectra are reproduced, and the discrepancies are reduced if DNA is

included in the QM region in the QM/QMDNA/FQ modeling (see also Figures S5 and S6 in

the SI).
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Figure 5: RR spectra of DOX in water and intercalated into DNA. RR intensities are
calculated through complex polarizability derivatives using a damping factor of 500 cm−1.
Results from a) PHVA and b) A1 approaches are shown, see text. A Lorentzian broadening
with an FWHM = 20 cm−1 is used. QM level: B3LYP/DZP. All spectra are scaled such
that the maximum intensity is unity. Experimental RR spectra from Ref. 51 are given as
inset.

Spectra obtained with the PHVA scheme: We now move to comment on the results

obtained by applying the PHVA method to the representative structures, i.e., optimizing the

solute in every MD snapshot while freezing the rest of the nuclear coordinates (see Figure

5a). We recall here that when the polarizable FQ scheme is used for the DNA solution, DNA

is also included in the QM region, but only the DOX moiety is optimized (QM/QMDNA/FQ

in Figure 5). Remarkably, PHVA provides a better agreement with the experimental spectra

than that found with the A0 approach. Overall, computed frequencies well reflect experimen-

tal values, while peaks’ relative intensities exhibit appreciable discrepancies. For instance,
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the δOH twofold band appears as a single signal accompanied by a shoulder in the computed

spectra in water. Furthermore, the broadband measured at about 1600 cm-1 is barely visible

in DNA. This is due to the fact that the ring stretching modes at 1575 and 1588 cm−1 mix

to the modes belonging to the 1400-1500 cm−1 region, which are assigned to νC=C + νC−C

vibrations. As a matter of fact, a well-documented slight impact of the drug:DNA ratio53

has been reported for such bands and for the νC=O···H (hydrogen-bonded) vibration,49,57,59

which is experimentally visible at around 1644 cm−1 (simulated at 1680 cm−1).

Spectra obtained with the A1 scheme: In order to preserve the effects coming

from the environment, RR spectra of DOX in water and DNA are computed by using the

A1 scheme, which consists in taking the normal modes of one of the lowest energy DOX

conformations and applying a rotation matrix (generated from an alignment procedure)

to adjust them to the DOX actual geometry in each snapshot. Clearly, this procedure is

much cheaper than PHVA, because a single geometry optimization is required. RR spectra

computed for the representative structures are presented in Figure 5b. It can be observed that

A1 spectra are especially similar to PHVA ones (see previous section), and are also in good

agreement with the experiments. Only moderate differences in the position and shape of some

bands are reported as compared to PHVA RR spectra (see also Figure 5a). As an example,

the bands associated to the νC−C + νC−O modes (∼ 1330 cm−1) are enhanced. However, few

mismatches in relative intensities are still present, particularly for the most intense peaks,

as the δOH, of which the intensity is significantly underestimated by A1 calculations.

As observed in Figure 5, for both approaches, namely PHVA and A1, RR spectra of

the DOX-DNA complex are very similar to those calculated in solution. However, some

substantial differences can be appreciated: the band at 1245 cm−1 is more enhanced for the

DOX-DNA system, and a noticeable splitting of the band at 1441 cm−1 is observed. Such

findings perfectly reproduce experimental features. Indeed, such bands are related to the

two DOX C=O· · ·H–O groups, which are reported53 to be involved in the interaction with

DNA.
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By comparing DOX RR spectra computed by using QM/EE and QM/FQ embedding

schemes, it is possible to observe the marginal effects of mutual polarization. The same

holds valid for the inclusion of the DNA in the QM region (QM/QMDNA/FQ), highlighting

the fact that non-electrostatic interactions between DOX and the DNA basis pairs also play

a minor role as compare to electrostatics.

Spectra obtained with the A2 scheme: The last approach which is proposed is based

on a modified version of the Ad-MD—gVH approach,77 which has originally been designed as

a general method for computing electronic spectra of flexible dyes in explicit environments.

As explained above, in our adaptation, the DOX Hessian matrix has been constructed by

removing all the soft coordinates, which involve the methyl and NH+
3 torsions as well as

the CCOH dihedral angle, the latter belonging to the DOX glycolaldehyde portion. We re-

mark that this choice is indeed arbitrary and has been conducted by selecting all the normal

modes that were involved in the computed imaginary frequencies. Figure 6 reports A2 RR

spectra for DOX in water and DNA, which are computed at the QM/EE level only due to

the observed similarities with more sophisticated approaches. In general, A2 frequencies well

resemble the experiments, outperforming the other methods (see Table S3 in the SI). Also,

all prominent spectral features are reproduced. This is due to the fact that the normal modes

that have been eliminated in the construction of the Hessian matrix, are not associated with

any enhanced peak in the selected region. Moreover, the DNA complexation basically alters

1400 – 1550 cm−1 spectral region, and it is also connected to a reduction in the intensity of

the νC=C and νC=O···H vibrations at 1587 and 1642 cm−1. From a comparison between A2

RR spectra and those obtained by resorting to A0, PHVA, and A1 approximations (see also

Figures S7, S8 in the SI), a small improvement is observed, regarding the enhancement of

the peaks at 1308 and 1345 cm−1, and the splitting of the peaks at 1215 and 1245 cm−1 in

the aqueous solution. On the other hand, differently from the other approximations, such

bands are mixed together when DOX interacts with DNA.
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Continuum modeling: For the sake of completeness, we report RR spectra of DOX

in water and DNA by describing environmental effects with an implicit, continuum descrip-

tion, as obtained by means of the COSMO model (see Figure S9 in the SI). As it has also

been reported in previous studies,74 a poor agreement with the experimental trends is ob-

tained, as can be noticed in the largely overestimated intensity of the peaks located in the

1300–1400 cm−1 region. This further demonstrates the benefit of our atomistic modeling of

the environment.
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Figure 6: RR spectra of DOX in water and intercalated into DNA. RR intensities are
calculated through complex polarizability derivatives using a damping factor of 500 cm−1.
Results from the A2 approach are shown, see text. A Lorentzian broadening with an FWHM
= 20 cm−1 is used. QM level: B3LYP/DZP. All spectra are scaled such that the maximum
intensity is unity. Experimental RR spectra from Ref. 51 are given as inset.
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4 Conclusions and Final Remarks

In this work, we have proposed and analyzed different computational protocols for modeling

RR spectra of Doxorubicin dissolved in aqueous solution and intercalated into DNA. The

models are based on a multiscale QM/MM approach, which possibly accounts for mutual

QM/MM polarization effects. RR spectra have been calculated by numerically differen-

tiating the frequency-dependent complex polarizability with respect to normal vibrational

coordinates. To correctly account for the configurational variability of the systems, several

snapshots from MD trajectories have been extracted and possibly classified into different

structural families based on the clustering analysis proposed in Ref. 63. RR spectra have

subsequently been calculated for representative snapshots of each group. To obtain nor-

mal modes and proceed with geometry displacement, four approaches have been tested: (i)

A0, i.e. the computationally cheapest, which involves the calculation of normal modes on

raw, unoptimized, structures –by definition configurations out of equilibrium– and that, as

expected, yields a poor reproduction of experimental values. (ii) Recalculating the nor-

mal modes from optimized DOX structures by applying the PHVA approach. This method

improves results with respect to A0; (iii) avoiding the recalculation of normal modes for

each snapshot by employing those of isolated DOX, and then using a linear transformation –

different from one snapshot to another– to project the modes onto the actual DOX structures

in each snapshot. This method yields computed values in good agreement with experimental

observations while preserving the effects of the environment. Lastly, (iv) by borrowing the

idea that flexible coordinates can be separated from stiff ones in each representative snap-

shot along the MD,77 normal modes are recomputed from a reduced dimensionality Hessian.

This last approach gives results in good agreement with experimental findings, but requires a

prescreening procedure to analyze the occurrence of imaginary frequencies and to determine

whether they can be reduced by moving such soft coordinates to what Cerezo et al. 77 called

the “classical set”. Indeed, the results reported in this paper show that reliable RR spectra
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of doxorubicin in complex environments, treated atomistically, are obtained, in satisfactory

agreement with experimental data. To conclude, it is amply documented that the specific

DNA sequence plays an important role in the binding of a ligand to DNA strands. In that

respect, the proposed methodology is general enough to treat different sequences and types

of DNA binders, which opens up the possibility of computationally screening different drug

candidates for any selected binding site. Finally, for large systems such as the one analyzed

in this work, it would be interesting to compare in future studies our RR results with data

computed with full vibronic approaches, such as those that have been proposed by some of

us for simplest cases.9,16

Data Availability

DOX structure has been optimized by using the AMS code (version 2020.202 http://www.scm.com).

MD simulations of DOX in aqueous solutions have been performed by using Gromacs version

2020.3 (https://www.gromacs.org). Structures of DOX intercalated into DNA have been pro-

vided by Professor Wai-Yim Ching and his research group at University of Missouri-Kansas

City. QM/MM calculations have been performed by using a modified version of AMS release

2020.202 (http://www.scm.com).
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Chapter 7

Summary, Conclusions and Future
Perspectives

This thesis has presented the development and application of different multiscale
protocols to describe molecular systems interacting with complex environments.
The proposed protocols aim at obtaining a reliable description of experimental
data and having predictive power. By means of illustrative applications, the
crucial role of diverse aspects in the simulation of electronic and vibrational
spectra, in particular, absorption, circular dichroism, Raman, and Resonance
Raman, has been emphasized. The protocols integrate essential elements, such as
phase-space sampling, solvation effects, and a physically sound calculation of the
spectral signals, by using multiscale QM/MM methodologies. To obtain a
representative set of configurations of the target and its environment, MD
simulations with accurate FFs (desirably quantum-mechanically derived) have
been proven to be an excellent tool. Regarding QM/MM calculations, although
the Electrostatic Embedding does not take into account the polarization of the
environment, is still useful in many applications, but the inclusion of mutual
polarization effects as done in Polarizable Embedding schemes like QM/FQ is the
most suitable way of dealing with complex systems.

For systems in aqueous solution, when QM/FQ in any of its flavors —QM/FQ or
QM/FQFµ— has been challenged to reproduce absorption or RR spectra, results
have found to be in a better agreement with experimental data than other
approaches, which lack atomistic descriptions of the solvent molecules or discard
polarization effects.

For systems in more complex systems, the protocol has been extended and the
spectra have been modeled at different levels of sophistication, depending on how
the MM portion is described and on how the normal modes are computed in the
case of vibrational spectroscopies. Due to the size and complexity of the QM part,
the problem is usually addressed by optimizing the target, but alternatively,
simpler approaches may also be suitable for avoiding missing the dynamical
aspects gained in the sampling step.

Since molecular properties and spectral signals arise as a consequence of the
application of the protocol, it is worth mentioning that in all investigated cases,
data for UV-Vis, ECD, Raman, and RR band shapes and intensities, theoretical
and experimental, agree to a large extent. Discrepancies between the theory and
experiment can be originated from one or more of the computational choices
during the application of the computational protocol: selection of force fields in
the MD runs, model chemistries in the computation of excited state energies,
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transition densities, and polarizabilities, incident wavelength for the RR
calculations, damping factors or excited state lifetimes, parametrizations of the
electrostatic or polarizable schemes used in the QM/MM partitioning, etc.

Despite their achievements, the designed protocols can still stand to improve and
the future prospects of the QM/FQ models are promising due to the existence of
areas with room for improvement. Their wide parametrization for a variety of
environments is the initial line of development, and it will enable them to tackle
increasingly complicated systems, even biological environments. The
parametrization effort includes quantum repulsion as well, and eventually quantum
dispersion, which up until now have only been addressed for aqueous systems. The
inclusion of charge transfer interactions (both between QM/MM or MM/MM
moieties) also would help have a computational approach entirely coherent with
the physics of the problem at hand. Indeed, more general methodologies to treat
such effects are interesting topics for future investigations. Additionally, in order
to obtain molecular structures that are adequate to be used in response property
calculations, polarizable MD simulations would be advised to complement
polarizable QM/MM calculations. Also, dealing with large systems necessitates
the immediate application of enhanced MD sampling techniques and an
appropriate examination of the system partitioning.

Finally, the demonstrated reliability of the protocol and its potential improvements
make it suitable for promising applications to investigate various properties and
spectroscopies of complex biosystems.
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Appendix A

About Raman and Resonance Raman

This short section focuses on the general Raman scattering and on the vibrational
RR spectroscopy, highlighting the higher sensitivity and usefulness of this latter in
different fields. Most commonly used approximations to calculate RR Intensities
and modeling a RR spectrum have been presented, with an emphasis on the
calculation of the FC Overlap Integrals within and beyond the Independent Mode
Displaced Harmonic Oscillator (IMDHO) model, by describing models as
Adiabatic Hessian (AH), Vertical Hessian (VH), Vertical Gradient (VG) and
Adiabatic Shift (AS). All these models differ in the treatment of the excited state
and they become more or less computationally expensive depending on both the
size of the system and the level of approximation. There are also other approaches
in which the time-dependent formulation of RR intensities plays a pivotal role in
the simulation of the spectra.

The discussion reported below on the basis of approaches to computing RR
spectra is extracted from different sources found in the literature, in particular in
Refs. 49,265,273,295.

Interactions of light and matter can be approached from different theoretical
treatments including the purely classical one in which the radiation is described as
an electromagnetic wave, and the material system as an assembly of independent
classical rotors and vibrators, the purely quantized description in which both the
radiation and the material system are treated from the quantum mechanical
perspective, and a hybrid description where the classical treatment of the radiation
is kept but the material system is represented by using the quantum mechanical
theory. This latter treatment allows us to successfully examine the influence of the
light on the molecular properties of the system.

There are some ways in which the light’s path can be altered (Figure A.1), namely,
absorption, reflection, refraction, scattering. . . Light-scattering phenomena have
been widely studied once it was discovered by Raman and Krishnan in 1928296 and
independently predicted by Smekal297 in 1923. One of the principal and most used
light-scattering phenomena are Raman scattering and Rayleigh scattering, which
are also called inelastic (with change of frequency) and elastic (without change of
frequency) scattering, respectively. Actually, more than 25 types of Raman
spectroscopies are currently known, such as hyper-Rayleigh scattering,
hyper-Raman scattering, coherent anti-Stokes Raman scattering, coherent Stokes
Raman scattering, and stimulated Raman gain or loss spectroscopy, etc.
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Raman Basics A.1

Figure A.1. Common interactions between light and matter. Taken and adapted from Ref. 298

A.1. Raman Basics

Raman spectroscopy studies the frequency change of light due to the interaction
with matter. In the experimental set-up, monochromatic radiation of frequency ωL

is incident on systems such as dust-free, transparent gases and liquids, or optically
perfect, transparent solids. In general, most of the incident light is transmitted
without change but, in addition, some scattering of the radiation occurs, and some
information about molecular properties can be obtained by analyzing the
frequency content of the scattered radiation, ωS.

From the Born-Oppenheimer Approximation (BOA), electronic and nuclear degrees
of freedom can be separated. In turn, the nuclear motion can be approximately
factored out in vibrational and rotational ones, whose coupling is minimized thanks
to the Eckart conditions. In this manner, molecular states can be written as a
product of the electronic, |e⟩, vibrational, |ν⟩, and rotational, |R⟩, wavefunctions,
whereas the energy is obtained as the total sum of their corresponding energies.
Given that most Raman scattering is observed under experimental conditions in
which the rotational structure is not resolved, it is assumed a vibrational Raman
scattering, which involves a transition from an initial vibrational state, |νg

i ⟩ to a final
vibrational state, |νg

f ⟩ both belonging to the electronic ground state, |eg⟩, involving
an intermediate state, |νe

m⟩, also known as virtual state, which belongs to the excited
state, |ee⟩21. Within this picture, the states of the system can be written as

|i⟩ = |eg⟩ |νg
i ⟩

|m⟩ = |ee⟩ |νe
m⟩

|f⟩ = |eg⟩ |νg
f ⟩

(A.1)
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Energy balance for the Stokes case
Initial state Final state Scattered Energy level diagram

energy energy frequency ωS

Photons Molecule Photons Molecule determined by
overall energy

n1ℏωL Ei (n1 − 1)ℏωL + ℏωS Ef = Ei + ℏωfi ωS = ωL − ωfi

Figure A.2. Representation of the Raman (Stokes and anti-Stokes) and Rayleigh scattering
processes and energy balance for the Stokes case. The latter was taken and adapted from Ref. 21.

Note that the subscripts i, f and m indicate the associated vibrational quantum
numbers, and in the case of inelastic scattering, i and f are different.

For Raman scattering, the energy of the final state can be higher or lower than the
energy of the initial state. If Ef > Ei, and ωS = ωL − ωM , then Stokes Raman
scattering is present, with ωM = ωfi = ωf − ωi being the difference in the
frequencies for the two vibrational states. Instead, if Ef < Ei, then ωS = ωL + ωM ,
which features anti-Stokes Raman scattering. In Figure A.2 both events are
depicted along with the Rayleigh scattering wherein |νg

i ⟩ = |νg
f ⟩. For the sake of

clarity, a small table with the energy balance for the Raman Stokes process is also
included in the bottom panel of Figure A.2. It is worth mentioning here that the
energy ℏωL does not match exactly any electronic transition energy and the
photon is not absorbed in the strict spectroscopic sense, but rather the incident
radiation is intended to perturb the molecule and opens the possibility of
spectroscopic transitions distinct to direct absorption.
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As a general rule, Raman shifts can be expressed as ωL ± ωM and since ωM is
related to the energy of a vibrational mode, it depends on molecular structure and
environment, with atomic masses, bond lengths, molecular substituents and
molecular geometry, all contributing. Stokes and anti-Stokes spectra only differ in
intensity, which is directly proportional (10−6 times weaker) to the irradiance of
the incident radiation and therefore such scattering can be described as a linear
process.

A.1.1. Sum-Over-State (SOS) Formulation of the
Vibrational Raman Intensities

Formal expressions for calculating Raman intensities have been provided by
quantum mechanical treatments and by applying the time-dependent perturbation
theory263,299. Overall, the radiation–molecule interaction is described by the
electric dipole approximation and the first order response to the incident electric
field is characterized by an induced transition electric dipole moment, with a
component (µ

(1)
ρ )i→f given as

(µ(1)
ρ )i→f = (αρσ)i→fEσ (A.2)

where (αρσ)i→f is the Raman polarizability tensor, (ρ, σ = x, y, z), and Eσ is a
component of the electric field amplitude. If (αρσ)i→f is known, it is possible to
estimate the Raman scattering intensities. Thus, following the sum-over-state
(SOS) expression originally derived by Kramers, Heisenberg, and Dirac300, the
Cartesian components of the transition polarizability tensor can be expressed as

(αρσ)i→f =
1

ℏ
∑
m

{⟨f |µρ |m⟩ ⟨m|µσ |i⟩
ωmi − ωL − iΓm

+
⟨f |µσ |m⟩ ⟨m|µρ |i⟩
ωmf + ωL + iΓm

}
(A.3)

where µρ is a component of the dipole moment operator, ωmi is the energy
separation between the initial and intermediate levels, Γm is the lifetime of the
excited state m and ωL is the frequency of the incident light. By assuming, besides
the BOA (already applied in Eq. A.1), that the Eckart conditions are met, such as
the vibrational part can be separated from the rotational and translational ones,
some integrals for the Raman polarizability tensor become

⟨f |µρ |m⟩ = ⟨νg
f | ⟨eg|µρ |ee⟩ |νe

m⟩ = ⟨νg
f | (µρ)ge |νe

m⟩ (A.4)

where (µρ)ge is a component of the electronic transition dipole moment between the
electronic ground state (g) and an electronic excited state (e). Using these notations,
and assuming that the lifetime Γm of the intermediate states is independent of the
vibrational state, the Eq. A.3 can be further simplified by writing

(αρσ)i→f =
1

ℏ
∑
e̸=g

∑
m

{⟨νg
f | (µρ)ge|νe

m⟩ ⟨νe
m|(µσ)eg |νg

i ⟩
ωeg + ωmi − ωL − iΓ

+
⟨νg

f | (µσ)ge|νe
m⟩ ⟨νe

m|(µρ)eg |νg
i ⟩

ωeg + ωmf + ωL + iΓ

}
(A.5)
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Figure A.3. Typical 90º-setup for Raman spectroscopy. Taken from Ref.301

where ωeg and ωmi are the Bohr frequencies associated to the electronic and
vibrational energies, respectively. The previous equation gives the possibility of
defining the cross section for a given experimental arrangement. In this respect,
the initial consideration to take account of is that the relationship between the
intensity, I, of Rayleigh and Raman scattered radiation from a single molecule and
the irradiance, I , of the incident radiation has the general form

I = σ′I =
∂σ

∂Ω
I (A.6)

where the quantities σ (total scattering cross-section per molecule) and σ′ (first
differential scattering cross-section with respect to a scattering solid angle Ω per
molecule) have been included. It becomes clear in Eq. A.6 that I has a dependence
on some experimental parameters. Explicitly, the polarization of the incident and
scattered radiation and the illumination–observation geometry have to be taken
into consideration. For example, it has been reported that in the case a set of N
randomly oriented molecules irradiated with monochromatic radiation, irradiance
I and polarization state pi, the intensity of the radiation of polarization state pS

scattered along a general direction defined by θ (which arises from transitions from
an initial state defined by the set of vibrational quantum numbers νi to a final state
defined by the set of vibrational quantum numbers νf ) may be written in the general
form260

I(θ; pS; pi) =

(
1

16ε20c
4
0π

2

)
Nνiω

4
S

{
1

45
f(a2, g2, d2, θ)

}
I (A.7)

where Nνi refers to the number of molecules in the initial vibrational state νi, c0 is
the speed of light, ε0 is the electric permittivity in a vacuum, and f(a2, g2, d2, θ) is
a linear combination of the stated invariants259 whose coefficients include any
explicit dependence on θ.

In practice, the two most common experimental setups for Raman spectroscopy are
the 90◦-setup where the signal collection is arranged in a direction perpendicular to
the laser propagation, and the back-scattering setup with a signal collection under
180º with respect to laser beam propagation301. The first one is illustrated in Figure
A.3 and for such arrangement, the scattered intensity at an angle θ = 90 for any
polarization (⊥S+ ∥S) for incident light with perpendicular polarization (⊥L) is
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given as2601

I(
π

2
;⊥S+ ∥S,⊥L) =

(
Nνiω

4
S

16ε20c
4
0π

2

)(
45a2 + 7g2 + 5d2

45

)
I (A.8)

where σ′ can be recognized as the product of the terms in the first two parentheses
(see Eq. A.6). Alternative definitions for the intensity employ the second differential
cross section, σ′′, which leads to having ω3

SωL rather than ω4
S in the numerator of

Eq. A.8. Denoting αρσ as the components of the Raman polarizability tensor of Eq.
A.5, the invariants of the transition polarizability tensor, namely, a, g, and d take
the following forms259

1. The mean isotropic polarizability, a

a =
1

3
(αxx + αyy + αzz) (A.9)

2. The antisymmetric anisotropy, d

d2 =
3

4
{|αxy − αyx|2 + |αyz − αzy|2 + |αzx − αxz|2} (A.10)

3. The symmetric anisotropy, g

g2 =
1

2
{|αxx−αyy|2+|αyy−αzz|2+|αzz−αxx|2}+

3

4
{|αxy−αyx|2+|αxz−αzx|2+|αyz−αzy|2}

(A.11)

A.1.2. Normal Raman Scattering in the Double Harmonic

Approximation

A widely used approximation in the study of vibrational spectroscopies is the double–
harmonic approximation. Two well-known implications are contained, namely

(i) Molecular vibrations are described as harmonic oscillators so that the PES
is restricted to the harmonic quadratic term in the mass-weighted normal
coordinates Ql. In this case, vibrational states in Eq. A.1 are direct products
of one-dimensional states |χ⟩ for each vibrational mode l (collected initially in
the subscripts i, f and m) from a total of M number of modes, such that

1The corresponding information for different observation geometries and polarization states of
the scattered radiation is given in Tables 5.2(a) and 5.2(b) of Ref.260.
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|νg
i ⟩ = |χg

1⟩ ⊗ |χg
2⟩ · · · ⊗ |χg

M⟩ =
M∏
l=1

|χg
il
⟩

|νg
f ⟩ = |χg

1⟩ ⊗ |χg
2⟩ · · · ⊗ |χg

M⟩ =
M∏
l=1

|χg
fl
⟩

|νe
m⟩ = |χe

1⟩ ⊗ |χe
2⟩ · · · ⊗ |χe

M⟩ =
M∏
l=1

|χe
ml
⟩

(A.12)

Figure A.4. (a-b) Two types of Raman scattering processes. Image taken and adapted from Ref.
299. (c) Pictorial view of the displaced harmonic oscillator model. Image taken from Ref. 263.

It is evident that the relative magnitudes of ωL and (ωeg + ωmx, x = i, f) will
play an important role in the denominator of Eq. A.5 because their
difference is involved. In the situation of Normal Raman scattering
ℏωeg ≫ ℏωL (Figure A.4(a)), and if ℏωL is assumed to be much larger than
the vibrational transition energies (as it is in most experimental setups which
use lasers in the visible spectrum), i.e. ℏωL ≫ ℏωmi, ℏωmf , then, according to
Placzek’s approximation, the vibrational Bohr frequencies (written in red
color in Eq. A.5) can be neglected so that ωeg + ωmi ≈ ωeg, ωeg + ωmf ≈ ωeg
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in the denominators and the closure relation over the intermediate
vibrational states,

∑
m

|νe
m⟩ ⟨νe

m|=1, (written in blue color in Eq. A.5) can be

applied in the numerator of such equation, arriving at

(αρσ)i→f =
1

ℏ
∑
e̸=g

{⟨νg
f | (µρ)ge(µσ)eg |νg

i ⟩
ωeg − ωL − iΓ

+
⟨νg

f | (µσ)ge(µρ)eg |νg
i ⟩

ωeg + ωL + iΓ

}
(A.13)

or in a more compact expression, by defining (αρσ)i→f = ⟨νg
f | (αρσ)gg |νg

i ⟩ as
the ground state electronic adiabatic polarizability:

(αρσ)gg =
1

ℏ
∑
e̸=g

{
(µρ)ge(µσ)eg
ωeg − ωL − iΓ

+
(µσ)ge(µρ)eg
ωeg + ωL + iΓ

}
(A.14)

A more detailed mathematical treatment and analysis of the denominators
(including simplifications) of Eq. A.5 can be found in Ref. 299.

(ii) The spectroscopic intensity associated with the excitation to a singly excited
state of a particular normal mode, is determined by the magnitude of the
first-order geometric derivative of the molecular electric dipole moment and
polarizability302. In fact, if the tensor (αρσ)gg in Eq. A.14 is developed as a
Taylor series exploiting its dependency on the nuclear coordinates, this leads
to

(αρσ)gg = (αρσ)eqgg +
∑
l

(
∂(αρσ)gg
∂Ql

)
eq

Ql + . . . (A.15)

which is subsequently restricted to the first order in Ql to obtain for the ground
state electronic adiabatic polarizability

(αρσ)i→f = (αρσ)eqggδif +
∑
l

(
∂(αρσ)gg
∂Ql

)
eq

⟨νg
f |Ql |νg

i ⟩ (A.16)

In Eq. A.15 and A.16, eq indicates that the terms are evaluated at the
ground state equilibrium geometry, and the index l denotes a summation
over all the mass-weighted normal coordinates Ql of the electronic ground
state. Interestingly, in Eq. A.16 one can recognize both an elastic scattering
of light (i.e. Rayleigh scattering) in the first term because δif = 1 only for
i = f , and a description of the Raman scattering in the second term,
provided that the initial vibrational quantum numbers i are different than
the final vibrational quantum numbers f . By introducing the 1D harmonic
oscillator states |χ⟩ from Eq. A.12 and considering only Raman scattering,
the above equation becomes

(αρσ)i→f =
∑
l

(
∂(αρσ)gg
∂Ql

)
eq

⟨χg
fl
|Ql |χg

il
⟩
∏
l ̸=l′

δfl′ ,il′ (A.17)
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From the well-known identity for harmonic oscillators, namely

⟨ν ′|x |ν⟩ =

(
ℏ

2mω

)1/2 [√
ν + 1δν′,ν+1 +

√
νδν′,ν−1

]
(A.18)

it is clear that only transitions involving a modification of ±1 in the vibrational
quantum number il are non-zero (selection rules), because

⟨χg
fl
|Ql |χg

il
⟩ =


0, fl ̸= il ± 1√
ℏil
2ωl

, fl = il − 1 ⇝ anti-Stokes scattering√
ℏ(il+1)
2ωl

, fl = il + 1 ⇝ Stokes scattering

(A.19)

Notice that by using the results of Eq. A.19 in Eq. A.17 it is possible to get the
Raman polarizability tensor for a fundamental transition (in the double harmonic
approximation, the overtone and combination transitions are forbidden) of the type
0 → 1n

(αρσ)g0→g1n =

√
ℏ

2ωn

(
∂(αρσ)gg
∂Qn

)
eq

(A.20)

where ωn is the harmonic frequency for the n-th vibrational normal mode (normal
coordinate Qn) of the electronic ground state. The notation g0 means il = 0 ∀l
and the notation g1n means that fn = 1 and fl = 0 ∀l ̸= n. By combining Eqs.
A.20 and A.8 an expression for calculating the Raman differential cross section for a
fundamental transition can be found and the Raman activity (Sn) of each vibrational
mode Qn can be defined as

Sn = 45a′2 + 7g′2 (A.21)

where a′ and g′ (Eqs. A.9 and A.11) contain instead the derivatives of the αρσ

components and the rotational invariant d2 is equal to zero due to the symmetry of
the Raman polarizability tensor.

A.1.3. Signal Enhancement: Resonance Raman

As previously mentioned, photons are not absorbed in Raman scattering, but when
ℏωL approaches an electronic transition energy, an enhancement of the scattered
intensity is observed leading to a RR signal. The following is a list of
advantages/strengths that have been reported49,50,269,293,303,304 for this particular
kind of scattering:

• RR is a combined electronic-vibrational spectroscopy, whence it is much easier
to extract structural information about the system

• Only the molecular vibrations that are affected by the electronic transitions
(vibrations involving atoms close to the chromophore) will be visible in the
spectrum, making RR spectra easier to interpret than non-resonant Raman
ones
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Figure A.5. Selectivity of RR spectral measurements of myoglobin showing the protein absorption
spectrum and the different RR spectra obtained with different excitation wavelengths. Image taken
from Ref.303. Horizontal axes in insets in cm−1.

• The intensity of the scattered radiation is 103 − 106 higher than the intensity
of the regular Raman signal.

• A RR spectrum carries information about the excited state(s)

• RR has applications in many areas such as analytical chemistry and the
study of metal complexes and biological systems, but with higher sensitivity
than non-RR, allowing the detection of diluted species in solution, of
complex sample mixtures, and of chromophores present in large molecular
systems.

• The bandwidth only depends on the initial and final states, both belonging to
the ground state PES, therefore the peaks’ width is comparable to the case of
a non-resonant Raman spectrum.

Figure A.5 shows an example of the UVRR selectivity in the study of a particular
protein303. The visible wavelength absorption bands of this protein result from an
in-plane π → π∗ electronic transitions of a specific group, and the UVRR excitation
of the protein at 415 nm (the strong absorption band), produce an intense UVRR
spectrum which contains only the in-plane specific vibrations, being free from any
“contamination”50 coming from the non-resonant Raman signal.
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A.2. Theory of Resonance Raman Scattering

and some Approximations

A.2.1. Resonance Raman Intensities

Considering the situation where an incident frequency matches the transition energy
or in a more general way ωL ≈ ωeg + ωmi (Figure A.4(b)), the first “resonant” term
in Eq. A.5 will become dominant with respect to the second “non-resonant” term,
that can be neglected, leading to the following definition for the RR polarizability
tensor

(αρσ)RR
i→f =

1

ℏ
∑
e ̸=g

∑
m

{⟨νg
f | (µρ)ge |νe

m⟩ ⟨νe
m| (µσ)ge |νg

i ⟩
ωeg + ωmi − ωL − iΓ

}
(A.22)

A.2.2. The Time-Independent (TI) Formulation

The main problem with the above equation is that no analytic formulae for the
electronic transition dipole moment, (µσ)ge, are known269. For the purpose of
overcoming this limitation and taking into account that (µσ)ge depends on the
nuclear coordinates, this can be approximated as a Taylor series of the normal
coordinates of the initial-ground (or intermediate50) electronic state about its
respective equilibrium geometry, thus

(µρ)ge = (µρ)
eq
ge +

∑
l

(
∂(µρ)ge
∂Ql

)
eq

Ql + . . . (A.23)

where (µρ)
eq
ge and (∂(µρ)ge

∂Ql
)eq are, respectively, the electronic transition dipole moment

and its derivative, both evaluated at the ground state equilibrium geometry. If Eq.
A.23 is truncated after the linear term with respect to Ql and the result is reported
in Eq. A.22, an approximated expression for the RR polarizability tensor can be
reached, in the commonly referred terms of Franck-Condon (FC) and Herzberg-Teller
(HT). It reads

(αρσ)RR
i→f =

1

ℏ
√

2

∑
e̸=g

{(FC)RR
e + (FC/HT)RR

e + (HT)RR
e } (A.24)

with the three terms inside the summation standing for the contributions of the
electronic excited state (e) to the scattering, and taking the following forms

(FC)RR
e =

√
2(µρ)

eq
ge(µσ)eqge

∑
m

⟨νg
f |νe

m⟩ ⟨νe
m|νg

i ⟩
ωeg + ωmi − ωL − iΓ

(A.25)

(FC/HT)RR
e =

√
2
∑
l

{
(µρ)

eq
ge

(
∂(µσ)ge
∂Ql

)
eq

∑
m

⟨νg
f |νe

m⟩ ⟨νe
m|Ql |νg

i ⟩
ωeg + ωmi − ωL − iΓ

+(
∂(µρ)ge
∂Ql

)
eq

(µσ)eqge
∑
m

⟨νg
f |Ql |νe

m⟩ ⟨νe
m|νg

i ⟩
ωeg + ωmi − ωL − iΓ

}
(A.26)
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(HT)RR
e =

√
2
∑
l,l′

(
∂(µρ)ge
∂Ql

)
eq

(
∂(µσ)ge
∂Ql′

)
eq

∑
m

⟨νg
f |Ql |νe

m⟩ ⟨νe
m|Ql′ |νg

i ⟩
ωeg + ωmi − ωL − iΓ

(A.27)

where ⟨νg
f |νe

m⟩ denotes an FC integral describing the overlap between the
vibrational wave-functions of the ground state (g) and excited state (e). Since
these FC overlap integrals are real quantities within the harmonic oscillator
approximation (see Section A.1.2, item (i)), i.e. ⟨νg

i |νe
m⟩ = ⟨νe

m|νg
i ⟩, the

antisymmetric anisotropy, d, in Eq. A.10 vanishes for pure FC transitions49.
However, d is generally different from zero when the HT effect is considered.

As an inventory from Eq. A.25, A.26 and A.27 it is clear that the FC contribution
depends on the product (µρ)

eq
ge(µσ)eqge, whereas the FC/HT term involves the products

between the transition dipole moment (µρ)
eq
ge and the derivatives

(
∂(µσ)ge
∂Ql

)
eq

with

respect to all normal coordinates, and the HT contribution involves all products of

the type
(

∂(µρ)ge
∂Ql

)
eq

(
∂(µσ)ge
∂Ql′

)
eq

. Again, by using the identity for harmonic oscillators

(Eq. A.18) the FC/HT and HT terms of Eq. A.26 and A.27 can be expressed as
a function of FC overlap integrals. In practice, to compute the RR intensities,
quantum chemistry calculations should provide the next quantities

1. Electronic and vibrational transition frequencies, ωeg and ωmi

2. Components of the transition dipole moment (µρ)
eq
ge and their derivatives(

∂(µρ)ge
∂Ql

)
eq

3. FC overlap integrals ⟨νg
f |νe

m⟩ between the ground (g) and the excited states
(e).

A.2.3. The Time-Dependent (TD) Formulation

The time-dependent approach is an alternative method for the calculation of RR
intensities. It was originally developed by Heller and coworkers, and is based on
wave packet dynamics.267–272,305 An equivalent expression for the RR polarizability
shown in Eq. A.22 can be obtained in the time domain:

(αρσ)RR
i→f =

i

ℏ
∑
e̸=g

(µρ)
eq
ge(µσ)eqge

∫ +∞

0

∑
m

⟨νg
f |νe

m⟩ ⟨νe
m|νg

i ⟩ e−i(ωeg+ωmi−ωL−iΓ)tdt (A.28)

Entering the following definitions in the above equation:

(i) the vibrational energies Ei and Em of the ground (g) and excited (e) states,
respectively, defining the vibrational Bohr frequency ωmi = (Em − Ei)/ℏ

(ii) the vibrational Hamiltonian HVib
e of the electronic excited state (e), verifying

the eigenvalue equation HVib
e |νe

m⟩ = Em |νe
m⟩
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(iii) the time evolution operator (i.e. propagator) e−
i
h
HVib

e t =
∑

m e−
i
h
Emt |νe

m⟩ ⟨νe
m|

Then, the RR polarizability tensor will take the form:

(αρσ)RR
i→f =

i

ℏ
∑
e̸=g

(µρ)
eq
ge(µσ)eqge

∫ +∞

0

⟨f |ie(t)⟩ e−i(ωeg−Em/ℏ−ωL−iΓ)tdt (A.29)

where ⟨i| ≡ |νe
m⟩ and ⟨f | ≡ |νg

f ⟩ are the initial and final vibrational states,

respectively, and ⟨ie(t)| ≡ e−
i
h
HVib

e t |i⟩ defines the time-dependent vibrational
wavefunction of the excited state (e). The key piece in the TD formulation is that
the RR polarizability tensor is expressed as a half-Fourier transform of a
time-dependent overlap between the final vibrational state ⟨f | and the initial
vibrational wave packet propagated by the excited state vibrational Hamiltonian
HVib

e .

In contrast to the TI formulation that requires the evaluation of infinite summations
over vibronic states, the TD method needs a numerical integration of an unbounded
integral. What they have in common is that their expressions involve the necessity
of a model for describing the ground and excited PESs, and the transition electric
dipole moment.50

A.2.4. Description of the ground and excited states

Broadly speaking, the harmonic approximation for the BO PES of an electronic
state can be used to collect vibrational frequencies and normal modes in both the
ground and the excited state cases, but in particular for the excited state, it is
computationally demanding. Consequently, several methods and algorithms have
been proposed in the literature.

1. Independent Mode Displaced Harmonic Oscillator (IMDHO) model: It is the
simplest and most widely used approximation. It is assumed that the ground
and excited states have the same normal coordinates and the same
vibrational frequencies, and they differ only in the equilibrium geometry. In
fact, within this model, the difference between the ground and excited state
PESs is only determined by the geometrical displacements ∆eQl along the
normal coordinates Ql, and, as shown in Figure A.4(c), the dimensionless
displacements, ∆e,l, can be obtained from the derivatives of the vertical
transition frequency Ωeg with respect to the normal coordinates Ql (also
called excited state gradients), evaluated at the ground state (g) geometry,
according to the following

∆e,l =

√
ωl

ℏ
∆eQl = −

√
ℏ

ω
3/2
l

(
∂Ωeg

∂Ql

)
eq

(A.30)

This approach is known as the Vertical Gradient (VG) model.
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Another choice is an adiabatic approach, known as Adiabatic Shift (AS),
in which the excited-state geometry is optimized, but the shape of the PES is
then assumed to be the same as in the ground state. Displacements, ∆e,l, are
then calculated from the geometry difference between the equilibrium
structures of the ground and excited states. AS model is, of course,
computationally more expensive than the VG one, because it requires an
optimization of the excited state geometry.

The definition of the displacements in the framework of the IMDHO model
has an implication for the overlap integral, ⟨f |ie(t)⟩, of Eq. A.29 in the TD
formalism, and it is the fact that the dimensionless oscillator displacements
are the only parameters appearing in the expression:270

⟨f |ie(t)⟩ =
∏
l

{
(−1)kl∆kl

e,l

2kl/2kl!
(1 − e−iωlt)kl

}
e−

∆2
e,l
2

(1−e−iωlt)e−i(ωeg+ωmi)t (A.31)

Where the kl denote the excitation number of mode l in final vibrational
state |f⟩.

In addition, by taking advantage of the IMDHO model and exploiting the
connection between absorption and RR spectroscopies, it is possible to derive
simplified expressions for the RR polarizability tensor. For instance, an
auxiliary function, Φe(ωL), that describes the Resonance Raman Excitation
Profile (RREP) or the dependency of the RR intensity with respect to the
incident frequency ωL can be defined as290

Φe(ωL) =
∑
m

⟨νg
0 |νe

m⟩2
ωeg + ωm0 − ωL − iΓ

(A.32)

In the particular case of fundamental transitions 0 → 1n, the evaluation of the
FC contribution (Eq. A.25) requires the estimation of FC overlap integrals of
the type ⟨νg

0 |νe
m⟩ and ⟨νg

1n|νe
m⟩ ∀n,∀ν. Since in the IMDHO model the recursive

relations can be used to express the multidimensional FC overlap integrals as
a product of 1D overlap integrals263, ⟨νg

0 |νe
m⟩2 in Eq. A.32 can be written as

⟨νg
0 |νe

m⟩2 =
M∏
l=1

⟨χg
0|χe

ml
⟩2 =

M∏
l=1

∆2ml
e,l

2mlml!
e−

∆2
e,l
2 (A.33)

which shows that the calculation of the FC factors of this type only requires the
knowledge of the displacements ∆e,l and of the quantum numbers ml. Making
use of those recursive relations and employing the Φe(ωL) definition, the FC
term (Eq. A.25) for 0 → 1n transitions can be written as

(FC)RR
e = (µρ)

eq
ge(µσ)eqge∆e,n{Φe(ωL) − Φe(ωL − ωn)} (A.34)
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where a specific relationship between the RR intensity and the geometrical
displacements is shown. It is worth noticing that Eq. A.34 involves just
products between the transition dipole moments, the dimensionless
displacements, and a linear combination of the Φe function evaluated at
different frequencies. Also, Φe(ωL) demands only the calculation of FC
overlap integrals of the type ⟨νg

0 |νe
0⟩.

By assuming small values for the displacements (∆e,n ≪ 1), even more
simplified equations can be obtained. In those cases, fundamental transitions
are expected to be the strongest ones and the largest FC factor is given by
⟨νg

0 |νe
0⟩ ≈ 1 and ⟨νg

0 |νe
m⟩ ≈ 0 for m ̸= 0. In addition, the vibrational Bohr

frequency ω00 = 0 within the IMDHO model. Hence, Eq. A.32 and A.34
become, respectively:

Φe(ωL) =
1

ωeg − ωL − iΓ
(A.35)

(FC)RR
e = (µρ)

eq
ge(µσ)eqge∆e,n

(
1

ωeg − ωL − iΓ

)(
ωn

ωeg − ωL + ωn − iΓ

)
(A.36)

The latter equation is known as the small-shift approximation.

Further simplifications can be achieved assuming a pre-resonance situation
with a single electronic excited state (e), i.e. ωeg − ωL ≫ ωn. Thus, the
vibrational frequency ωn can be neglected in the previous denominator, and
replacing the whole result in the FC contribution of Eq. A.24, we have

(αρσ)RR
i→f =

1

ℏ
√

2

∑
e̸=g

{
(µρ)

eq
ge(µσ)eqge∆e,n

(
1

ωeg − ωL − iΓ

)(
ωn

ωeg − ωL − iΓ

)}
(A.37)

Moreover, by using Eq. A.37 and ωS = ωL − ωn ≈ ωL altogether in Eq. A.8
(sequence (FC)RR

e → (αρσ)RR
i→f → (αρσ)2 → RR Intensity), it follows that the

relative RR intensities for fundamental transitions can be approximated by

Ig0→g1n ∝ ω2
n∆2

e,n =
ω2
nℏ
ω3
n

(
∂Ωeg

∂Qn

)2

eq

=
ℏ
ωn

(
∂Ωeg

∂Qn

)2

eq

(A.38)

The first relation of proportionality is known as the Savin formula, whereas the
final result is generally known as the gradient method or the short-time
approximation (STA), which is only applicable when a single electronic
excited state is in resonance with the incident frequency, but does not require
a harmonic PES for the excited state.
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Finally, under short-time dynamics conditions, it is possible to write the ratio
between the RR intensities of two modes j and l as268,287

Ij
Il

=
ω2
j∆2

e,j

ω2
l ∆2

e,l

=

(
∂Ωeg

∂Qj

)2

eq(
∂Ωeg

∂Ql

)2

eq

(A.39)

2. Methods beyond the IMDHO model: They are employed as a generalization
of the treatment in which the ground and excited states have different
equilibrium geometries, different vibrational frequencies, and different normal
coordinates. Even though the excited state’s normal modes are calculated,
the integrals appearing in the polarizability expressions cannot be directly
computed since the harmonic wave functions of the two PESs are expressed
in different basis sets50. If the molecule does not undergo too large
distortions (semi-rigid molecule) between the equilibrium geometries of both
states, the relation between the normal coordinates of the ground and
excited states can be expressed as a linear transformation proposed by
Duschinsky3062

Qg = JQe + ke (A.40)

where Qg and Qe are column matrices containing the mass-weighted normal
coordinates of the ground (Ql) and excited (Qe,l) states, respectively. ke is the

column matrix (shift vector) of the displacements, i.e. (ke)l =
√

ℏ
ωl

∆e,l, and J

is the rotation or Duschinsky matrix defined by

J = (Lg)
−1Le (A.41)

where Lg and Le are the transformation matrices connecting the
mass-weighted normal coordinates to the mass-weighted Cartesian
coordinates for the ground and excited states, respectively. Lg and Le are
obtained by solving the ground and excited state vibrational normal mode
eigenvalue problem in the harmonic approximation263.

It should be noticed here that the inclusion of Duschinsky rotation effects
gives rise to an improvement of the AS model, often called the Adiabatic
Hessian (AH) model. It consists in performing a geometry optimization
followed by a vibrational analysis (computation of the Hessian matrix) for
both ground and excited states. Therefore, it takes into account the changes
in vibrational frequencies and normal modes between both electronic states.
Furthermore, if the excited state Hessian matrix is calculated at the ground
state equilibrium geometry, and the shift vector can be extrapolated from the
gradient, the Vertical Hessian (VH) model is attained. Finally, if the

2IMDHO model neglects Duschinsky rotation
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Table A.1. Computations Required to Generate Input Data for Simulation of RR Spectra with
VG, AS, VH, and AH Models. Table adapted from Ref. 24

Approximations for the PES
Calculation VG AS VH AH
Initial state
Cartesian coordinates of atoms (equilibrium structure) ✓ ✓ ✓ ✓
Energy at the minimum of PES (equilibrium geometry) ✓ ✓ ✓ ✓
Frequencies ✓ ✓ ✓ ✓
Normal modes, expressed by atomic displacements ✓ ✓ ✓ ✓
Final state
Cartesian coordinates of atoms at minimum of PES (equilibrium structure) ✓ ✓
Energy at equilibrium geometry of initial state ✓ ✓
Energy at minimum of PES (equilibrium geometry) ✓ ✓
Forces at equilibrium geometry of initial state ✓ ✓
Frequencies at equilibrium geometry of initial state ✓
Frequencies at minimum of PES (equilibrium geometry) ✓
Normal modes, expressed by atomic displacements ✓

Duschinsky rotation is ignored and excited-state frequencies are not
computed, the simplified, already explained, VG and AS methods are
obtained. A practical summary of the data required as input by each model
(VG, AS, VH, AH) is listed in Table A.1.

It is worth stressing here that for the calculation of the Franck-Condon overlap
integrals between the harmonic PESs of the ground and excited states, several
methods and algorithms have been proposed in the literature using either analytic
or recursive formulae. One result is for example that one employed in Eq. A.33.
However, in a sizable molecule, the number of vibrational states of the
intermediate electronic state is huge, as is the number of the possible final
vibrational states (belonging to the ground electronic state), then a prescreening
scheme is needed to select a priori the vibrational levels that give the most
important contributions to the RR spectrum.49,50

A.2.5. Transform Theory (TT) and Simplified Φe

Approximation

Transform Theory is based on the relationship between the polarizability and the
absorption spectrum. In general, the simulation of RR spectra is accompanied
by the calculation of the absorption spectrum in order to identify the bands and
vibronic transitions that are in resonance with the incident photon energy ℏωL. In
the most common version, TT derives relative RR intensities from the differences in
the equilibrium structures between the ground and the resonant excited states and
a lineshape function Φ accessible from the experimental absorption spectrum49. In
short, the experimental absorption band shape is related to the imaginary part of Φe,
which by means of the Kramers–Kronig relations leads to the real part of Φe, that is
finally the same function defined in Eq. A.32, from which RR intensities and RREPs
can be simulated once the displacements ∆e,n are obtained. Other contributions in
the literature deal with computations of Φ from sum over states approaches and
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not from the experimental data. The small-shift approximation referred to in Eqs.
A.35 and A.36 is a particular case of the simplified Φe approximation, defined in the
framework of the TT.

A.2.6. Resonance Polarizability Derivatives

A computationally different approach for the calculation of RR intensities is based
on the geometrical derivatives of the frequency-dependent resonance
polarizabilities with respect to the normal coordinates, calculated by including a
finite lifetime (damping factor) of the electronic excited states274–277. This method
relies on a short-time dynamics approximation and is similar to the simple
excited-state gradient approximation method (see Eq. A.38) if only one electronic
excited state is important.

It was already shown with the expression in Eq. A.20 that within the double-
harmonic approximation, the Raman scattering cross sections are proportional to
the derivatives of αρσ with respect to vibrational normal modes. In the case of the
Resonance Polarizability Derivatives, such a relationship holds but αρσ is referred
to the complex electronic polarizability:

(αρσ)g0→g1n =

√
ℏ

2ωn

(
∂(αρσ)gg
∂Qn

)
eq

(A.42)

where ωn is the harmonic frequency for the n-th vibrational normal mode (normal
coordinate Qn) of the electronic ground state. The main advantage of that
strategy is that all the electronic states are included in the polarizability, being
also well-suited for dealing with large molecules or small molecules in complex
environments.274,278 However, it is not widely implemented because it requires the
solution of response equations in the complex formalism.

Concerning Resonance Polarizability Derivatives, Rappoport et al. 307 derived a
simplified expression including FC and HT contributions, by differentiating the
SOS expansion for α(ωL) (see Eq. A.34) with respect to the vibrational normal
mode Q. The proposed SOS approach uses only quantities calculated at the
ground state geometry, namely, electronic excitation energies and their derivatives
and transition dipole moments and their derivatives. Also, it has been
demonstrated that within the IMDHO model, such expression is an approximation
of the simplified Φe function approach.290
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[5] Gómez, S.; Bottari, C.; Egidi, F.; Giovannini, T.; Rossi, B.; Cappelli, C. Amide
Spectral Fingerprints are Hydrogen Bonding-Mediated. J. Phys. Chem. Lett. 2022,
13, 6200–6207.
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[16] Uribe, L.; Gómez, S.; Egidi, F.; Giovannini, T.; Restrepo, A. Computational hints
for the simultaneous spectroscopic detection of common contaminants in water. J.
Mol. Liq. 2022, 355, 118908.
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Teórica, Instituto de Qúımica, Universidad de Antioquia, Medelĺın, Colombia.
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[114] Contreras-Garćıa, J.; Johnson, E. R.; Keinan, S.; Chaudret, R.; Piquemal, J.-
P.; Beratan, D. N.; Yang, W. NCIPLOT: A Program for Plotting Noncovalent
Interaction Regions. J. Chem. Theory Comput. 2011, 7, 625–632.

[115] DiLabio, G. A.; Otero-de-la Roza, A. Rev. Comput. Chem.; John Wiley & Sons,
Ltd, 2016; Chapter 1, pp 1–97.

[116] Abrahama, M. J.; Murtola, T.; Schulz, R.; Pálla, S.; Smith, J. C.; Hess, B.;
Lindahl, E. GROMACS: High Performance Molecular Simulations through Multi-
Level Parallelism from Laptops to Supercomputers. SoftwareX 2015, 1-2, 19–25.

[117] Brehm, M.; Kirchner, B. TRAVIS - A Free Analyzer and Visualizer for Monte Carlo
and Molecular Dynamics Trajectories. J. Chem. Inf. Model 2011, 51, 2007–2023.

[118] Brehm, M.; Thomas, M.; Gehrke, S.; Kirchner, B. TRAVIS—A free analyzer for
trajectories from molecular simulation. J. Chem. Phys. 2020, 152, 164105.

[119] Gowers, R. J.; Linke, M.; Barnoud, J.; Reddy, T. J.; Melo, M. N.; Seyler, S. L.;
Domanski, J.; Dotson, D. L.; Buchoux, S.; Kenney, I. M., et al. MDAnalysis:
a Python package for the rapid analysis of molecular dynamics simulations.
Proceedings of the 15th python in science conference. 2016; p 105.

[120] Michaud-Agrawal, N.; Denning, E. J.; Woolf, T. B.; Beckstein, O. MDAnalysis: a
toolkit for the analysis of molecular dynamics simulations. J. Comput. Chem. 2011,
32, 2319–2327.

[121] Humphrey, W.; Dalke, A.; Schulten, K. VMD – Visual Molecular Dynamics. J. Mol.
Graph. 1996, 14, 33–38.

[122] Keith, T. AIMALL (version 19.10.12). 2019; TK Gristmill Software, Overland Park
KS, USA, aim.tkgristmill. com.

[123] Glendening, E. D.; Badenhoop, J. K.; Reed, A. E.; Carpenter, J. E.; Bohmann, J. A.;
Morales, C. M.; Karafiloglou, P.; Landis, C. R.; Weinhold, F. NBO 7.0. 2018;
Theoretical Chemistry Institute, University of Wisconsin, Madison, WI.

[124] Boto, R. A.; Peccati, F.; Laplaza, R.; Quan, C.; Carbone, A.;
Piquemal, J.-P.; Maday, Y.; Contreras-Garcia, J. NCIPLOT4: A new
step towards a fast quantification of noncovalent interactions. 2020;
https://github.com/juliacontrerasgarcia/nciplot.
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