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1. Introduction

In this paper we study the distributional divergence of vector fields U in Rd

of the form U = wB, where w is scalar function and B is a weakly differentiable
vector field (or more in general the divergence of tensor fields of the form w⊗B). In
particular we are interested in a kind of chain rule property, relating the divergence
of h(w)B to the divergence of wB. In some sense, if one replaces “divergence” by
“derivative” this problem is reminiscent to the problem of writing a chain rule for
weakly differentiable functions, a theme that has been investigated in several papers
(we mention for instance Vol’pert’s paper [36] and [3] in the BV setting). However,
the “divergence” problem seems to be much harder than the “derivative” problem,
due to much stronger cancellation effects. For instance it may happen that U ∈ L∞loc

has distributional divergence f ∈ L∞loc, but f 6= 0 L d-a.e. on {U = 0}. This cannot
happen for distributional derivatives, see (16).

The problem of writing a chain rule for vector fields U = wB arises in a natural
way when one studies the well-posedness of the PDE D · (wB) = c, for instance
when B has a space-time structure. Indeed one can use h(s) = s± to establish
uniqueness and comparison principles, very much like in Kruzhkov’s theory of scalar
conservation laws (see [29]). When B belongs to a Sobolev spaceW 1,p

loc and w ∈ Lq
loc,

with p, q dual exponents, the chain rule has been established in [25], obtaining

(1) D · (h(w)B) = (h(w)− wh′(w))D ·B + h′(w)D · (wB),

provided D · (wB) is absolutely continuous with respect to L d. This result has
been extended in [6] to the case when q = ∞, B ∈ BVloc and both D ·B, D · (wB)
are absolutely continuous with respect to L d.

Here we are interested in extending the validity of (1) to the case when these
divergences are not necessarily absolutely continuous. As we will see the solution
of this problem would have important applications already in the case when wB is
divergence-free, and even in this case we still do not have a complete solution.

Looking at (1), it is clear that this extension seems to require the existence of
a “good representative” of w, defined not only L d-a.e., but also up to |D · B|–
negligible sets when |D · B| is not absolutely continuous with respect to L d. Our
analysis of this problem takes advantage of the techniques introduced in [6] and of
the approximate continuity properties for solutions of transport equations with BV
coefficients recently proved in [11].

However, our results are not conclusive and they can be summarized as follows.
First, in Section 3 we prove that D · (h(w)B) is a measure (even in a vector-
valued setting) and we show a chain rule for the absolutely continuous parts of the
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divergences

(2) Da · (h(w)B) = (h(w)− wh′(w))Da ·B + h′(w)Da · (wB).

Second, in Section 4 we characterize the jump part Dj · (h(w)B) (i.e. the one
concentrated on (d− 1)-dimensional sets, see Section 2 for a precise definition):

Dj · (h(w)B) =
[
Tr+(B,Σ)h

(
Tr+(wB,Σ)
Tr+(B,Σ)

)
−Tr−(B,Σ)h

(
Tr−(wB,Σ)
Tr−(B,Σ)

)]
H d−1 Σ, .(3)

Here Σ is any countably rectifiable set on which Dj ·B and Dj · (wB) are concen-
trated, whereas Tr+(U,Σ) and Tr−(U,Σ) are the normal traces of U on Σ, according
to [12], [20], [11]. These one–sided traces coincide for divergence-free vector fields
(in general they coincide when the divergence has no jump part). So, a consequence
of (3) is that Dj · (h(w)B) = 0 when both B and wB are divergence-free.

It remains to characterize the remaining part of the divergence, the so-called
Cantor part Dc(h(w)B), and it is this part of the problem that has not been
completely settled by now.

In Section 5 we show a new representation of the commutators (20), see Lemma
5.1. These commutators play a key role in all proofs of the chain rule property
known so far. In Section 6 we use this new representation to show that

Dc(h(w)B) =
(h(w̃)− w̃h′(w̃))Dc ·B Ω \ Sw + h′(w̃)Dc · (wB) Ω \ Sw + σ,(4)

where the “error” measure σ is absolutely continuous with respect to |Dc · B| +
|Dc ·(wB)| and concentrated on Sw, the L1–approximate discontinuity set of w (see
Theorem 6.1 for a more general result). For the definition of the Lebesgue limit
w̃(x) we refer to Subsection 2.4.

It remains to understand how large Sw can be. Let us first introduce some
terminology.

Definition 1.1 (Tangential set of B). Let B ∈ BVloc(Ω,Rd), let |DB| denote the
total variation of its distributional derivative and denote by Ẽ the Borel set of points
x ∈ Ω s.t.

• The following limit exists and is finite:

M(x) := lim
r↓0

DB(Br(x))
|DB|(Br(x))

.

• The Lebesgue limit B̃(x) exists.
We call tangential set of B the Borel set

E := {x ∈ Ẽ such that M(x) · B̃(x) = 0} .

The following result has been proved by a blow-up argument in [11] (see Theorem
6.5 and (6.8) therein).

Proposition 1.2. Let B ∈ BVloc(Ω,Rd) and let w ∈ L∞loc(Ω) be such that D · (Bw)
is a locally finite Radon measure in Ω. Then the inclusion Sw ⊂ E ∪SB ∪ Jw holds
up to |DsB|-negligible sets.
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Observe that the inclusion E ∪ SB ∪ Jw ⊂ E ∪ JB ∪ JBw holds up to |DsB|-
negligible sets. Notice also that a simple blow-up argument shows that

lim sup
r↓0

|D · (Bw)|(Br(x))
rd−1

> 0 for all x ∈ JBw.

As a consequence, the set JBw is σ-finite with respect to H d−1. In particular, we
can say that Sw ⊂ E up to |DcB|-negligible sets.

Arguing on the single components of w, these remarks obviously extend to vector-
valued functions w. Let us assume that D · (wB) is absolutely continuous with
respect to Lebesgue measure; since in this case the error measure σ in (4) is con-
centrated on Sw and absolutely continuous with respect to |Dc · B|, we were thus
led to the following question concerning BV vector fields:

(Q) Let B ∈ BVloc∩L∞loc(Ω,R
d). Does the Cantor part of the divergence |Dc ·B|

vanish on the tangential set?

If this were the case, then the theorems of this paper (see (2), (3), (4)) would give
a solution to the chain rule problem whenever the measure D · (wB) is absolutely
continuous. Unfortunately the answer to Question (Q) is negative, as it is proved
in Section 8:

Proposition 1.3. There exists B ∈ BV (R2,R2) such that |Dc ·B|(E) > 0, where
E denotes the tangential set of B.

Still we can pose the following

Question 1.4 (Divergence problem). Let B ∈ BVloc ∩ L∞loc(Ω,R
d). Under which

conditions the Cantor part of the divergence |Dc ·B| vanishes on the tangential set?

The following more concrete version of Question 1.4 would still give useful partial
answers to the chain rule problem (see also Remark 1.7 below):

Question 1.5. Let B ∈ BVloc ∩ L∞loc(Ω,R
d) and let ρ ∈ L∞(Ω) be such that

ρ ≥ C > 0 and D · (ρB) = 0. Is it true that |Dc ·B| vanishes on the tangential set
of B ?

In particular, as we explain in Section 7, an affirmative answer to Question
1.5, combined with some elementary computations and with some remarks of [10],
would give an extension of the DiPerna–Lions theory of renormalized solutions to
transport equations  ∂tu+ b · ∇xu = 0

u(0, ·) = u0

when the coefficients b are BV and nearly incompressible. Here by nearly incom-
pressible we mean that there exists a positive function ρ with log ρ ∈ L∞ satisfying

(5) ∂tρ+D · (ρb) = 0 in the sense of distributions on R+
t ×Rn .

Then, as remarked in [10], we could use this extension of DiPerna–Lions theory
to prove the following conjecture of Bressan on compactness of ODEs (which indeed
was our initial main motivation for investigating the chain rule):
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Conjecture 1.6 (Bressan’s compactness conjecture). Let bn : Rt ×Rd
x → Rd be

smooth maps and denote by Φn the solution of the ODEs:

(6)


d

dt
Φn(t, x) = bn(t,Φn(t, x))

Φn(0, x) = x .

Assume that the fluxes Φn are nearly incompressible, i.e. that for some constant C
we have

(7) C−1 ≤ det(∇xΦn(t, x)) ≤ C ,

and that ‖bn‖∞+‖∇bn‖L1 is uniformly bounded. Then the sequence {Φn} is strongly
precompact in L1

loc.

We refer to Section 7 for the details.

Remark 1.7. We close this introduction by pointing out some natural conditions
under which one could investigate the Divergence Problem:

• B = ∇α ∈ BVloc(Ω) for some α ∈W 1,∞
loc (in this case D ·B = ∆α);

• B is a (semi)-monote operator, that is

(8) 〈B(y)−B(x), y − x〉 ≥ λ|x− y|2 ∀x, y ∈ Ω .

• B is both curl–free and (semi)-monotone.

2. Main notation and preliminary results

2.1. Decomposition of measures. We denote by L d the Lebesgue measure in
Rd and by H k(E) the Hausdorff k-dimensional measure of a set E ⊂ Rd. In the
sequel we denote by Ω a generic open set in Rd. If µ is a nonnegative Borel measure
in Ω we say that µ is concentrated on a Borel set F if µ(Ω \ F ) = 0. For a Borel
set F ⊂ Ω, the restriction µ F is defined by

µ F (E) := µ(F ∩ E) for any Borel set E ⊂ Ω.

The same operation can be defined for vector valued measures µ with finite total
variation in Ω. Unless otherwise stated, weak∗ convergence of measures is under-
stood in the duality with continuous and compactly supported functions.

We now recall the following elementary results in Measure Theory (see for in-
stance Proposition 1.62(b) of [5]):

Proposition 2.1. Let {µh} be a sequence of Radon measures on Ω ⊂ Rd, which
converge weakly∗ to µ and assume that |µh| converge weakly∗ to λ. Then λ ≥ |µ|
and if E is a compact set such that λ(∂E) = 0, then µh(E) → µ(E).

Proposition 2.2. Let µ be a Radon measure on Ω. We fix a standard kernel
ρ ∈ C∞c (Rd) supported in the unit ball, we take the standard family of mollifiers
{ρδ} and on every Ω̃ ⊂⊂ Ω we consider µ ∗ ρδ for δ < dist (Ω̃, ∂Ω). Then µ ∗ ρδ

converges weakly∗ to µ in Ω̃ and |µ ∗ ρδ| converges weakly∗ to |µ| in Ω̃.

Let µ be a Radon vector valued measure on Ω. By the Lebesgue decomposition
theorem, µ has a unique decomposition into absolutely continuous part µa and
singular part µs with respect to Lebesgue measure L d. Further, by the Radon-
Nikodym theorem there exists a unique f ∈ L1

loc(Ω,R
k) such that µa = fL d.

One can further decompose µs as follows:
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Proposition 2.3 (Decomposition of the singular part). If |µs| vanishes on any
H d−1-negligible set, then µs can be uniquely written as a sum µc + µj of two
measures such that

(a) µc(A) = 0 for every A such that H d−1(A) < +∞;
(b) µj = fH d−1 Jµ for some Borel set Jµ σ-finite with respect to H d−1.

The proof of this Proposition is analogous to the proof of decomposition of
derivatives of BV functions (and indeed in this case the decompositions coincide),
see Proposition 3.92 of [5]. In this proof, the Borel set Jµ is defined as

(9) Jµ :=

{
x ∈ Ω

∣∣∣∣∣ lim sup
r↓0

|µ|(Br(x))
rd−1

> 0

}
.

These measures will be called, respectively, jump part and Cantor part of the mea-
sure µ.

If µ is given by a distributional divergence D · U , then µa, µj , and µc will be
denoted respectively by Da · U , Dj · U , and Dc · U .

2.2. Normal traces of divergence–measure fields. In this section we recall
some basic facts about the trace properties of vector fields whose divergence is a
measure (see [12], the unpublished work [14], [20], and finally [11]).

Thus, let U ∈ L∞loc(Ω,R
d) be such that its distributional divergence D · U is a

measure with locally finite variation in Ω. The starting point is to define for every
C1 open set Ω′ ⊂ Ω the distribution Tr(U, ∂Ω′) as

(10) 〈Tr(U, ∂Ω′), ϕ〉 :=
∫

Ω′
∇ϕ · U +

∫
Ω′
ϕd [D · U ] ∀ϕ ∈ C∞c (Ω).

It was proved in [12] that there exists a unique g ∈ L∞loc(Ω ∩ ∂Ω′) such that

〈Tr(U, ∂Ω′), ϕ〉 =
∫

∂Ω′
gϕ dH d−1 .

By a slight abuse of notation, we denote the function g by Tr(U, ∂Ω′) as well.
Given an oriented C1 hypersurface Σ, we can locally view it as the boundary of

an open set Ω1 having νΣ as unit exterior normal. In this way the trace Tr+(U,Σ)
is well defined, and the trace Tr−(U,Σ) is defined analogously.

In order to extend the notion of trace to countably H d−1-rectifiable sets, defined
below, we need a stronger locality property: in [12] it was proved (see also the recent
proof in [11]) that the trace operator is local in a strong sense, i.e. if Ω1,Ω2 ⊂⊂ Ω
are two C1 open sets, then

(11) Tr(U, ∂Ω1) = Tr(U, ∂Ω2) H d−1–a.e. on ∂Ω1 ∩ ∂Ω2,

if the exterior unit normals coincide on ∂Ω1 ∩ ∂Ω2.

Definition 2.4 (Countably H d−1-rectifiable sets). We say that Σ ⊂ Rd is count-
ably H d−1-rectifiable if there exist (at most) countably many C1 embedded hyper-
surfaces Γi ⊂ Rd such that

H d−1

(
Σ \

⋃
i

Γi

)
= 0.
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Using the decomposition of a rectifiable set Σ in pieces of C1 hypersurfaces we
can define an orientation of Σ and the normal traces of U on Σ as follows: by the
rectifiability property we can find countably many oriented C1 hypersurfaces Σi

and pairwise disjoint Borel sets Ei ⊂ Σi ∩ Σ such that H d−1 (Σ \ ∪iEi) = 0; then
we define νΣ(x) equal to the classical normal to Σi for any x ∈ Ei. Analogously,
we define

Tr+(U,Σ) := Tr+(U,Σi), Tr−(U,Σ) := Tr−(U,Σi) H d−1-a.e. on Ei.

The locality property ensures that this definition depends on the orientation νΣ,
as in the case of oriented C1 hypersurfaces, but it does not depend on the choice
of Σi and Ei, up to H d−1-negligible sets.

We end this subsection by stating two useful propositions, which correspond to
Propositions 3.4 and 3.6 of [11] (see also [20]).

Proposition 2.5 (Jump part of D · U). Let the divergence of C ∈ L∞loc(Ω,R
d) be

a measure with locally finite variation in Ω. Then:
(a) |D · U |(E) = 0 for any H d−1-negligible set E ⊂ Ω.
(b) If Σ ⊂ Ω is a C1 hypersurface then

(12) D · U Σ = (Tr+(U,Σ)− Tr−(U,Σ))H d−1 Σ.

Thanks to Proposition 2.5(a) it turns out that for any U ∈ L∞loc(Ω,R
d) whose

divergence is a locally finite measure in Ω there exist a Borel function f and a set
J = JD·U such that

(13) Dj · U = fH d−1 JD·U .

Proposition 2.6 (Fubini’s Theorem for traces). Let U be as above and let F ∈
C1(Ω). Then

Tr(U, ∂{F > t}) = U · ν H d−1–a.e. on Ω ∩ ∂{F > t}
for L 1-a.e. t ∈ R, where ν denotes the exterior unit normal to {F > t}.

Notice that the coarea formula gives that {F = t} ∩ {|∇F | = 0} is H d−1-
negligible for L 1-a.e. t ∈ R, therefore the theory of traces applies to the sets
Σ = {F = t} for L 1-a.e. t ∈ R.

2.3. BV and BD functions. For B ∈ L1
loc(Ω;Rm) we denote by DB = (DiB

l)
the derivative in the sense of distributions of B, i.e. the Rm×d-valued distribution
defined by

DiB
l(ϕ) := −

∫
Ω

Bl ∂ϕ

∂xi
dx ∀ϕ ∈ C∞c (Ω), 1 ≤ i ≤ d, 1 ≤ l ≤ m.

In the case when m = d we denote by EB the symmetric part of the distributional
derivative of B, i.e.,

EB := (EilB), EilB :=
1
2
(DiB

l +DlB
i) 1 ≤ i, l ≤ d.

Definition 2.7 (BV and BD functions). We say that B ∈ L1(Ω;Rm) has bounded
variation in Ω, and we write B ∈ BV (Ω;Rm), if DB is representable by a Rm×d-
valued measure, still denoted with DB, with finite total variation in Ω.
We say that B ∈ L1(Ω;Rd) has bounded deformation in Ω, and we write B ∈
BD(Ω), if EijB is a Radon measure with finite total variation in Ω for any i, j =
1, . . . , d.
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It is a well known fact that for B ∈ BV one has DB << H d−1. The same
property holds for EB when B ∈ BD (see for instance Remark 3.3 of [4]). Therefore
we can apply the decomposition of Subsection 2.1 to the measures DB and EB and
we will use the notation DaB (EaB), DcB (EcB), and DjB (EjB), respectively
for the absolutely continuous part, Cantor part, and jump part of DB (EB). The
distributional divergence D · B :=

∑
iDiB

i =
∑

iEiiB is a well defined measure
with finite total variation in Ω when B ∈ BD(Ω).

2.4. Fine properties of BV functions. In this subsection we recall the fine
properties of Rm-valued BV functions defined in an open set Ω ⊂ Rd.

The L1–approximate discontinuity set SB ⊂ Ω of a locally summable B : Ω →
Rm and the Lebesgue limit are defined as follows: x /∈ SB if and only if there exists
z ∈ Rm satisfying

lim
r↓0

r−d

∫
Br(x)

|B(y)− z| dy = 0.

The vector z, if it exists, is unique and denoted by B̃(x), the Lebesgue limit of B
at x. It is easy to check that the set SB is Borel and that B̃ is a Borel function in
its domain (see §3.6 of [5] for details). By Lebesgue differentiation theorem the set
SB is Lebesgue negligible and B̃ = B L d-a.e. in Ω \ SB .

In a similar way one can define the L1–approximate jump set JB ⊂ SB , by
requiring the existence of a, b ∈ Rm with a 6= b and of a unit vector ν such that

lim
r↓0

r−d

∫
B+

r (x,ν)

|B(y)− a| dy = 0, lim
r↓0

r−d

∫
B−r (x,ν)

|B(y)− b| dy = 0,

where

(14)
B+

r (x, ν) := {y ∈ Br(x) : 〈y − x, ν〉 > 0} ,

B−r (x, ν) := {y ∈ Br(x) : 〈y − x, ν〉 < 0} .
The triplet (a, b, ν), if exists, is unique up to a permutation of a and b and a change
of sign of ν, and denoted by (B+(x), B−(x), ν(x)), where B±(x) are called Lebesgue
one-sided limits of B at x. It is easy to check that the set JB is Borel and that B±

and ν can be chosen to be Borel functions in their domain (see again §3.6 of [5] for
details).

Denoting by η⊗ξ the linear map from Rd to Rm defined by v 7→ η〈ξ, v〉, the fol-
lowing structure theorem holds (see for instance Theorem 3.77 and Proposition 3.92
of [5]):

Proposition 2.8 (BV structure theorem). If B ∈ BVloc(Ω,Rm), then H d−1(SB \
JB) = 0 and JB is a countably H d−1–rectifiable set. Moreover

(15) DjB = (B+ −B−)⊗ νH d−1 JB ,

(16)
|DaB|(u−1(N)) + |DcB|(ũ−1(N)) = 0

for any L 1-negligible Borel set N ⊂ R.

As a corollary, since DaB and DcB are both concentrated on Ω\SB , we conclude
that |DaB|+ |DcB|–a.e. x is a Lebesgue point for B, with value B̃(x). The space
of functions of special bounded variation (denoted by SBV ) is defined as follows:

Definition 2.9 (SBV ). Let Ω ⊂ Rd be an open set. The space SBV (Ω,Rm) is
the set of all u ∈ BV (Ω,Rm) such that Dcu = 0.
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2.5. Fine properties of BD functions. As in the case of BV functions, also for
BD functions B the set JB is countably H d−1–rectifiable (see [4]). Though the
question whether H d−1(SB \ JB) = 0 is still open, in [4] it was proved that:

Proposition 2.10. If B ∈ BD(Ω), then

EjB = (B+ −B−)� νH d−1 JB ,

where 2a� b := a⊗ b+ b⊗ a.

Similarly, we can define:

Definition 2.11 (SBD). SBD(Ω) is the set of all B ∈ BD(Ω) such that EcB = 0.

2.6. Vol’pert chain rule and Alberti’s rank one Theorem. We end this sec-
tion by recalling the classical chain–rule formula for BV functions of Vol’pert (see
[36] and Theorem 3.96 of [5]) and a deep result of Alberti concerning the structure
of DsB (see [1]).

Theorem 2.12 (Vol’pert chain rule). Let v ∈ BVloc(Ω,Rm) and let Φ ∈ C1(Rm,Rh)
be a map with a bounded gradient. Then Φ ◦ v ∈ BVloc(Ω,Rh) and the measure
D(Φ ◦ v) can be explicitly computed as

D(Φ ◦ v) = ∇Φ(v) ·Dav +∇Φ(ṽ) ·Dcv +
(
Φ(v+)− Φ(v−))⊗ νH d−1 Jv .

Theorem 2.13 (Alberti’s rank one theorem). Let B ∈ BVloc(Ω,Rm). Then there
exist Borel functions ξ : Ω → Sd−1, η : Ω → Sm−1 such that

(17) DsB = η ⊗ ξ|DsB| .

3. Chain rule: The absolutely continuous part

In this and in the next three sections we will study the problem of computing
the divergence D · (h(w)B) when B is a BV function and w is an L∞ function such
that D · (wB) is a measure.

To simplify the statements, in this and in the next two sections we will always
assume that the divergence of wB is a measure with locally finite total variation.

Remark 3.1. Note that, when U ∈ L∞(Rd,Rd) and D ·U is a measure with locally
finite total variation, one has the estimate

|D · U(Br(x))| ≤ αd−1‖U‖∞rd−1 ,

where αd−1 denotes the d − 1–dimensional volume of the unit sphere. By stan-
dard arguments, this implies that |D · U |(E) = 0 for every Borel set E such that
H d−1(E) = 0.

Therefore we can decompose D · U into its absolutely continuous, Cantor, and
jump part, which will be denoted respectively by Da · U , Dc · U , and Dj · U .

Definition 3.2 (BV measures). We say that a positive locally finite measure σ in
Ω is a BV measure if there exists an at most countable Borel partition {Ωl}l∈I of
Ω and functions fl ∈ BVloc(Ω) such that σ Ωl � |Dfl| for any l ∈ I.

Notice that it is not restrictive to assume that the functions fl are bounded
and nonnegative, by a truncation argument. Also, it is immediate to check using
the uniqueness of decomposition in Cantor and jump part that σ Ωl � |Dfl|
implies σj Ωl � |Djfl| and σc Ωl � |Dcfl|. As a consequence, since |Djf | is
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concentrated on a countably H d−1-rectifiable set for any f ∈ BVloc (precisely the
L1–approximate jump set of f), the same is true for the jump part σj of a BV
measure σ.

Theorem 3.3 (Absolutely continuous part). Let B ∈ BDloc(Ω), w ∈ L∞loc(Ω;Rk),
and h ∈ C1(Rk), and assume that D · (wB) is a measure with locally finite total
variation. Then

(a) D · (h(w)B) is a measure with locally finite variation in Ω and

Da · (h(w)B) =[
h(w)−

k∑
i=1

wi
∂h

∂zi
(w)

]
Da ·B +

k∑
i=1

∂h

∂zi
(w)Da · (wiB) .(18)

(b) If B ∈ BVloc, then for any open set A ⊂⊂ Ω we have

(19) |Ds · (h(w)B)| A ≤ L1|Ds ·B|+ L2|Ds · (wB)| ,

where the constants L1 and L2 depend only on L := ‖w‖L∞(A) and ‖h‖C1(BL(0)).
(c) If B ∈ BVloc and D · (wiB) are BV measures, then |D · (h(w)B)| is a BV

measure as well.

Before going into the proof of the previous theorem, we need some definitions
and preliminary lemmas. First of all, ρδ will denote a standard family of mollifiers
in Rd, that is ρ ∈ C∞c (B1(0)) is even with ρ ≥ 0,

∫
ρ = 1 and ρδ(x) = δ−dρ

(
x
δ

)
.

We set

I(ρ) :=
∫
Rd

|z||∇ρ(z)| dz .

Moreover, we define the commutators

(20) Tδ := (D · (Bw)) ∗ ρδ −D · (B(w ∗ ρδ)) ,

and we denote by T i
δ the component (D · (Bwi)) ∗ ρδ −D · (B(wi ∗ ρδ)). The next

Proposition is Theorem 2.6 of [11].

Proposition 3.4 (BD commutators estimate). Let B ∈ BDloc(Ω) and let w ∈
L∞loc(Ω). Let ρ be a radial convolution kernel. Then:

(a) The distributions defined by (20) are induced by measures with locally uni-
formly bounded variation in Ω as δ ↓ 0.

(b) Any weak∗ limit σ of a subsequence of {|Tδ|}δ↓0 as δ ↓ 0 is a singular
measure which satisfies the bound

(21) σ A ≤ ‖w‖L∞(A)

(
d+ I(ρ)

)
|EsB| for any open set A ⊂⊂ Ω.

In the case where B ∈ BVloc we can consider more general convolution ker-
nels and give more refined estimates. In this we follow [6] and define, for every
convolution kernel ρ and any d× d matrix M , the quantity:

(22) Λ(M,ρ) :=
∫
Rd

∣∣〈M · z,∇ρ(z)〉
∣∣ dz .

In the following proposition we write the matrix valued measure DsB as M |DsB|,
where M : Ω → Rd×d is a Borel function with |M | = 1 |DsB|-a.e. in Ω.

9



Proposition 3.5 (BV commutators estimate). Let B ∈ BVloc(Ω;Rd) and let ρ be
an even convolution kernel. Then, any measure σ which is the weak∗ limit in Ω of
a subsequence of {|Tδ|} satisfies the estimate

(23) σ A ≤ ‖w‖L∞(A) [Λ(M(·), ρ)|DsB|+ |Ds ·B|]

for all open sets A ⊂⊂ Ω.

This proposition is the analog of Theorem 3.2 of [6], with the only difference that
the commutators considered here in (20) are more general than those considered
in [6]. Indeed the commutators considered in [6] can be written only under the
assumption that the divergence of B is absolutely continuous. In Appendix A we
show the minor modifications needed to adapt the proof of Theorem 3.2 of [6].

The final ingredient for the proof of Theorem 3.3 is the following elementary
lemma

Lemma 3.6. Let

(24) K :=
{
ρ ∈ C∞c (B1(0)) such that ρ ≥ 0 is even, and

∫
B1(0)

ρ = 1
}
.

If D ⊂ K is dense with respect to the strong W 1,1 topology, then for every ξ, η ∈ Rd

we have

(25) inf
ρ∈D

Λ(η ⊗ ξ, ρ) = |〈ξ, η〉| =
∣∣tr (η ⊗ ξ)

∣∣ .
The proof of this lemma is equal to the the proof of Lemma 3.3 of [6] (see also

Remark 3.8(1) in the same paper), but since the statement of Lemma 3.3 of [6] is
slightly weaker, for the reader’s convenience we include the proof of Lemma 3.6 in
Appendix B. We now come to

Proof of Theorem 3.3. (a) Let us fix a radial convolution kernel ρ and define Tδ as
in (20). Then, we compute

D · (h(w ∗ ρδ)B)

=
∑

i

∂h

∂zi
(w ∗ ρδ)∇(wi ∗ ρδ) ·B + h(w ∗ ρδ)D ·B

=
∑

i

∂h

∂zi
(w ∗ ρδ)D · [(wi ∗ ρδ)B]

+

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
D ·B

=
∑

i

∂h

∂zi
(w ∗ ρδ)[(D · (Bwi)) ∗ ρδ]−

∑
i

∂h

∂zi
(w ∗ ρδ)T i

δ(26)

+

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
D ·B .(27)

As δ ↓ 0, D · (h(w ∗ ρδ)B) converges to D · (h(w)B) in the distribution sense. On
any open set A ⊂⊂ Ω the measures [(D · (Bw)) ∗ ρδ] enjoy uniform bounds on their
total variations. In view of Proposition 3.4, the same holds for Tδ. Since w ∈ L∞loc

we conclude easily that the sum of (26) and (27) converges, up to subsequences, to
a Radon measure µ = D · (h(w)B) on Ω.
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Define Sδ := ∂h
∂zi

(w ∗ ρδ)T i
δ . Note that |Sδ| ≤ C|T i

δ |, where C locally depends
only on ‖w‖∞ and h. Hence from Proposition 3.4 we conclude that any weak limit
of a subsequence of |Sδ| is singular and from Proposition 2.1 we conclude that any
limit point of Sδ as δ ↓ 0 is a singular measure.

We use the decomposition [(D ·(Bw))∗ρδ] = [(Da ·(Bw))∗ρδ]+[(Ds ·(Bw))∗ρδ].
By Proposition 2.1 again, the measures

µδ
2 :=

∑
i

∂h

∂zi
(w ∗ ρδ)[(Ds · (Bwi)) ∗ ρδ]

converge (up to subsequences) to singular measures. Moreover, if we write Da ·
(Bw) = fL d, we get that [(Da · (Bw)) ∗ ρδ] = f ∗ ρδL d. Since ∂h

∂zi
(w ∗ ρδ)

converges to ∂h
∂zi

(w) pointwise almost everywhere and f ∗ρδ converges to f strongly
in L1

loc, we conclude that

µδ
1 :=

∑
i

∂h

∂zi
(w ∗ ρδ)[(Da · (Bwi)) ∗ ρδ]

converges to [∑
i

∂h

∂zi
(w)fi

]
L d =

∑
i

∂h

∂zi
(w)Da · (Bwi) .

In a similar way we can treat the last term in (27) and we conclude that the sum
of the expressions (26) and (27) converges (up to subsequences) to µ = µ1 + µ2,
where

• µ2 is singular with respect to L d and is the limit of

µδ
2 +

∑
i

∂h

∂zi
(w ∗ ρδ)T i

δ +

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
Ds ·B ;

• µ1 is absolutely continuous and

µ1 = lim
δ↓0

{
µδ

1 +

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
Da ·B

}

=

[
h(w)−

k∑
i=1

wi
∂h

∂zi
(w)

]
Da ·B +

k∑
i=1

∂h

∂zi
(w)Da · (wiB) .

From this we easily get (18).

(b) From the argument of the previous step, we conclude that Ds · (h(w)B) is
the limit (in the sense of distributions) of the sums of the following expressions:{∑

i

∂h

∂zi
(w ∗ ρδ)

[
(Ds · (Bwi)) ∗ ρδ

]
+

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
Ds ·B

}
,(28)

(29)
∑

i

∂h

∂zi
(w ∗ ρδ)T i

δ .

11



Clearly, any limit point of the sum in (28) is a measure which is bounded on any
open set A ⊂⊂ Ω by

L1|Ds · (Bw)|+ L2|Ds ·B| ,
where L1 and L2 only depend on L := ‖w‖L∞(A) and ‖h‖C1(BL(0)).

Now, fix an open set A ⊂⊂ Ω and let ν be any limit point of (29). According to
Proposition 3.5 we have

|ν| A ≤ ‖w‖L∞(A)Λ(M(·), ρ)|DsB|+ ‖w‖L∞(A)|Ds ·B|
Thus, choosing subsequences for which both terms in (28) and (29) are converging,
we find

(30) |Ds · (h(w)B))| A ≤ L1|Ds · (Bw)|+ L2|Ds ·B|+ L3Λ(M(·), ρ)|DsB|
for some constants Li independent of Q and of ρ and depending only on A. Now,
let τ be the positive part of the measure |Ds(h(w)B)| − L1|Ds · (Bw)| and let g
be its Radon–Nikodym derivative with respect to |DsB|. Then from (30) it follows
that, for any even convolution kernel ρ, the inequality

g(x) ≤ L2|tr(M(x))|+ L3Λ(M(x), ρ)

holds for |DsB|–a.e. x ∈ A. Let D be a countable set of mollifiers which is dense
in the W 1,1 strong topology in the set K of (24). Then,

g(x) ≤ L2

∣∣tr (M(x))
∣∣+ L3 inf

ρ∈D
Λ(M(x), ρ) for |DsB|–a.e. x ∈ A.

Recall Alberti’s Theorem: M(x) = η(x) ⊗ ξ(x). Thus, from Lemma 3.6 it follows
that

g(x) ≤ L2

∣∣tr (M(x))
∣∣+ L3

∣∣tr (M(x))
∣∣ ,

so that τ A ≤ (L2 + L3)|Ds ·B|. Hence, setting L4 = L2 + L3, we conclude that

|Ds · (h(w)B))| ≤ L1|Ds · (Bw)|+ L4|tr(M)||DsB|
= L1|Ds · (Bw)|+ L4|Ds ·B| .(31)

(c) It is an immediate consequence of (19). � �

4. Chain rule: The jump part

In this section we prove the following

Theorem 4.1 (Jump part). Let h ∈ C1(Rk), B ∈ BDloc and let Σ ⊂ Ω be any
oriented countably H d−1-rectifiable set. Then

D · (h(w)B) Σ =
[
Tr+(B,Σ)h

(
Tr+(wB,Σ)
Tr+(B,Σ)

)
−Tr−(B,Σ)h

(
Tr−(wB,Σ)
Tr−(B,Σ)

)]
H d−1 Σ,

where the ratio Tr+(wB,Σ)
Tr+(B,Σ)

(resp. Tr−(wB,Σ)
Tr−(B,Σ)

) is arbitrarily defined at points where
the trace Tr+(B,Σ) (resp. Tr−(B,Σ)) vanishes.

Moreover, if Dj · (wiB) are concentrated on a countably H d−1-rectifiable set Σ,
then Dj(h(w)B) is concentrated on Σ.

The key for proving Theorem 4.1 is the following theorem. The scalar case is
proved in [11]. In the vector-valued case the proof is analogous, but we give a
detailed one for the reader’s convenience.
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Theorem 4.2 (Change of variables for traces). Let Ω′ ⊂⊂ Ω be an open domain
with a C1 boundary and let h ∈ C1(Rk). Then

Tr(h(w)B, ∂Ω′) = h

(
Tr(wB, ∂Ω′)
Tr(B, ∂Ω′)

)
Tr(B, ∂Ω′) H d−1-a.e. on ∂Ω′.

Proof. It is not restrictive to assume that the larger open set Ω is bounded and it
has a C1 boundary.
Step 1. Let Ω′′ = Ω \ Ω′. In this step we prove that

Tr(h(w)B, ∂Ω′′) = h

(
Tr(wB, ∂Ω′′)
Tr(B, ∂Ω′′)

)
Tr(B, ∂Ω′′) H d−1-a.e. on ∂Ω′′,

under the assumption that the components of B and w are bounded and belong
to the Sobolev space W 1,1(Ω′′). Indeed, the identity is trivial if both w and B are
continuous up to the boundary, and the proof of the general case can be immediately
achieved by a density argument based on the strong continuity of the trace operator
from W 1,1(Ω′′) to L1(∂Ω′′,H d−1 ∂Ω′′) (see for instance Theorem 3.88 of [5]).
Step 2. In this step we prove the general case. Let us apply Gagliardo’s theorem
on the surjectivity of the trace operator from W 1,1 into L1 to obtain a bounded
vector field B1 ∈ W 1,1(Ω′′;Rd) whose trace on ∂Ω′ ⊂ ∂Ω′′ is equal to the trace
of B, seen as a function in BD(Ω′). In particular Tr(B, ∂Ω′) = −Tr(B1, ∂Ω′′).
Defining

B̃(x) :=
{
B(x) if x ∈ Ω′

B1(x) if x ∈ Ω′′,

it turns out that B̃ ∈ BDloc(Ω) and that

(32) |EB̃|(∂Ω′) = 0.

Let us consider the function θ := Tr(wB, ∂Ω′)/Tr(B, ∂Ω′) (set equal to 0 wherever
the denominator is 0) and let us prove that ‖θ‖L∞(∂Ω′) is less than ‖w‖L∞(Ω′).
Indeed, writing ∂Ω′ as the 0-level set of a C1 function F with |∇F | > 0 on ∂Ω′ and
{F = t} ⊂ Ω′ for t > 0 sufficiently small, by Proposition 2.6 we have

−‖w‖L∞(Ω′)Tr(B, ∂{F > t}) ≤ Tr(wB, ∂{F > t})
≤ ‖w‖L∞(Ω′)Tr(B, ∂{F > t})

H d−1-a.e. on {F = t} for L 1-a.e. t > 0 sufficiently small. Passing to the limit as
t ↓ 0 and using the w∗-continuity of the trace operator (see [20], [11]) we recover
the same inequality on {F = 0}, proving the boundedness of θ.

Now, still using Gagliardo’s theorem, we can find a bounded function w1 ∈
W 1,1(Ω′′;Rk) whose trace on ∂Ω′ is given by θ, so that the normal trace of w1iB1

on ∂Ω′′ is equal to Tr(wiB, ∂Ω′) on the whole of ∂Ω′. Defining

w̃(x) :=
{
w(x) if x ∈ Ω′

w1(x) if x ∈ Ω′′,

by Proposition 2.5 we obtain

(33) |D · (w̃iB̃)|(∂Ω′) = 0 i = 1, . . . , k.

Let us apply now (19) in Theorem 3.3 and (32), (33), to obtain that the diver-
gence of the vector field h(w̃)B̃ is a measure with finite total variation in Ω, whose
restriction to ∂Ω′ vanishes. As a consequence, Proposition 2.5 gives

(34) Tr+(h(w̃)B̃, ∂Ω′) = Tr−(h(w̃)B̃, ∂Ω′) H d−1-a.e. on ∂Ω′.
13



By applying (34), Step 1, and finally our choice of B1 and w1 the following chain
of equalities holds H d−1-a.e. on ∂Ω′:

Tr(h(w)B, ∂Ω′) = Tr+(h(w̃)B̃, ∂Ω′) = Tr−(h(w̃)B̃, ∂Ω′)

= Tr(h(w1)B1, ∂Ω′′) = h

(
Tr(w1B1, ∂Ω′′)
Tr(B1, ∂Ω′′)

)
Tr(B1, ∂Ω′′)

= h

(
Tr(wB, ∂Ω′)
Tr(B, ∂Ω′)

)
Tr(B, ∂Ω′).

� �

Proof of Theorem 4.1. If Σ is a compact set contained in a C1 hypersurface ∂Ω′

the statement is a direct consequence of Proposition 2.5 and of Theorem 4.2. The
general case follows by the rectifiability of Σ, recalling the way in which traces on
rectifiable sets have been defined. Finally, the last statement is a direct consequence
of (19). � �

5. Concentration of commutators on Sw

In this section we improve the results of Section 3, showing that the commutators

(35) T i
δ :=

∂h

∂zi
(w ∗ ρδ)T i

δ =
∂h

∂zi
(w ∗ ρδ)

[
(D · (Bwi)) ∗ ρδ −D · ((wi ∗ ρδ)B)

]
concentrate on the L1–approximate discontinuity set Sw. The main ingredient in
the proof of this fact is the following lemma, which gives a representation of the
product ΦTδ, where Φ is a test function, as the integral with respect to DB of a
kind of anisotropic convolution product between w and Φ (it is indeed a standard
1-d convolution along the direction y, weighted by ∇ρ(y)).

It is easy to check (see for instance [11]) that T i
δ can be written as ri

δL
d − (wi ∗

ρδ)D ·B, where

(36) ri
δ(x) :=

∫
Rd

wi(x′)
[
(B(x)−B(x′)) · ∇ρδ(x′ − x)

]
dx′ .

Lemma 5.1 (Double averages lemma). Let Φ ∈ L∞(Ω) and assume that its support
is a compact subset of Ω. Then, for δ sufficiently small, we have

(37)
∫
Rd

Φ(x)ri
δ(x) dx =

∑
j,k

∫
Rd

Aijk
δ (ξ) d[DkB

j ](ξ) ,

where the functions Aijk
δ are given by the double average

(38) Aijk
δ (ξ) := −1

δ

∫ δ

0

∫
Rd

yk
∂ρ

∂zj
(y)Φ(ξ − τy)wi(ξ + (δ − τ)y) dy dτ .

Proof. Fix Φ ∈ L∞(Ω) and with compact support contained in Ω and assume
without loss of generality that w is globally bounded. Then, if δ is sufficiently
small, Aijk

δ has compact support contained in Ω. We now prove that Aijk
δ is a

continuous function. Taking into account that Φ and w are bounded, it suffices to
show that

Rε(ξ) :=
∫ δ−ε

ε

∫
Rd

yk
∂ρ

∂zj
(y)Φ(ξ − τy)wi(ξ + (δ − τ)y) dy dτ

14



is continuous for any ε ∈ (0, δ/2). This claim can be proved as follows. First of all,
without loss of generality, we can assume that both w and Φ are compactly sup-
ported. Next we take sequences {wl} and {Φl} of continuous compactly supported
functions such that ‖w − wl‖L2 + ‖Φ− Φl‖L2 ↓ 0. If we set

Rl
ε(ξ) :=

∫ δ−ε

ε

∫
Rd

yk
∂ρ

∂zj
(y)Φl(ξ − τy)wl

i(ξ + (δ − τ)y) dy dτ ,

then each Rl
ε is continuous. Moreover one can easily check that

|Rl
ε(ξ)−Rε(ξ)| ≤ Cδε−n

(
‖Φ‖L2‖w − wl‖L2 + ‖wl‖L2‖Φl − Φ‖L2

)
.

Therefore Rl
ε → Rε uniformly, and we conclude that Rε is continuous.

Now, fix B and δ as in the statement of the lemma. We approximate B in L1
loc

with a sequence of smooth functions Bn, in such a way that DkB
j
n converge weakly∗

to DkB
j on Ω. Hence, we have that

Ri
n(x) :=

∫
Rd

wi(x′)
[
(Bn(x)−Bn(x′)) · ∇ρδ(x′ − x)

]
dx′

converge strongly in L1
loc to ri

δ. Moreover, since Aijk
δ is a continuous and compactly

supported function, we have

lim
n→∞

∫
Aijk

δ (ξ)d[DkB
j
n](ξ) =

∫
Aijk

δ (ξ)d[DkB
j ](ξ) .

Hence it is enough to prove the statement of the lemma for Bn, which are smooth
functions.

Thus, we fix a smooth function B and compute

−
∫
ri
δ(x)Φ(x) dx

= −
∫
Rd

Φ(x)
∫
Rd

wi(x′)
[
(B(x)−B(x′)) · ∇ρδ(x′ − x)

]
dx′ dx

= −
∫
Rd×Rd

Φ(x)wi(x+ δy)
B(x)−B(x+ δy)

δ
· ∇ρ(y) dy dx

=
∫
Rd×Rd

Φ(x)wi(x+ δy)
1
δ

∫ δ

0

∑
k,j

yk
∂Bj

∂zk
(x+ τy)

∂ρ

∂zj
(y) dτ dy dx

=
∑
k,j

∫
Rd

[
1
δ

∫ δ

0

∫
Rd

yk
∂ρ

∂zj
(y)Φ(ξ − τy)wi(ξ + (δ − τ)y) dy dτ

]
∂Bj

∂zk
(ξ) dξ .

Since the measure ∂Bj

∂zk
L d is equal to DkB

j , the claim of the lemma follows. � �

Theorem 5.2 (Concentration of commutators on Sw). Assume that B ∈ BVloc(Ω;Rd)
and w ∈ L∞loc(Ω;Rk). Then any limit point as δ ↓ 0 of T i

δ is a measure concentrated
on Sw.

Proof. We rewrite T i
δ as

(39) T i
δ =

∂h

∂zi
(w ∗ ρδ) ri

δ L d − ∂h

∂zi
(w ∗ ρδ) (wi ∗ ρδ)D ·B .
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We define the matrix–valued measures

α := DB (Ω \ Sw)
β := DB Sw

and the measures

γ := [D ·B] (Ω \ Sw)
λ := [D ·B] Sw .

Then we introduce the measures Si
δ and Ri

δ given by the following linear functionals
on ϕ ∈ Cc(Ω):

〈Si
δ, ϕ〉 :=

∑
j,k

∫
Rd

gijk
δ (ξ) d[αkj ](ξ)

−
∫
Rd

ϕ(x)
∂h

∂zi
(w ∗ ρδ(x))wi ∗ ρδ(x) dγ(x)(40)

〈Ri
δ, ϕ〉 :=

∑
j,k

∫
Rd

gijk
δ (ξ) d[βkj ](ξ)

−
∫
Rd

ϕ(x)
∂h

∂zi
(w ∗ ρδ(x))wi ∗ ρδ(x) dλ(x) ,(41)

where

gijk
δ (ξ) := −1

δ

∫ δ

0

∫
Rd

yk
∂ρ

∂zj
(y)ϕ(ξ − τy)

· ∂h
∂zi

(w ∗ ρδ(ξ − τy))wi(ξ + (δ − τ)y) dy dτ .(42)

This formula for gijk
δ comes from the formulas for Aijk

δ of Lemma 5.1, where we
choose as Φ the function

Φ := ϕ
∂h

∂zi
(w ∗ ρδ) .

Hence, comparing (42) with (39) and (38), from Lemma 5.1 we conclude that
T i

δ = Si
δ +Ri

δ.
Let Ri

0 be any weak limit of a subsequence {Ri
δn
}δn↓0 and let Si

0 be any weak
limit of a subsequence (not relabeled) of {Si

δn
}. In what follows we will prove that

(i) Ri
0 � |λ|+ |β|

(ii) Si
0 = 0.

Since |λ| and |β| are concentrated on Sw, (i) and (ii) prove the Theorem.

Proof of (i) Let us fix an open set Ω̃ ⊂⊂ Ω and a smooth function ϕ with
|ϕ| ≤ 1 and with support K ⊂ Ω̃. If we define gijk

δ as in (42), from the fact that w
is locally bounded we conclude that there exists a constant C, depending only on
Ω̃, w and h, such that ‖gijk

δ ‖∞ ≤ C. Hence, it follows that

(43)
∣∣∣∣∫ ϕdRi

δ

∣∣∣∣ ≤ C‖w‖∞

|β|
⋃

j,k

supp (gijk
δ )

+ |λ|(K)

 .
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Moreover, it is easy to check that, if Kε denotes the ε–neighborhood of K, then
supp (gijk

δ ) ⊂ K2δ. Hence, passing into the limit in (43), we conclude that∣∣∣∣∫ ϕdRi
0

∣∣∣∣ ≤ C‖w‖∞
(
|λ|(K) + |β|(K)

)
.

From the arbitrariness of ϕ ∈ C∞c (Ω̃) it follows easily that Ri
0 Ω̃ ≤ C(|β|+ |λ|).

Proof of (ii) By definition of Sw, w has Lebesge limit w̃(x) at every x ∈ Ω\Sw.
Hence it follows that

(44) lim
δ↓0

w ∗ ρδ(x) = w̃(x)

Fix ϕ and define gijk
δ as in (42). We will show that for every ξ ∈ Ω \ Sw we have

that

(45) lim
δ↓0

gijk
δ (ξ) = gijk(ξ)

where

gijk(ξ) := −ϕ(ξ)
∂h

∂zi
(w̃(ξ))w̃i(ξ)

∫
Rd

yk
∂ρ

∂zj
(y) dy .

Integrating by parts we get

gikk(ξ) = ϕ(ξ)
∂h

∂zi
(w̃(ξ))w̃i(ξ)(46)

gijk(ξ) = 0 for j 6= k.(47)

Recall that gijk
δ , ϕ, w ∗ ρδ, h(w ∗ ρδ), and ∇h(w ∗ ρδ) are all uniformly bounded.

Hence, letting δ ↓ 0 in (40), from (44), (45), (46), (47), and the dominated conver-
gence theorem we conclude that

〈Si
0, ϕ〉 =

∑
k

∫
Rd

∂h

∂zi
(w̃(ξ)) w̃i(ξ)ϕ(ξ) d[αkk](ξ)

−
∫
Rd

∂h

∂zi
(w̃(x)) w̃i(x)ϕ(x) dγ(x) .

Recalling that
∑

k αkk =
∑

k D
c
kB

k (Ω \ Sw) = Dc · B (Ω \ Sw) and γ = Dc ·
B (Ω \ Sw), we conclude that 〈Si

0, ϕ〉 = 0. The arbitrariness of ϕ gives (ii).
Hence, to finish the proof, it suffices to show (45). Recalling the smoothness of

ϕ and the fact that ρ is supported in the ball B1(0) we conclude that it suffices to
show that

Iδ :=
1
δ

∫ δ

0

∫
B1(0)

∣∣∣∣ ∂h∂zj
(w ∗ ρδ(ξ − τy))wi(ξ + (δ − τ)y)

− ∂h

∂zj
(w̃(ξ)) w̃i(ξ)

∣∣∣∣ dy dτ(48)
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converges to 0. Then, we write

Iδ ≤ 1
δ

∫ δ

0

∫
B1(0)

∣∣∣∣ ∂h∂zj
(w ∗ ρδ(ξ − τy))− ∂h

∂zj
(w̃(ξ))

∣∣∣∣ |wi(ξ + (δ − τ)y)| dy dτ

+
1
δ

∫ δ

0

∫
B1(0)

∣∣∣∣ ∂h∂zj
(w̃(ξ))

∣∣∣∣ ∣∣wi(ξ + (δ − τ)y)− w̃i(ξ)
∣∣ dy dτ

≤ C1

δ

∫ δ

0

∫
B1(0)

∣∣w ∗ ρδ(ξ − τy)− w̃(ξ)
∣∣ dy dτ

+
C2

δ

∫ δ

0

∫
B1(0)

∣∣w(ξ + (δ − τ)y)− w̃(ξ)
∣∣ dξ dτ

=: C1J
1
δ + C2J

2
δ

where the constants C1 and C2 depend only on ξ, w, and h. Note that

J1
δ =

1
δ

∫ δ

0

∫
B1(0)

∣∣w(ξ + τy)− w̃(ξ)
∣∣ dy dτ

=
1
δ

∫ δ

0

[
1
τd

∫
Bτ (ξ)

∣∣w(z)− w̃(ξ)
∣∣ dz] dτ ,

and

J2
δ =

1
δ

∫ δ

0

∫
B1(0)

∣∣w ∗ ρδ(ξ + τy)− w̃(ξ)
∣∣ dy dτ

=
1
δ

∫ δ

0

[
1
τd

∫
Bτ (ξ)

∣∣w ∗ ρδ(z)− w̃(ξ)
∣∣ dz] dτ .

Hence, since w̃(ξ) is the Lebesgue limit of w at ξ, we conclude that J1
δ + J2

δ → 0.
This completes the proof. � �

6. Chain rule: The Cantor part

The following theorem provides together with Theorem 3.3 and Theorem 4.2 a
full chain rule for the distributional divergence out of Sw.

Theorem 6.1 (Cantor part). Assume that B ∈ BVloc(Ω,Rd) and w ∈ L∞loc(Ω,R
k).

Then, for every h ∈ C1(Rk) we have

[Dc · (h(w)B)] (Ω \ Sw) =

[
h(w̃)−

k∑
i=1

w̃i
∂h

∂zi
(w̃)

]
Dc ·B (Ω \ Sw)

+
k∑

i=1

∂h

∂zi
(w̃)Dc · (wiB) (Ω \ Sw) .(49)

As a consequence (4) holds, with σ concentrated on Sw and absolutely continuous
with respect to |Dc ·B|+ |Dc · (wB)|.
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Proof. Let us fix a convolution kernel ρ. First of all, we follow the same computa-
tions as in the first part of the proof of Theorem 3.3 to conclude that

D · (h(w ∗ ρδ)B)

=
∑

i

∂h

∂zi
(w ∗ ρδ)[(D · (Bwi)) ∗ ρδ] +

∑
i

∂h

∂zi
(w ∗ ρδ)T i

δ(50)

+

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
D ·B .(51)

Next, let us consider the decompositions:

(52) [(D · (Bwi)) ∗ ρδ] = (Da · (Bwi)) ∗ ρδ + (Dc · (Bwi)) ∗ ρδ + (Dj · (Bwi)) ∗ ρδ

(53) D ·B = Da ·B +Dc ·B +Dj ·B .
The proof of Theorem 3.3 yields that:

(i) The measures ∑
i

∂h

∂zi
(w ∗ ρδ)

[
(Da · (Bwi)) ∗ ρδ

]
+

[
h(w ∗ ρδ)−

∑
i

wi ∗ ρδ
∂h

∂zi
(w ∗ ρδ)

]
Da ·B

converge to Da · (h(w)B).
Moreover, from Proposition 2.1 and the fact that w is locally uniformly bounded it
follows that:

(ii) Any weak limit µ of a subsequence as δ ↓ 0 of the measures
k∑

i=1

∂h

∂zi
(w ∗ ρδ)

[
(Dj · (Bwi)) ∗ ρδ

]
+

[
h(w ∗ ρδ)−

k∑
i=1

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
Dj ·B(54)

satisfies |µ| � |Dj · (Bw)|+ |Dj ·B|.
We further split:

(55) (Dc · (Bwi)) ∗ ρδ =
[
Dc · (Bwi)) (Ω \ Sw)

]
∗ ρδ +

[
Dc · (Bwi)) Sw

]
∗ ρδ

(56) Dc ·B = [Dc ·B] (Ω \ Sw) + [Dc ·B] Sw .

From Propositions 2.1 and 2.2 it follows that
(iii) If µ is the weak limit of a subsequence of∑

i

∂h

∂zi
(w ∗ ρδ)

{[
Dc · (Bwi)) Sw

]
∗ ρδ

}
+

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
[Dc ·B] Sw ,(57)

as δ ↓ 0, then |µ| � |Dc · (Bw)| Sw + |Dc ·B| Sw. Hence |µ|(Ω\Sw) = 0.
In what follows, we will also prove that

19



(iv) The measures∑
i

∂h

∂zi
(w ∗ ρδ)

{[
Dc · (Bwi)) (Ω \ Sw)

]
∗ ρδ

}
+

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
[Dc ·B] (Ω \ Sw) .(58)

converge to ∑
i

∂h

∂zi
(w̃)

[
Dc · (Bwi)

]
(Ω \ Sw)

+

[
h(w̃)−

∑
i

w̃i
∂h

∂zi
(w̃)

]
Dc ·B (Ω \ Sw) .

In order to prove this claim, we notice that the functions

fδ :=

[
h(w ∗ ρδ)−

∑
i

(wi ∗ ρδ)
∂h

∂zi
(w ∗ ρδ)

]
converge to

f :=

[
h(w̃)−

∑
i

w̃i
∂h

∂zi
(w̃)

]
pointwise on Ω \ Sw. Since fδ are locally uniformly bounded, by the dominated
convergence theorem we conclude that fδ converges to f in L1

loc(|Dc ·B| (Ω\Sw)).
Thus, it is sufficient to prove that for every continuous function ψ the measures

νδ := ψ(w ∗ ρδ)
{[

(Dc · (Bwi)) (Ω \ Sw)
]
∗ ρδ

}
converge to

(59) ψ(w̃)
[
Dc · (Bwi)

]
(Ω \ Sw) .

Let us denote by ν the measure
[
Dc · (Bwi)

]
(Ω \ Sw) and by fδ the functions

ψ(w ∗ ρδ). Then, if ϕ ∈ C∞c (Ω) is any test function, we have∫
ϕfδd(ν ∗ ρδ) =

∫
(ϕfδ) ∗ ρδdν =

∫
Ω\Sw

(ϕfδ) ∗ ρδd[Dc · (Bwi)] .

We claim that

lim
δ↓0

[
(ϕfδ) ∗ ρδ

]
(x) = lim

δ↓0

[
(ϕψ(w ∗ ρδ)) ∗ ρδ

]
(x) = ϕ(x)ψ(w̃(x))

for any x ∈ Ω \ Sw. Indeed, since ϕ and f are regular and w is uniformly bounded
on a neighborhood of the support of ϕ, we can write

oscδ := sup
y∈Bδ(x)

|ϕ(y)fδ(y)− ϕ(x)ψ(w̃(x))|

≤ C1δ + C2 sup
y∈Bδ(x)

|w ∗ ρδ(y)− w̃(x)|

= C1δ + C2 sup
y∈Bδ(x)

1
δd

∣∣∣∣∣
∫

Bδ(y)

[
w(z)− w̃(x)

]
ρ

(
z − y

δ

)
dz

∣∣∣∣∣
≤ C1δ +

C3

δd

∫
B2δ(x)

|w(z)− w̃(x)| dz .(60)
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Since w has Lebesgue limit w̃(x) at x, it follows that the right hand side of (60)
tends to 0 as δ ↓ 0. Thus, we can conclude

lim
δ↓0

∣∣∣[(ϕfδ) ∗ ρδ

]
(x)− ϕ(x)ψ(w̃(x))

∣∣∣
= lim

δ↓0

1
δn

∣∣∣∣∣
∫

Bδ(x)

(ϕ(y)fδ(y)− ϕ(x)ψ(w̃(x)))ρ
(
y − x

δ

)
dy

∣∣∣∣∣
≤ C lim

δ↓0
oscδ = 0 .

The pointwise convergence of [(ϕfδ) ∗ ρδ](x) just proved gives

lim
δ↓0

∫
Ω\Sw

(ϕfδ) ∗ ρδd[Dc · (Bwi)] =
∫

Ω\Sw

ϕψ(w̃)d[Dc · (Bwi)] .

This implies that the measures νδ converge weakly to (59), concluding the proof of
claim (iv).

(v) Any limit point of the measures∑
i

∂h

∂zi
(w ∗ ρδ)T i

δ

is concentrated on Sw. This is precisely the statement of Proposition 5.2.
The proof can now achieved noticing that the decompositions above yield that

D·(h(w)B) is the sum of absolutely continuous measures (the one considered in item
(i)), jump measures (the ones considered in item (ii)), measures concentrated on
Sw (the ones considered in items (iii) and (v)) and finally the measures in item (iv).
Restricting the divergence to the L d-negligible set Sw, the Cantor part of all these
contributions, with the exception of the one considered in (iv), disappear. Finally,
we obtain (4) from (49) with σ := Dc · (h(w)B) Sw, and Theorem 3.3 gives that
this measure is absolutely continuous with respect to |Dc ·B|+ |Dc · (wB)|. � �

7. Bressan’s compactness conjecture and its variants

In the following section we use the theorems proved so far to study transport
equations and Bressan’s compactness conjecture. In Subsection 7.1 we show that
the results of the previous sections provide a DiPerna–Lions theory for nearly in-
compressible BV fields which satisfy a certain technical assumption. In Subsection
7.2 we show how this implies certain cases of Conjecture 1.6. In both sections
we also explain why a positive answer to Question 1.5 would remove the techni-
cal assumption, giving a DiPerna–Lions theory for all nearly incompressible BV
fields and a full positive answer to Conjecture 1.6. Finally in Section 7.3 we re-
mark that Theorem 3.3 and Theorem 4.1 yields a DiPerna–Lions theory for nearly
incompressible SBD fields, and hence allows to prove a variant of Conjecture 1.6.

7.1. DiPerna–Lions theory and continuity equation for nearly incom-
pressible fields. We first introduce the following notion

Definition 7.1 (Near incompressibility). A vector field b ∈ L∞(Rt ×Rn
x ,R

n
x) is

called nearly incompressible if there exists a positive function ρ with log ρ ∈ L∞

such that

(61) ∂tρ+Dx · (ρb) = 0 in the sense of distributions on R+
t ×Rn .
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Next we introduce a concept of weak solution for transport equations with nearly
incompressible BV coefficients. The problem in defining a solution of (62) under the
assumptions above is that the distribution b · ∇xw cannot be defined as div (bw)−
wdiv b, since w is an L∞ function, defined up to sets of 0 Lebesgue measure, and
div b can have nontrivial singular part. This problem is overcome by using the
existence of the function ρ in the definition of near incompressibility.

Definition 7.2 (Weak solutions). Fix a nearly incompressible vector field b ∈ L∞∩
BV (or b ∈ L∞ ∩ BD) and a function ρ as in Definition 7.1. For any c ∈ L∞ we
say that u ∈ L∞ is a ρ–weak solution of

(62)

 ∂tu+ b · ∇xu = cL d

u(0, ·) = u0

if u solves the following Cauchy problem

(63)

 ∂t(ρu) +Dx · (bρu) = ρcL d

u(0, ·) = u0

in the following (distributional) sense:∫
R+×Rn

ρ(t, x)
{
u(t, x)

[
∂tϕ(t, x) + b(t, x) · ∇xϕ(t, x)

]
+ c(t, x)ϕ(t, x)

}
dx dt

= −
∫
Rn

ρ(0, x)u0(x)ϕ(0, x) dx(64)

for every test function ϕ ∈ C∞(R ×Rn).

Remark 7.3. The attainment of initial conditions as in (64) is justified by the
following remarks. Set B = (1, b). From (61) we get that D · (ρB) = 0. We orient
the hyperplane I := {t = 0} ⊂ Rt × Rn

x with the vector (1, 0, . . . , 0). Thus, the
vector field ρB has a well defined normal trace Tr+(ρB, I). Since the normal trace
Tr+(B, I) is identically equal to 1, the trace of ρ on I can be uniquely defined as
ρ(0, ·) := Tr+(ρB, I).

Then, in this subsection we will prove:

Theorem 7.4 (Uniqueness of weak solutions). Let b ∈ BVloc ∩L∞(R+ ×Rn,Rn)
be nearly incompressible. Consider B := (1, b) and assume that Dc ·B vanishes on
its tangential set E. Then:

(a) If ρ and ζ satisfy (61), then any ρ–weak solution of (62) is a ζ–weak solu-
tion.

(b) If u is a ρ–weak solution of (62) and γ is a C1 function, then γ(u) is a ρ–
weak solution of the Cauchy problem (62) with initial data γ(u0) and right
hand side γ′(u)cL d;

(c) For any u0 ∈ L∞ there exists a unique ρ–weak solution of (62).
Thus it makes sense to call the function u of Definition 7.2 the weak solution of
(62).

Remark 7.5. Clearly, a positive answer to Question 1.5 would give that the as-
sumption |Dc ·B|(E) = 0 satisfied by any nearly incompressible b. Hence Theorem
7.4 would give a DiPerna–Lions theory for every nearly incompressible BVloc ∩L∞
field.
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The proof of Theorem 7.4 is based on the following “renormalization” lemma:

Lemma 7.6 (Renormalization Lemma). Let Ω ⊂ Rd be open, B ∈ BVloc ∩
L∞(Ω,Rd), ρ ∈ L∞(Ω) and u, s ∈ L∞(Ω,Rl). Assume that

D · (ρB) = 0 and ρ ≥ C > 0(65)

D · (ρuiB) = siL
d for i = 1, . . . , l.(66)

Then, if E denotes the tangential set of B, we have

(67) D · (ρβ(u)B)−
l∑

i=1

∂β

∂yi
(u)siL

d � |Dc ·B| E ∀β ∈ C1(Rl) .

Proof. Set k := l + 1 and define w ∈ L∞(Ω,Rk) as w1 = ρ, wi = ρui−1 for
i = 2, . . . , l. Moreover define H : Rk → R as

(68) H(z1, . . . , zk) = z1 β

(
z2
z1
, . . . ,

zk

z1

)
.

Clearly, H is C1 on the set Rk \ {z1 = 0}. Define m := max{‖ρ‖∞, ‖w‖∞} and let
h ∈ C1(Rk) be such that h = H on the set

(69) D :=
{
z1 ≥ C

2
and |z| ≤ m+ 1

}
.

Then we have D · (w1B) = 0, D · (wiBi) = si for i = 2, . . . , k, and D · (ρβ(u)B) =
D · (h(w)B).

Absolutely continuous part. We use formula (18) and we compute

Da · (h(w)B) :=

[
h(w)−

k∑
i=1

∂h

∂zi
(w)wi

]
Da ·B +

k∑
i=2

∂h

∂zi
(w)si .

Note that h is a 1–homogeneous function on D. Thus

h(z)−
k∑

i=1

∂h

∂zi
(z)zi = 0 for every z ∈ D.

Since the essential range of w is contained in D, we get that

h(w)−
k∑

i=1

∂h

∂zi
wi = 0 L d-almost everywhere ,

k∑
i=2

∂h

∂zi
(w)si =

l∑
i=1

∂β

∂yi
(u)si L d-almost everywhere.

Thus we conclude that

(70) Dc · (h(w)B) =
l∑

i=1

∂β

∂yi
(u)siL

d .

Cantor part According to (49) we have

[
Dc · (h(w)B)

]
(Ω \ E) =

[
h(w̃)−

k∑
i=1

∂h

∂zi
(w̃)w̃i

]
Dc ·B (Ω \ E) ,
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where w̃(x) is the Lebesgue limit of w at x, which on Ω\E exists |Dc ·B|–a.e.. From
the very definition of Lebesgue limit, it follows that whenever it exists, it belongs to
the closure of the essential range of w, that is still contained in D. Hence, arguing
as above, we conclude that

(71)
[
Dc · (h(w)B)

]
(Ω \ E) = 0 .

Jump part Let JB be the jump set, let ν be an orienting unit normal to JB ,
and let B+ and B− be respectively the right and left traces. Then it follows from
Theorem 4.1 that there exist Borel functions w+ and w−, characterized as quotients
of traces of wB and B, such that

(72) Dj · (h(w)B) =
[
h(w+)B+ · ν − h(w−)B− · ν

]
H d−1 JB .

If we define the functions hi : Rk → R as

hi(z1, . . . , zk) = zi

we can apply the same theorem in order to get

(73) Dj · (hi(w)B) =
[
w+

i B
+ · ν − w−i B

− · ν
]
H d−1 JB .

But since D · (hi(w)B) = D · (wiB) = 0, we conclude that

(74) w+
i B

+ · ν = w−i B
− · ν H d−1–a.e. on JB .

We fix x ∈ JB such that w+
i (x)B+(x) · ν(x) = w−i (x)B− · ν(x) and we distinguish

two cases:

Case 1 B+(x) · ν(x) 6= 0 6= B−(x) · ν(x).
Then w+(x) and w−(x) are the right and left Lebesgue limits of w at x. This

means that they both belong to the essential range of w and hence toD. To simplify
the notation in the following formulas we drop the (x) dependence.

The formulas (74) give that

w+
i = w−i

[
B− · ν
B+ · ν

]
.

Recall that D ⊂ {z1 6= 0} and hence we conclude

(75)
w+

i

w+
1

=
w−i
w−1

for i = 1, . . . , k.

Since h = H on D, plugging (75) into (68) and using (74) we conclude

h(w+)B+ · ν − h(w−)B− · ν

= w+
1 β

(
w+

2

w+
1

, . . . ,
w+

k

w+
1

)
B+ · ν − w−1 β

(
w−2
w−1

, . . . ,
w−k
w−1

)
B− · ν

= β

(
w+

2

w+
1

, . . . ,
w+

k

w+
1

)[
w+

1 B
+ · ν − w−1 B

− · ν
]

= 0 .

Case 2 Remaining cases.
If both B+(x) · ν(x), B−(x) · ν(x) vanish, then clearly

h(w+(x))B+(x) · ν(x)− h(w−(x))B−(x) · ν(x) = 0 .
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Assume that one of them vanishes but the other not. Without loosing our generality
we assume that B+(x) ·ν(x) = 0 6= B−(x) ·ν(x). Then, w−(x) is in D. This means
that w−1 (x) 6= 0. But then we would have

w+
1 (x)B+(x) · ν(x) = 0 6= w−1 (x)B−(x) · ν(x) ,

which contradicts (74).

From the analysis of these two cases we conclude that

(76) Dj · (h(w)B) = 0 .

Conclusion From (70), (71), and (76) we conclude that

(77) D · (h(w)B) = Dc · (h(w)B) (Ω \ E) .

From (19) we know that

(78) Ds · (h(w)B) � |Ds ·B| .

Thus, (77) and (78) give (67). � �

Proof of Theorem 7.4. (a) Assume that u is a ρ–weak solution and that ζ is another
weak solution of (61). Let u1 := u, u2 := ζ/ρ, B = (1, b), s1 = cρ and s2 = 0.
Apply the renormalization Lemma 7.6 to β(u1, u2) = u1u2 to conclude that

∂t(β(u1, u2)ρ) +Dx · (bβ(u1, u2)ρ)

=
(
s1
∂β

∂y1
(u1, u2) + s2

∂β

∂y2
(u1, u2)

)
L d+1 .

Note that s2 = 0 and that βy1(u1, u2) = u2, hence

(79) ∂t(uζ) +Dx · (uζ) = cζL d+1 .

This means that u and ζ solve (79) in the sense of distributions in R+ ×Rn. To
take care of the initial condition in the sense of Remark 7.3, it is sufficient to apply
Theorem 4.2.

(b) Applying Lemma 7.6 we conclude that ∂t(ργ(u))+Dx ·(bργ(u)) = ρcγ′(u)L d

in the sense of distributions in R+×Rn. As above, we apply Theorem 4.2 in order
to take care of the initial condition in the sense of Remark 7.3.

(c) Let u1 and u2 be two ρ–solutions of the same Cauchy problem. Define
u := u1 − u2 and note that u solves in the sense of distributions the Cauchy
problem  ∂t(uρ) +Dx · (uρb) = 0

u(0, ·) = 0 .

From (b) we conclude that u2 solves the same Cauchy problem. This means that
for every ϕ ∈ C∞c (R ×Rn) we have∫

R+×Rn

ρ(t, x)u2(t, x)
[
∂tϕ(t, x) + b(t, x) · ∇xϕ(t, x)

]
dx dt = 0 .

Thus, we can apply Lemma 2.11 of [10] to conclude that u2 ≡ 0. � �
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7.2. Some cases of Conjecture 1.6. We now apply the results of the previous
section to prove the following:

Proposition 7.7 (Partial answer to Bressan’s Conjecture). Let bn be as in Conjec-
ture 1.6 and assume that bn → b strongly in L1

loc. If Dc·B vanishes on the tangential
set of B, then the conclusion of Conjecture 1.6 holds and the fluxes {Φn} have a
unique limit.

Remark 7.8. If Question 1.5 has a positive answer, then any limiting B satisfies
the assumption of Proposition 7.7, and therefore Conjecture 1.6 would have a full
positive answer.

Proof. The arguments are the same as those given in Section 4 of [10] and they
consist in a standard modification of the usual arguments used in DiPerna–Lions
theory of renormalized solutions to pass from a uniqueness theorem on transport
equations to compactness properties of solutions to ordinary differential equations
(see [25] and also [6], [7] for a different approach).

Since (Φn) is locally uniformly bounded it suffices to prove, thanks to the
dominated convergence theorem, that for every T ∈ R there exists a function
Φ(T, ·) ∈ L1

loc(R
d,Rd) such that Φn(T, ·) converge strongly to Φ(T, ·) in L1

loc. We
will prove this property for T < 0, the case T > 0 being analogous.
Step 1. For each t denote by Ψn(t, ·) the inverse of Φn(t, ·). Let us consider the
ODE 

d

dt
Λn(t, x) = bn(t,Λn(t, x))

Λn(T, x) = x ,

and note that

(80) Λn(t, x) = Φn(t,Ψn(T, x)) .

Thus, if we denote by Jn(t, ·) the Jacobian of Λn(t, ·), we get that C−2 ≤
Jn(t, ·) ≤ C2. Denote by Γn(t, ·) the inverse of Λn(t, ·) and set

ρn(t, x) :=
1

Jn(t,Γn(t, x))
.

Since, by the area formula, ρn(t, ·) is the density of the of the image of L d by the
flow map Λn(t, ·), the maps ρn solve the continuity equation

(81)

 ∂tρn + divx (bnρn) = 0

ρn(T, ·) = 1

in the sense of distributions.
Any weak∗ limit point ρ of a subsequence of (ρn) will still solve

(82)

 ∂tρ+ divx (bρ) = 0

ρ(T, ·) = 1

in the sense of distributions. If ζ is any other distributional solution of (82), then
w := ζ/ρ is a weak solution (in the sense of Definition 7.2, up to a time shift) of

(83)

 ∂tw + b · ∇xw = 0

w(T, ·) = 1 .
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Therefore from Theorem 7.4 (again up to a time shift) we conclude w = 1, that is
ζ = ρ. Therefore we conclude that the whole sequence (ρn) converges to ρ.
Step 2. Now fix w ∈ L∞(Rd) and set wn(t, x) := w(Γn(t, x)). These functions are
weak solutions to the transport equations

(84)

 ∂twn + bn · ∇xwn = 0

wn(T, ·) = w(·) .
Passing to a subsequence we can assume that ρn(k)wn(k) converge to a function v
weakly∗ in L∞. If we define w := v/ρ, then w is the unique weak solution of

(85)

 ∂tw + b · ∇xw = 0

w(T, ·) = w(·) .
Therefore the whole sequence (ρnwn) converges to ρw. From Theorem 7.4(b) it
follows that, for every β ∈ C1, the functions w̃n := β(wn) and w̃ := β(w) are the
unique weak solutions of

(86)

 ∂tw̃n + bn · ∇xw̃n = 0

w̃n(T, ·) = β
(
w(·)

)
,

 ∂tw̃ + b · ∇xw̃ = 0

w̃(T, ·) = β
(
w(·)

)
.

Therefore arguing as above we conclude that

(87) ρnβ(wn) weak∗-converge in L∞ to ρβ(w) for every β ∈ C1.

Step 3. For every given smooth function ϕ ∈ Cc(R+ ×Rd) we write∫
ϕρn(wn − w)2 =

∫
ϕρnw

2
n − 2

∫
ρnwnw +

∫
ρnw

2 .

Then, from (87) with β(s) = s2 we get:

lim
n→∞

∫
ϕρnw

2
n =

∫
ϕρw2 ,

lim
n→∞

∫
ϕρnwnw =

∫
ϕρw2 ,

lim
n→∞

∫
ϕρnw

2 =
∫
ϕρw2 ,

hence
lim

n→∞

∫
ϕρn(wn − w)2 = 0 .

Since ρn ≥ C−2 > 0 and ϕ is arbitrary, we conclude that (wn) converges to w
strongly in L2

loc. Since wn(t, x) = w(Γn(t, x)) we conclude that for every w ∈
L∞(Rd) the functions w(Γn(t, x)) converge strongly in L1

loc to a unique function.
Therefore we conclude that Γn converge strongly in L1

loc to a function Γ on [T, 0]×
Rd.
Step 4. Fix R > 0 and note that for each x the curves Γn(·, x) have a uniformly
bounded Lipschitz constant, and so possibly modifying Γ in a L d+1-negligible set
we can assume that the same is true for Γ. Since the mean value theorem provides
us an infinitesimal sequence (εn) ⊂ (T, 0) such that

lim
n→∞

∫
BR

|Γn(εn, x)− Γ(εn, x)| dx = 0
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we obtain as a consequence that Γn(0, ·) → Γ(0, ·) strongly in L1(BR). Recalling
the identity (80) we have Λn(0, x) = Ψn(T, x). Therefore Γn(0, ·) is the inverse of
Ψn(T, ·), which means Γn(0, ·) = Φn(T, ·). This allows us to conclude that Φn(T, ·)
converge strongly in L1(BR) to Γ(0, ·) =: Φ(T, ·). Since R is arbitrary the proof of
the convergence of (Φn) is achieved. � �

7.3. SBD–variant of Conjecture 1.6. The following are corollaries of Theorem
3.3 and Theorem 4.1:

Theorem 7.9 (Uniqueness of weak solutions for SBD coefficients). Let b ∈ SBDloc(R+×
Rn,Rn) be nearly incompressible. Then:

(a) If ρ and ζ satisfy (I), then any ρ–weak solution of (62) is a ζ–weak solution;
(b) If u is a ρ–weak solution of (62) and γ is a C1 function, then γ(u) is a

ρ–weak solution of the Cauchy problem (62) with initial data γ(u0) and with
right hand side γ′(u)cL d;

(c) For any u0 ∈ L∞ there exists a unique ρ–weak solution of (62).
Thus it makes sense to call the u of Definition 7.2 the weak solution of (62).

Proposition 7.10 (SBD variant of Bressan’s compactness conjecture). Let bn be
a sequence of smooth maps bn : Rt ×Rd

x → Rd
x, uniformly bounded. Let Φn be as

in (6) and assume that they satisfy condition (7). If bn → b and b ∈ SBDloc, then
{Φn} has a unique strong limit in L1

loc.

Since the proof are essentially analogous to the proofs of Theorem 7.4 and Propo-
sition 7.7 we do not give the details here.

8. Proof of Proposition 1.3

We set Ω :=
{
(x, y) ∈ R2 : 1 < x < 2 , 0 < y < x

}
. We construct a scalar

function u ∈ L∞ ∩BV (Ω) with the following properties:
(a) Dc

yu 6= 0;
(b) Dxu+Dy(u2/2) is a pure jump measure, i.e. it is concentrated on the jump

set Ju.
Given such a function u, the field B = (1, u)1Ω meets the requirements of the
proposition. Indeed, let B̃ = (1, ũ)1Ω be the precise representative of B. Due to
(b) the Cantor part of Dxu + Dy(u2/2) vanishes. Hence using the chain rule of
Vol’pert we get

(88) Dc
xu+ ũDc

yu = 0 .

Denote by M(x) the Radon–Nikodym derivative DB/|DB|. Then we have

M · B̃|DcB| = DcB · B̃

=
(

0 0
Dc

xu Dc
yu

)
·
(

1
ũ

)
=
(

0
Dc

xu+ ũDc
yu

)
=
(

0
0

)
.

Hence we conclude that M(x) · B̃(x) = 0 for |DcB|–a.e. x, that is |DcB| is concen-
trated on the tangential set E of B. Therefore |Dc · B|(Ω \ E) = 0. On the other
hand, from (a) we have Dc ·B = Dc

yu 6= 0. Hence we conclude |Dc ·B|(E) > 0.
We now come to the construction of the desired u. This is achieved as the limit

of a suitable sequence of functions uk.

Step 1. Construction of uk.
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Consider the auxiliary 1-periodic function σ : R → R defined by

σ(p+ x) = 1− x , 0 < x ≤ 1 , p ∈ Z .

We let γk : [0, 1] → [0, 1] be the usual piecewise linear approximation of the Cantor
ternary function, that is γ0(z) = z and, for k ≥ 1,

γk(z) =


1
2γk−1(3z), 0 < z ≤ 1

3 ,

1
2 ,

1
3 < z ≤ 2

3 ,

1
2

(
1 + γk−1(3z − 2)

)
, 2

3 < z ≤ 1 .

Notice that

(89) γ′k(z) ∈
{
0,
(3
2
)k}

and

(90) |γk(z)− γk−1(z)| ≤
1
3
· 2−k .

We set G :=]1, 2[×]0, 1[ and we define ϕk : G→ R by

ϕk(x, z) = xz +
k∑

j=1

41−jσ(4j−1x)
(
γj−1(z)− γj(z)

)
.

Note that ϕk is bounded. To describe more precisely the behavior of this function
we introduce the following sets: The strips

Sk
i :=

]
1 + (i− 1)41−k, 1 + i41−k

[
× R i = 1, . . . , 4k−1,

and the vertical lines

V k
i := {i41−k} × R i = 1, . . . , 4k−1 − 1 .

Then ϕk is Lipschitz on each rectangle Sk
i ∩ G and it has jump discontinuities on

the segments V k
i ∩ G. Therefore ϕk is a BV function and satisfies the identities

Dxϕk = Dj
xϕk + Da

xϕk and Dyϕk = Da
yϕk. Moreover, denoting by (∂xϕk, ∂yϕk)

the density of the absolutely continuous part of the derivative, we get

∂xϕk(x, z) = z + (γ1(z)− z) + (γ2(z)− γ1(z)) + · · ·+ (γk(z)− γk−1(z))
= γk(z) .(91)

Clearly
0 ≤ 41−jσ(4j−1x)− 4−jσ(4jx) ≤ 3 · 4−j .

Therefore, using also (89), on each rectangle Sk
i ∩G we can estimate

∂zϕk(x, z) = x+ σ(x)−
(
σ(x)−4−1σ(4x)

)
γ′1(z)

−
(
4−1σ(4x)−4−2σ(42x)

)
γ′2(z) − · · ·

−
(
42−kσ(4k−1x)−41−kσ(4k−1x)

)
γ′k−1(z)

− 41−kσ(4k−1x) γ′k(z)

≥ 2− 3
(
4−1γ′1(z) + · · ·+ 41−kγ′k(z)

)
− 41−kγ′k(z)

≥ 2− 3

(
3
8

+ · · ·+
(

3
8

)k−1
)
− 4

(
3
8

)k

.
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Since

4
(

3
8

)k

≤ 3

((
3
8

)k

+
(

3
8

)k+1

+ · · ·

)
,

we obtain

(92) ∂zϕk ≥ 2− 3

(
3
8

+
(

3
8

)2

+ · · ·

)
=

1
5
.

Hence, since ϕk(x, ·) maps [0, 1] onto [0, x], the function

Φk(x, y) := (x, ϕk(x, y))

maps each rectangle Sk
i ∩G onto Sk

i ∩Ω, and it is bi-Lipschitz on each such rectangle.
This allows to define uk by the implicit equation

(93) uk

(
x, ϕk(x, z)

)
= γk(z) ,

and to conclude that 0 ≤ uk ≤ 1 and that uk is Lipschitz on each Sk
i ∩Ω. Therefore

uk ∈ L∞ ∩BV (Ω), Dxuk = Da
xuk +Dj

xuk and Dyuk = Da
yuk.

Step 2. BV bounds.
We prove in this step that |Duk|(Ω) is uniformly bounded. This claim and the

bound ‖uk‖∞ ≤ 1 allow to apply the BV compactness theorem to get a subsequence
which converges to a bounded BV function u, strongly in Lp for every p < ∞. In
Steps 3 and 4 we will then complete the proof by showing that u satisfies both the
requirements (a) and (b).

By differentiating (93) and using (91) we get the following identity for L 2–a.e.
(x, z) ∈ Sk

i ∩G:

0 =
∂uk(x, ϕk(x, z))

∂x
+
∂uk(x, ϕk(x, z))

∂y

∂ϕk(x, z)
∂x

=
∂uk(x, ϕk(x, z))

∂x
+
∂uk(x, ϕk(x, z))

∂y
γk(x)

=
∂uk(x, ϕk(x, z))

∂x
+
∂uk(x, ϕk(x, z))

∂y
uk(x, ϕk(x, z)).

Since Φk is bi-Lipschitz we get

(94) ∂xuk(x, y) + uk∂yuk(x, y) = 0 for L 2–a.e. (x, y) ∈ Sk
i ∩ Ω .

If 4k−1x /∈ N the function uk(x, ·) is non decreasing. Therefore

(95) |Dyuk|(Ω) = Dyuk(Ω) =
∫ 2

1

(
uk(x, x)− uk(x, 0)

)
dx = 1 .

From (94) we get

(96) |Da
xuk|(Ω) ≤ |Da

yuk|(Ω) = 1 .

Therefore it remains to bound |Dj
xuk|(Ω). This consists of

(97) |Dj
xuk|(Ω) =

4k−1−1∑
i=1

∫
V k

i

|u+
k − u−k | dH

1.
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For each x of type 1 + i41−k we compute∫
V k

i

|u+
k − u−k | dH

1 =
∫ x

0

|uk(x+, y)− uk(x−, y)| dy

=
∫ 1

0

|{y : uk(x−, y) < t < uk(x+, y)}| dt

+
∫ 1

0

|{y : uk(x+, y) < t < uk(x−, y)}| dt

=
∫ 1

0

|{y : uk(x−, y) < γk(z) < uk(x+, y)}| γ′k(z) dz

+
∫ 1

0

|{y : uk(x+, y) < γk(z) < uk(x−, y)}| γ′k(z) dz

=
∫ 1

0

|ϕk(x+, z)− ϕk(x−, z)| γ′k(z) dz

≤ sup
z∈]0,1[

|ϕk(x+, z)− ϕk(x−, z)|

(90)

≤ 4
3

k∑
j=1

8−j
(
σ(4j−1x+)− σ(4j−1x−)

)
.(98)

Combining (97) and (98) we get

|Dj
xuk|(Ω) ≤ 4

3

4k−1−1∑
i=1

k∑
j=1

8−j
(
σ(4j−141−ki+)− σ(4j−141−ki−)

)
=

4
3

k∑
j=1

8−j
4k−1−1∑

i=1

(
σ(4j−ki+)− σ(4j−ki−)

)
=

4
3

k∑
j=1

8−j4j−1 ≤ 1
3
.(99)

Step 3. Proof of (a).
We now fix a bounded BV function u and a subsequence of uk, not relabeled,

which converges to u strongly in L1. We claim that (a) holds. More precisely we
will show that:

(Cl) For L 1–a.e. x the function u(x, ·) is a nonconstant BV function of one
variable which has no absolutely continuous part and no jump part.

(Cl) gives (a) by the slicing theory of BV functions, see Theorem 3.108 of [5].
In order to prove (Cl) we proceed as follows. By possibly extracting another

subsequence we assume that uk converges to u L 2–a.e. in Ω. We then show (Cl)
for every x such that:

• 4kx 6∈ N for every k;
• uk(x, y) converges to u(x, y) for L 1–a.e. y.

Clearly L 1–a.e. x meets these requirements.
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Fix any such x. Note that x is never on the boundary of any strip Sk
i . Therefore

we can denote by gx
k the inverse of ϕk(x, ·) and we can use (93) to write

(100) uk(x, y) = γk(gx
k(y)) .

Thanks to (92), the Lipschitz constant of gk is uniformly bounded. Therefore, after
possibly extracting a subsequence, we can assume that gk uniformly converge to a
Lipschitz function g. Since γk uniformly converge to the Cantor ternary function
γ, we can pass into the limit in (100) to conclude

(101) u(x, y) = γ(g(y)) .

Therefore u(x, ·) is continuous, nondecreasing, nonconstant, and locally constant
outside a closed set of zero Lebesgue measure (g−1(C), where C is the Cantor set).
This proves (Cl).

Step 4. Proof of (b).
Let u be as in Step 3. From the construction of uk it follows that

(102) Dxuk +Dy(u2
k/2) = Dj

xuk .

After possibly extracting a subsequence we can assume thatDj
xuk converges weakly∗

to a measure µ. This gives

(103) Dxu+Dy(u2/2) = µ .

Therefore it suffices to prove that µ is concentrated on a set of σ–finite 1–dimensional
Hausdorff measure. Indeed µ is concentrated on the union of the countable family
of segments {V k}k,i. In order to prove this claim it suffices to show the following
tightness property: for every ε > 0 there exists N ∈ N such that

(104) |Dj
xuk|

⋃
l≥N

4l−1−1⋃
i=1

V l
i

 ≤ ε for every k.

Note that

|Dj
xuk|

⋃
l≥N

4l−1−1⋃
i=1

V l
i

 ≤
∑
l≥N

4l−1−1∑
i=1

∫
V l

i

|u+
k − u+

k | .

Then the same computations leading to (98) and (99) give

(105) |Dj
xuk|

⋃
l≥N

4l−1−1⋃
j=1

V l
j

 ≤ 4
3

k∑
l=N

8−l4l−1 ≤ 1
3 · 2N−1

.

This concludes the proof. �

Remark 8.1. The function u constructed in Proposition 1.3 solves Burgers’ equa-
tion with a measure source

(106) Dtu+Dx(u2/2) = µ ,

and has nonvanishing Cantor part. On the other hand in [9] it has been proved that
entropy solutions to Burgers’ equation without source are SBV , i.e. the Cantor
part of their derivative is trivial. It would be interesting to understand whether
this gain of regularity is due to the entropy condition, or instead BV distributional
solutions of (106) with µ = 0 are always SBV .
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Appendix A. Proof of Proposition 3.5

In order to prove Proposition 3.5 we need the following Theorem on the decom-
position of difference quotients of BV functions, which is part of Theorem 2.4 of
[6] (we refer to [6] for the proof). In what follows, for B ∈ BVloc, we denote by ∇B
the L1

loc (matrix valued) function such that DaB = ∇BL d and by divB the L1
loc

function such that Da ·B = divBL d.

Theorem A.1 (Difference quotients). Let B ∈ BVloc(Rd,Rm) and let z ∈ Rd.
Then the difference quotients

B(x+ δz)−B(x)
δ

can be canonically written as B1
δ (z)(x) +B2

δ (z)(x), where

(a) B1
δ (z) converges strongly in L1

loc to z · ∇B as δ ↓ 0.
(b) For any compact set K ⊂ Rd we have

(107) lim sup
δ↓0

∫
K

∣∣B2
δ (z)(x)

∣∣ dx ≤ |z||DsB|(K) .

(c) For every compact set K ⊂ Rd we have

(108) sup
δ∈]0,ε[

∫
K

∣∣B1
δ (z)(x)

∣∣+ ∣∣B2
δ (z)(x)

∣∣ dx ≤ |DB|(Kε)

where Kε := {x : dist (x,K) ≤ ε}.

Proof of Theorem 3.5. As in (36) we write

Tδ := rδL
d − (w ∗ ρδ)D ·B,

where

rδ(x) :=
∫
Rd

w(y)
[
(B(x)−B(y)) · ∇ρδ(y − x)

]
dy

= −
∫
Rd

w(x+ δy)
[
B(x+ δy)−B(x)

δ
· ∇ρ(y)

]
dy .

Recalling the notation Da ·B = divBL d, we get

|Tδ| :=
∣∣rδ − (w ∗ ρδ)divB

∣∣L d + |w ∗ ρδ||Ds ·B| .

Next, using Theorem A.1 we write rδ as r1δ + r2δ , where

r1δ(x) :=
∫
Rd

w(x+ δy)B1
δ (y)(x) · ∇ρ(y) dx

r2δ(x) :=
∫
Rd

w(x+ δy)B2
δ (y)(x) · ∇ρ(y) dx
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Let σ be the weak∗ limit of a subsequence of |Tδ|, and fix a nonnegative ϕ ∈ Cc(A).
Then we get∫

Rd

ϕdσ ≤ lim sup
δ↓0

{∫
Rd

ϕ(x)
∣∣r1δ(x)− w ∗ ρδ(x) divB(x)

∣∣ dx
+
∫
Rd

ϕ(x)
∣∣r2δ(x)

∣∣ dx
+
∫
Rd

ϕ(x)|w ∗ ρδ(x)| d|Ds ·B|(x)
}
.(109)

We now analyze the behavior of the three integrals above.

First Integral From Theorem A.1(a) and (c), and from the strong L1
loc conver-

gence of w ∗ ρδ to w, it follows that

lim
δ↓0

∫
Rd

ϕ(x)
∣∣r1δ(x)− w ∗ ρδ(x) divB(x)

∣∣ dx
=

∫
Rd

ϕ(x)
∣∣∣∣−∫

Rd

w(x) 〈∇B(x)(y),∇ρ(y)〉 dy − w(x) divB(x)
∣∣∣∣ dx .(110)

Integrating by parts we get that∫
Rd

w(x) 〈∇B(x)(y),∇ρ(y)〉 dy = −w(x) divB(x) ∀x ∈ Rd

and therefore (110) vanishes.

Second Integral Let us write DsB = M |DsB|. Then from Theorem A.1(b)
and (c), and using the definition of Λ, we conclude that

lim
δ↓0

∫
Rd

ϕ(x)
∣∣r2δ(x)

∣∣ dx
≤ ‖w‖L∞(A)

∫
Rd

ϕ(x)
∫
Rd

|〈M(x)(y),∇ρ(y)〉| dy d|DsB|(x)

= ‖w‖L∞(A)

∫
Rd

ϕ(x)Λ(M(x), ρ) d|DsB|(x) .(111)

Third Integral Finally, we have

(112) lim
δ↓0

∫
Rd

ϕ(x)|w ∗ ρδ(x)| d|Ds ·B|(x) ≤ ‖w‖L∞(A)

∫
Rd

ϕ(x) d|Ds ·B|(x) .

Conclusion From (109), (110), (111), and (112) we get∫
Rd

ϕdσ ≤ ‖w‖L∞(A)

∫
Rd

ϕ(x)Λ(M(x), ρ) d|DsB|(x)

+‖w‖L∞(A)

∫
Rd

ϕ(x) d|Ds ·B|(x)(113)

for every nonnegative ϕ ∈ Cc(A). � �
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Appendix B. Proof of Lemma 3.6

Proof. Note that since the map ρ ∈ C∞c (B1(0)) 7→ Λ(M,ρ) is continuous with
respect to the strong W 1,1 topology, it is sufficient to prove that

(114) inf
ρ∈K

Λ(η ⊗ ξ, ρ) = |trM | ,

where K is the set in (24).
If d = 2 we can fix an orthonormal basis of coordinates z1, z2 in such a way that

ξ = (a, b) and η = (0, c). Consider the rectangle Rε := [−ε/2, ε/2] × [−1/2, 1/2]
and consider the kernel ρε := 1

ε1Rε . Let ζ ∈ K and denote by ζδ the family of
mollifiers generated by ζ. Clearly ρε ∗ ζδ ∈ K for ε+ δ small enough.

Denote by ν = (ν1, ν2) the unit normal to ∂Rε and recall that

(115) lim
δ↓0

∣∣∣∣∂(ρε ∗ ζδ)
∂zi

∣∣∣∣→ |νi|
ε

H 1 ∂Rε .

in the sense of measures.
If M = η ⊗ ξ we can compute

lim sup
δ↓0

Λ(M,ρε ∗ ζδ) ≤ lim sup
δ↓0

∫
R2

(
|az1|+ |bz2|

)
|c|
∣∣∣∣∂(ρε ∗ ζδ)

∂z2

∣∣∣∣ dz1dz2
=

2|c|
ε

∫ ε/2

ε/2

(
|az1|+

|b|
2

)
dz1 = |ac|ε

2
+ |bc| .

Note that bc = trM . Thus, if we define the convolution kernels λε,δ := ρε ∗ ζδ we
get:

(116) lim sup
ε↓0

lim sup
δ↓0

Λ(M,ρε ∗ ζδ) ≤ |trM | .

For d ≥ 2 we consider a system of coordinates x1, x2, . . . , xd such that η = (a, b, 0, . . . , 0),
ξ = (0, c, 0, . . . , 0) and we define the convolution kernels

λε,δ(x) := [ρε ∗ ζδ](x1, x2) · ζ(x3) · . . . · ζ(xd) .

Then (116) holds as well and we conclude that for any d we have

inf
ρ∈K

Λ(η ⊗ ξ, ρ) ≤ |trM | .

On the other hand, for every ρ ∈ K and every d× d matrix M , we have

Λ(M,ρ) ≥

∣∣∣∣∣
∫

B1(0)

〈M · y,∇ρ(y)〉

∣∣∣∣∣ =

∣∣∣∣∣∣
∑
k,j

Mjk

∫
B1(0)

yj
∂ρ

zk
(y)

∣∣∣∣∣∣ dy
=

∣∣∣∣∣∣−
∑
k,j

Mjk

∫
B1(0)

δjkρ(y) dy

∣∣∣∣∣∣ = |trM | .

This concludes the proof. � �
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