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Abstract. We deal with a class on nonlinear Schrödinger equations (NLS) with potentialsV (x) ∼

|x|−α , 0 < α < 2, andK(x) ∼ |x|−β , β > 0. Working in weighted Sobolev spaces, the exis-
tence of ground statesvε belonging toW1,2(RN ) is proved under the assumption thatσ < p <
(N + 2)/(N − 2) for someσ = σN,α,β . Furthermore, it is shown thatvε arespikesconcentrating

at a minimum point ofA = V θK−2/(p−1), whereθ = (p + 1)/(p − 1)− 1/2.
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1. Introduction

This paper deals with existence of ground state solutions of stationary nonlinear Schrö-
dinger equations of the form−ε21v + V (x)v = K(x)vp, x ∈ RN ,

v ∈ W1,2(RN ), v(x) > 0, lim
|x|→∞

v(x) = 0. (NLS)

Here and below,N ≥ 3 and 1< p < (N + 2)/(N − 2). A solution of (NLS) is called a
ground stateif it is a Mountain-Pass critical point of the corresponding Euler functional,
and hence its Morse index is 1. Ifu is a solution of (NLS), then

ψ(x, t) = exp(iλε−1t)u(x)

represents a standing wave of the nonlinear Schrödinger equation

iε
∂ψ

∂t
= −ε21ψ + (V (x)− λ)ψ −K(x)|ψ |

p−1ψ, (1)

whereε (= ~) is the Planck constant andi is the imaginary unit.
One of the main purposes of this paper is to look for solutionsvε of (NLS) which have

the following properties:
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(i) vε ∈ W1,2(RN );
(ii) vε is a ground state.

As for (i), let us point out that standing wavesv which have finiteL2 norm are the most
relevant from the physical point of view since they correspond tobound states. Moreover,
if v ∈ W1,2(RN ), one can prove that lim|x|→∞ v(x) = 0 (see the proof of Theorem 16),
which implies that solutions are well localized in space.

On the other hand, concerning (ii), the interest in searching ground states relies on the
fact that a standing wave is possibly orbitally stable provided it corresponds to a ground
state of (NLS), in the sense specified in the literature (see e.g. [14, 17]).

A lot of work has been devoted to the existence of solutions of (NLS), both forε = 1
and forε tending to zero. In the latter case, as a specific feature of the nonlinear (focusing)
model, solutions concentrate at points with asolitonprofile. We limit ourselves to citing a
few recent papers [5, 6, 8, 9, 11, 12, 15, 16], referring to their bibliography for a broader
list of works, although still not exhaustive.

However, to our knowledge, it is everywhere assumed (with the only exception of [18,
20]) that lim inf|x|→∞ V (x) > 0. The main new feature of the present paper is that we
will be concerned with potentialsV such that lim|x|→∞ V = 0.

Our main results are Theorems 1 and 3. The former deals with existence of ground
states of (NLS), the latter with concentration.

Roughly, (NLS) has a ground state which concentrates at a global minimum point of
the auxiliary potentialA := V θK−2/(p−1), whereθ = (p+ 1)/(p− 1)−N/2, provided

(i) V (x) ∼ |x|−α with 0< α < 2,
(ii) K(x) ∼ |x|−β with β > 0,

(iii) σ < p < (N + 2)/(N − 2), whereσ is a number depending uponα andβ, and
defined in (2) below.

Some comments on the proof and the preceding assumptions are in order. If we deal
with a potentialV which decays to zero at infinity, the methods used in the preceding
papers cannot be employed. First of all, variational theory inW1,2(RN ), as in [11, 12],
cannot be used. Nor can one apply perturbation methods, as in [6, 16], since the spectrum
of the linear operator−1+ V is [0,∞) (see [10]).

To overcome this difficulty, we frame our problem in a class of weighted Sobolev
spacesHε, discussed in [19], consisting of the functionsu onRN for which∫

RN
(ε2

|∇u(x)|2 + V (x)u2(x)) dx < ∞.

In these spaces the nonlinear term
∫
RN K|u|p+1 dx is well defined if (i)–(iii) hold. More-

over, under these conditions the Euler functional satisfies the Palais–Smale compactness
condition onHε, and this allows us to find in a straightforward way a positive Mountain-
Pass solutionvε ∈ Hε (see Theorem 13). It is worth pointing out that for such a result it
suffices to assume that (i) holds with 0< α ≤ 2.

However, we are interested in solutions which belong toW1,2 and which decay to
zero at infinity. To achieve these conditions we first prove some careful integral estimates
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for solutions inHε. The proof of the concentration phenomenon also relies on some sharp
pointwise decay estimates and on appropriate bounds of the energy of the Mountain-Pass
solutionsvε, uniformly with respect toε. These estimates requireα to be smaller than 2
and represent one of the main novelties of the present paper.

As for the assumptions, we point out that ifV (x) ∼ |x|−α with 0 < α ≤ 2, then
(iii) cannot be eliminated if we want to findground states. For more details concerning
this claim, we refer to Proposition 15 in Section 4. Concerning assumption (ii), see also
Remark 14(i).

As already pointed out, the only papers dealing with equations onRN with potentials
vanishing at infinity are [18] and [20]. The former deals with aneigenvalue problemin
the radial case. In the latter, weighted Sobolev spaces have also been used. For more de-
tails, see Remark 14(ii)–(iii) later on. However, in both the aforementioned papers neither
results concerning the fact that the solutions belong toW1,2(RN ) are given, nor concen-
tration is proved.

The rest of the paper is organized as follows. Section 2 contains our assumptions
and main results. Section 3 is devoted to discussing the weighted spacesHε (including an
embedding theorem from [19]), as well as to proving some uniform integral estimates that
are used in what follows. In Section 4 we deal with the main existence result, Theorem 1.
We first prove (see Theorem 13) that inHε the Mountain-Pass Theorem applies in a direct
way for any 0< α ≤ 2; next, we assume that 0< α < 2 and prove some exponential
decay for the above Mountain-Pass critical points, which allows us to show that they give
rise to ground states of (NLS); see Theorem 16. Finally, in Section 5 we prove that these
ground states arespikesconcentrating at a minimum point ofA. This result is achieved
by using the preceding decay estimates, jointly with a uniform bound on the energy of the
Mountain-Pass critical points found before.

Notation. Throughout the paper we will use the following notation:

• BR is the ball{x ∈ RN : |x| < R};
• W k,p(�),W k,p(RN ) are the usual Sobolev spaces;
• Lp(�), Lp(RN ) are the usual Lebesgue spaces;
• c, c1, . . . , C, C1, . . . denote possibly different constants;
• h1 ∼ h2 means thath1 andh2 are of the same order asε → 0.

2. Assumptions and main results

In order to find solutions of (NLS) we will make the following assumptions onV andK:

(V ) V : RN → R is smooth and there existα, a,A > 0 such that

a

1 + |x|α
≤ V (x) ≤ A,

(K) K : RN → R is smooth and there existβ, k > 0 such that

0< K(x) ≤
k

1 + |x|β
.
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In order to prove existence of ground states of (NLS) as well as their concentration prop-
erties we assume a suitable bound onp involving α andβ. Let

σ = σN,α,β =


N + 2

N − 2
−

4β

α(N − 2)
if 0 < β < α,

1 otherwise.
(2)

Our main existence result is the following.

Theorem 1. Let (V ), (K) hold, with0< α < 2 andβ > 0, respectively, and supposep
satisfies

σ < p <
N + 2

N − 2
. (3)

Then for everyε > 0 equation(NLS) has a positive classical solutionvε ∈ W1,2(RN ).
Moreover,vε is a ground state of the energy functional corresponding to(NLS).

Remark 2. (i) The ground state found above is obtained as Mountain-Pass of the en-
ergy functional associated to (19) or, equivalently, it realizes the following supre-
mum:

sup
u∈Hε\{0}

∫
RN K|u|p+1∫

RN [ε2|∇u|2 + V u2](p+1)/2
,

whereHε is a suitable weighted Sobolev space defined in Section 3. Such a supre-
mum is+∞ if p < σ as well as ifp > (N + 2)/(N − 2). For more details we refer
to Proposition 15.

(ii) If 0 < β < α, thenσ > 1 and the range ofp in (3) is smaller than the usual one
1< p < (N + 2)/(N − 2). If β = 0, we would haveσ = (N + 2)/(N − 2) and the
interval of admissiblep would be empty.

(iii) When α = 2 we can still find a solution inHε but not inW1,2(RN ) (see Theo-
rem 13). ut

Concerning semiclassical states of (NLS) we show the following concentration behavior.

Theorem 3. Let the assumptions of Theorem1 hold. Then the ground statevε concen-
trates at a global minimum pointx∗ ofA = V θK−2/(p−1) with θ = (p+1)/(p−1)−N/2.
More precisely,vε has a unique maximum pointxε with xε → x∗ asε → 0, and

vε(x) = U∗

(
x − xε

ε

)
+ ωε(x) asε → 0,

whereωε → 0 in C2
loc(R

N ) and inL∞(RN ) as ε → 0, andU∗ is the unique positive
radial solution of

−1U∗
+ V (x∗)U∗

= K(x∗)(U∗)p.

The proofs of the above two theorems will be carried out in the rest of the paper.
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3. Some weighted Sobolev spaces

As anticipated in the Introduction, we will work in a class of weighted Sobolev spaces.
Precisely, let us set, for allε > 0,

Hε =

{
u ∈ D1,2(RN ) :

∫
RN

[ε2
|∇u(x)|2 + V (x)u2(x)] dx < ∞

}
.

Hε is a Hilbert space with scalar product and norm, respectively,

‖u‖2
ε =

∫
RN

[ε2
|∇u(x)|2 + V (x)u2(x)] dx,

(u|v)ε =

∫
RN

[ε2
∇u(x) · ∇v(x)+ V (x)u(x)v(x)] dx.

SetH = H1 with norm‖ · ‖H.

Remark 4. SinceV is positive and uniformly bounded, it follows thatW1,2(RN ) ⊂ Hε
for all ε > 0. ut

Denote byLqK the weighted space of measurableu : RN → R such that

|u|q,K =

[ ∫
RN
K(x)|u(x)|q dx

]1/q

< ∞.

Hε andLqK are particular cases of weighted spaces discussed in [19], where the following
result is proved.

Theorem 5. Let N ≥ 3 and suppose that(V ), (K) hold with α ∈ (0,2] and β > 0,
respectively. Then for allε > 0,Hε ⊂ L

p+1
K provided

σ ≤ p ≤
N + 2

N − 2
,

and there isCε > 0 such that

|u|q,K ≤ Cε‖u‖ε, ∀u ∈ Hε. (4)

Furthermore, the embedding ofHε intoLp+1
K is compact if(3) holds.

In view of this theorem we will assume in what follows thatp, α andβ always satisfy (3).

Remark 6. (i) If a ≤ V (x) ≤ A, that is, whenα = 0, we haveHε = W1,2(RN ) and
Theorem 5 implies thatW1,2(RN ) is compactly embedded inLp+1

K provided (β > 0
and) (3) holds.

(ii) If V (x) ∼ (1 + |x|α)−1 andK(x) ∼ (1 + |x|β)−1, with 0< α ≤ 2 andβ > 0, it is
proved in [19] that the growth restrictionσ ≤ p ≤ (N + 2)/(N − 2) is a necessary
condition forHε to be embedded intoLp+1

K (RN ) (see also Proposition 15). ut
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In the rest of this section we will prove some integral estimates for functions inHε,
uniform with respect toε. We anticipate that, as a byproduct, we will deduce a proof of
the embedding result stated in Theorem 5 (see Remark 10 below).

Proposition 7. Let0< α < 2 and letp satisfy(3). Then for allδ > 0 there existsR > 0
such that, for allR ≥ R and allu ∈ Hε with supp(u) ∩ BR = ∅, one has∫

RN
K|u|p+1

≤ δε−(p−1)N/2
‖u‖p+1

ε . (5)

Proof. The proof is carried out in several steps. First, let us introduce some quantities we
need in the proof:

(i) the sequence of radiiRn,ε defined by

Rn,ε = εRn, Rn =

[
2 − α

a1/2
n

]2/(2−α)

;

(ii) the sequence of continuous functionsψn,ε : R+ → [0,1] satisfying

ψ1,ε(r) =


1 if 0 ≤ r ≤ Rn−1,ε,

−
r − R1,ε

R2,ε − R1,ε
+ 1 if R1,ε ≤ r ≤ R2,ε,

0 if r ≥ R2,ε,

and forn ≥ 2,

ψn,ε(r) =



0 if 0 ≤ r ≤ Rn−1,ε,
r − Rn,ε

Rn,ε − Rn−1,ε
+ 1 if Rn−1,ε ≤ r ≤ Rn,ε,

−
r − Rn,ε

Rn+1,ε − Rn,ε
+ 1 if Rn,ε ≤ r ≤ Rn+1,ε,

0 if r ≥ Rn+1,ε;

(iii) the sequence of sets

An,ε = {x ∈ RN : Rn−1,ε ≤ |x| ≤ Rn+1,ε}.

Note thatA1,ε is a ball,An,ε is an annulus forn ≥ 2, and theψn,ε ’s have been chosen in
such a way that

u(x) =

∑
n

ψn,ε(|x|)u(x).

These cut-off functions are useful to estimate integrals overRN by means of a discrete
sum of integrals on the annuliAn,ε.
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Lemma 8. There existsc > 0 such that∫
RN
K|u|p+1

≤ c

∞∑
n=1

1

1 + R
β
n,ε

∫
An,ε

|ψn,εu|
p+1, ∀u ∈ Hε, ∀ε ∈ (0,1].

Proof. OnAn,ε one hasu = ψn−1,εu+ ψn,εu+ ψn+1,εu (with abuse of notation we are
takingA0,ε = ∅), which implies∫
An,ε

K|u|p+1
≤ sup
An,ε

K

( ∫
An−1,ε

|ψn,εu|
p+1

+

∫
An,ε

|ψn,εu|
p+1

+

∫
An+1,ε

|ψn,εu|
p+1

)
.

Since the width ofAn,ε is small with respect toRn,ε there existsc2 = c2(K) such that

sup
An,ε

K ≤ c2
1

1 + R
β

n+1,ε

≤ c2
1

1 + R
β
n,ε

≤ c2
1

1 + R
β

n−1,ε

. (6)

The last two formulas imply∫
An,ε

K|u|p+1
≤ c2

(
1

1 + R
β

n−1,ε

∫
An−1,ε

|ψn,εu|
p+1

+
1

1 + R
β
n,ε

∫
An,ε

|ψn,εu|
p+1

+
1

1 + R
β

n+1,ε

∫
An+1,ε

|ψn,εu|
p+1

)
.

Summing over all integersn completes the proof. ut

Next, we estimate each term
∫
An,ε

|ψn,εu|
p+1. Let γ satisfy γ (2∗

− 2) = p − 1, or
equivalently 2∗γ = (p − 1)N/2. Then∫

An,ε

|ψn,εu|
p+1

=

∫
An,ε

|ψn,εu|
2∗γ+2−2γ .

Using the Ḧolder inequality we find that∫
An,ε

|ψn,εu|
p+1

≤ c1

[ ∫
An,ε

|ψn,εu|
2∗

]γ [ ∫
An,ε

|ψn,εu|
2
]1−γ

.

From the embedding ofD1,2 intoL2∗

we infer that∫
An,ε

|ψn,εu|
p+1

≤ c2

[ ∫
An,ε

|∇(ψn,εu)|
2
]2∗γ /2[ ∫

An,ε

|ψn,εu|
2
]1−γ

. (7)

From (6) and (7) we get∫
An,ε

K|u|p+1
≤ c3

1

1 + R
β
n,ε

[ ∫
An,ε

|∇(ψn,εu)|
2
]2∗γ /2[ ∫

An,ε

|ψn,εu|
2
]1−γ

. (8)

We now show
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Lemma 9. We have∫
An,ε

|∇(ψn,εu)|
2

≤ c4

∫
An,ε

[|∇u|2 + ε−2V u2].

Proof. First we estimate

|∇(ψn,εu)|
2

= |u∇ψn,ε + ψn,ε∇u|
2

≤ 2u2
|∇ψn,ε|

2
+ 2|∇u|2. (9)

From the definition ofRn,ε we get

|Rn+1,ε − Rn,ε|
2

= ε2
|Rn+1 − Rn|

2
≥ cε2Rαn+1,ε.

As above,R−α
n+1,ε ≤ c5 infAn,ε V , and we deduce that

|∇ψn,ε|
2

≤ c6|Rn+1,ε − Rn,ε|
−2

≤ c7ε
−2V, x ∈ An,ε.

Substituting in (9) and integrating overAn,ε proves the lemma. ut

Proof of Proposition 7 completed.Lemma 9 together with (8) yields∫
An,ε

K|u|p+1
≤ c

1

1 + R
β
n,ε

[∫
An,ε

[|∇u|2 + ε−2V u2]

]2∗γ /2[ ∫
An,ε

|ψn,εu|
2
]1−γ

. (10)

LetM, s > 0 and letθ, θ ′ be any pair of conjugate exponents (M, s, θ, θ ′ will be fixed
appropriately later). For brevity, set

S = Sn,ε =

∫
An,ε

[|∇u|2 + ε−2V u2], T = Tn,ε =

∫
An,ε

|ψn,εu|
2

so that (10) becomes∫
An,ε

K|u|p+1
≤ c

1

1 + R
β
n,ε

S2∗γ /2
· T 1−γ .

Since

S2∗γ /2
·
T 1−γ

1 + R
β
n,ε

= MεsS2∗γ /2
·M−1ε−s

T 1−γ

1 + R
β
n,ε

≤
1

θ
MθεsθS2∗γ θ/2

+
1

θ ′
M−θ ′

ε−sθ
′ T (1−γ )θ ′

(1 + R
β
n,ε)

θ ′
,

we get ∫
An,ε

K|u|p+1
≤ c1M

θεsθS2∗γ θ/2
+ c2M

−θ ′

ε−sθ
′ T (1−γ )θ ′

(1 + R
β
n,ε)

θ ′
. (11)

Now we chooses, θ satisfying

2∗γ θ = p + 1, θ(s − 2∗γ ) = −sθ ′.
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Then

S2∗γ θ/2
=

[∫
An,ε

[|∇u|2 + ε−2V u2]

]2∗γ θ/2

= ε−(p+1)
[∫

An,ε

[ε2
|∇u|2 + V u2]

](p+1)/2

,

and hence

MθεsθS2∗γ θ/2
= Mθε−(p−1)N/2

[∫
An,ε

[ε2
|∇u|2 + V u2]

](p+1)/2

. (12)

On the other hand, we also have

T (1−γ )θ ′

(1 + R
β
n,ε)

θ ′
≤

1

(1 + R
β
n,ε)

θ ′

[ ∫
An,ε

u2
](p+1)/2

=
(1 + Rαn,ε)

(p+1)/2

(1 + R
β
n,ε)

θ ′

[ ∫
An,ε

u2

1 + Rαn,ε

](p+1)/2

≤
(1 + Rαn,ε)

(p+1)/2

(1 + R
β
n,ε)

θ ′

[ ∫
An,ε

V u2
](p+1)/2

.

Inserting the above inequality and (12) into (11), and taking into account that−sθ ′
=

θ(s − 2∗γ ) = −(p − 1)N/2, we infer that∫
An,ε

K|u|p+1
≤ c3ε

−(p−1)N/2

×

(
Mθ

[∫
An,ε

[|ε2
∇u|2+V u2]

](p+1)/2

+M−θ ′ (1+Rαn,ε)
(p+1)/2

(1+R
β
n,ε)

θ ′
·

[∫
An,ε

V u2
](p+1)/2)

.

Now, let us remark that

(1 + Rαn,ε)
(p+1)/2

(1 + R
β
n,ε)

θ ′
∼ R

−βθ ′
+α(p+1)/2

n,ε → 0 (Rn,ε → ∞),

sincep > σ implies that−βθ ′
+ α(p + 1)/2 < 0. Then, givenδ > 0, we can choose

M,R > 0 such that

Mθ <
δ

2c3
, and M−θ ′

R−βθ ′
+α(p+1)/2 <

δ

2c3
for R ≥ R,

yielding ∫
An,ε

K|u|p+1
≤ δε−(p−1)N/2

[∫
An,ε

[ε2
|∇u|2 + V u2]

](p+1)/2

,
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provided thatRn−1,ε > R. Summing over these annuliAn,ε and using the fact that
supp(u) ∩ BR = ∅ for all R ≥ R we get∫

|x|>R

K|u|p+1
≤ δε−(p−1)N/2

∑
n

[∫
An,ε

[ε2
|∇u|2 + V u2]

](p+1)/2

.

Setting

an = an,ε =

∫
An,ε

[ε2
|∇u|2 + V u2],

one has
∑
an < ‖u‖2

ε < ∞. Letting α̃n = an/
∑
an, we have 0< α̃n ≤ 1 for all n

and hencẽα(p+1)/2
n ≤ α̃n, that is,a(p+1)/2

n ≤ (
∑
an)

(p+1)/2−1an. Summing over alln, it
follows that

∑
a
(p+1)/2
n ≤ (

∑
an)

(p+1)/2 < ∞. This implies∫
|x|>R

K|u|p+1
≤ δε−(p−1)N/2

[∑ ∫
An,ε

[ε2
|∇u|2 + V u2]

](p+1)/2

≤ δε−(p−1)N/2
‖u‖p+1

ε ,

completing the proof of Proposition 7.

Remark 10. For ε = 1 the preceding arguments give an alternative proof of the embed-
ding result stated in Theorem 5. To see this, let us writeu = χRu+ (1−χR)u, whereχR
is a cut-off function such thatχR ≡ 0 onBR, χR ≡ 1 for |x| ≥ R+1, andχR is linear on
R < |x| < R + 1. Forσ < p < (N + 2)/(N − 2) we can use inequality (5) to estimate∫
RN K|χRu|

p+1, while the integral
∫
|x|≤R+1K|(1 − χR)u|

p+1 can be bounded by using
the standard Sobolev embedding theorem. Ifσ ≤ p ≤ (N+2)/N−2), the above method
shows that there existC > 0 andR � 1 for which∫

|x|>R

K|u|p+1
≤ C‖u‖

(p+1)/2
H , ∀u ∈ H.

Moreover, modifying the definition ofRn,ε (with a logarithmic dependence onn) we
could also recover the embedding in the caseα = 2. ut

Proposition 11. Let 0 < α < 2 and letp satisfy(3). Then for allδ > 0 there exists
R > 0 such that for allR ≥ R,∫

|x|>R

K(x)|u(x)|p+1 dx

≤ δε−(p−1)N/2
(∫

|x|>R

[ε2
|∇u(x)|2 + V (x)u2(x)] dx

)(p+1)/2

, ∀u ∈ Hε. (13)

Proof. Let ψ̃R,ε : R+ → [0,1] be a smooth non-decreasing function such that

ψ̃R,ε(r) =

{
0 if 0 ≤ r ≤ R − εRα/2,

1 if r ≥ R,
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satisfying|ψ̃ ′

R,ε(r)| ≤ 2ε−1R−α/2. Define, in polar coordinates(r, ϑ) ∈ R+ × SN−1,

ũR,ε(r, ϑ) =

{
ψ̃R,ε(r)u(2R − r, ϑ) if R − εRα/2 ≤ r ≤ R,

u(r, ϑ) if r > R.

In the annulusAR,ε = {R − εRα/2 < |x| < R} we have (subscripts denote partial
derivatives)

∇ũR,ε = −ψ̃R,ε(r)ur(2R−r, ϑ)er+
1

r
ψ̃R,ε(r)uϑ (2R−r, ϑ)eϑ+ψ̃ ′

R,ε(r)u(2R−r, ϑ)er ,

whereer = x/|x| andeϑ is a unit vector tangent to the unit sphere{|x| = 1}. Thus, in
AR,ε one finds that

|∇ũR,ε|
2

≤ c1|∇u(2R − r, ϑ)|2 + c2ε
−2R−αu2(2R − r, ϑ).

Let us explicitly point out that here and below the constantsci do not depend uponR, ε.
Integrating inAR,ε and performing the change of variable(r, ϑ) 7→ (2R − r, ϑ) we get∫

AR,ε

|∇ũR,ε|
2

≤ c3

∫
R<|x|<R+εRα/2

[|∇u|2 + ε−2R−αu2]

≤ c4ε
−2

∫
R<|x|<R+εRα/2

[ε2
|∇u|2 + V (x)u2]. (14)

Here we have taken into account thatũR,ε ≡ u for |x| > R. From (14) we infer that∫
AR,ε

|∇ũR,ε|
2

≤ c5ε
−2

∫
|x|>R

[ε2
|∇u|2 + V (x)u2]. (15)

Moreover, similar arguments yield∫
AR,ε

V (x)̃u2
R,ε ≤ c6

∫
R<|x|<R+εRα/2

V (x)̃u2
R,ε ≤ c6

∫
|x|>R

V (x)u2. (16)

From (15) and (16) we deduce that∫
AR,ε

[ε2
|∇ũR,ε|

2
+ V (x)̃u2

R,ε] ≤ c7

∫
|x|>R

[ε2
|∇u|2 + V (x)u2]. (17)

From the embedding (4) and sincẽuR,ε = u for r ≥ R, we get∫
|x|>R

K(x)|u|p+1
≤

∫
RN
K(x)|̃uR,ε|

p+1.

From Proposition 7 we have∫
RN
K |̃uR,ε|

p+1
≤ δε−(p−1)N/2

( ∫
RN

[ε2
|∇ũR,ε|

2
+ V ũ2

R,ε]

)(p+1)/2

≤ δε−(p−1)N/2
( ∫

AR,ε

[ε2
|∇ũR,ε|

2
+ V ũ2

R,ε] +

∫
|x|>R

[ε2
|∇ũR,ε|

2
+ V ũ2

R,ε]

)(p+1)/2

.

From this and (17) we finally find (13). ut
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4. Proof of the existence results

This section is devoted to the proof of Theorem 1, which is divided into two parts. First,
we show the existence of a least-energy solution inHε (see Theorem 13 below); in the
second part of the section we prove that such a ground state belongs indeed toW1,2(RN ).

Let us start by introducing the functional set up. If (3) holds, then Theorem 5 applies,
yielding ∫

RN
K(x)|u(x)|p+1 dx < ∞, ∀u ∈ Hε. (18)

Define

Iε(u) =
1

2

∫
RN
ε2

|∇u(x)|2 dx +
1

2

∫
RN
V (x)u2(x) dx −

1

p + 1

∫
RN
K(x)|u(x)|p+1 dx

=
1

2
‖u‖2

ε −
1

p + 1

∫
RN
K(εx)|u(x)|p+1 dx.

From (18) and(V ) it follows thatIε is well defined onHε for all ε > 0. Moreover,Iε is
of classC1 and

(I ′
ε(u)|v)

=

∫
RN

[ε2
∇u(x) · ∇v(x)+ V (x)u(x)v(x)−K(x)|u(x)|p−1u(x)v(x)] dx, ∀v ∈ Hε.

Hence any critical pointuε ∈ Hε of Iε is a weak solution of (NLS).

Remark 12. By Remark 6(ii), ifV (x) ∼ (1 + |x|α)−1 andK(x) ∼ (1 + |x|β)−1, with
0< α ≤ 2 andβ > 0, then the growth restrictionσ ≤ p ≤ (N+2)/(N−2) is necessary
in order to work inHε with the functionalIε. ut

Critical points ofIε can be found by the Mountain-Pass Theorem in a straightforward
way.

Theorem 13. Let (V ), (K) hold with0 < α ≤ 2, β > 0, respectively, and suppose that
p satisfies(3). Then

bε = inf
u∈Hε\{0}

max
t≥0

Iε(tu)

is a critical level ofIε. Hence for allε > 0 the equation

−ε21v + V (x)v = K(x)vp, x ∈ RN , (19)

has a positive (classical) solutionvε ∈ Hε. Moreover, there existsC > 0 such that

‖vε‖
2
ε ≤ Cbε. (20)
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Proof. Let φ be a smooth positive function with compact support inRN . Then (recall
thatp > 1) one hasIε(tφ) → −∞ ast → +∞. HenceIε has the M-P geometry. Since
Hε is compactly embedded intoLp+1

K , standard arguments imply thatbε is a M-P critical
level carrying a critical pointvε ∈ Hε of Iε which is a weak solution of (NLS). SinceV
andK are smooth, local regularity implies thatvε is in fact a classical solution. It is also
standard to see thatvε > 0. From

−ε21vε + V (x)vε = K(x)vpε

we infer that ∫
RN

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx =

∫
RN
K(x)vp+1

ε dx.

Thus

bε = Iε(vε) =

(
1

2
−

1

p + 1

) ∫
RN

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx =

(
1

2
−

1

p + 1

)
‖vε‖

2
ε .

This concludes the proof. ut

Remark 14. (i) Assumption(V ) includes potentials which are bounded away from
zero (that is, 0< infRN V ≤ supRN V < ∞). In this case, the spaceHε is noth-
ing butW1,2(RN ) and in order to recover compactness our approach requiresβ > 0
(see Remark 6(i)). Let us recall that when, in addition, alsoK is bounded away from
zero (that is, 0< infRN K ≤ supRN K < ∞), proving the existence of solutions
to (19) requires appropriate assumptions onV and/orK (see the papers cited in the
Introduction and [4]). On the other hand, it is well known that ifβ = 0 a necessary
condition for (NLS) to have a solution is that

∫
RN ∂xiV (x)u

2(x) dx = 0. Moreover,
if (V ) holds with 0< α ≤ 2 andK is bounded away from zero, then the critical level
bε (or the supremum considered in the statement of Proposition 15) is clearly equal
to ∞. Of course, it is a different story if we look for solutions that are not ground
states. For example, it is proved in [6, 24] that if 0< infRN V ≤ supRN V < ∞ and
0< infRN K ≤ supRN K < ∞, then a solution exists providedε is sufficiently small
and the auxiliary potentialA has astablestationary point.

(ii) In [18, Thm. 2] the authors consider theeigenvalue problem−1u+ V (|x|)u = λK(|x|)up, x ∈ RN ,
u ∈ C2

loc(R
N ), lim

|x|→∞
u(x) = 0,

proving the existence of positive solutions(λ, uλ), uλ ∈ L2∗

(RN ) and uλ =

O(r(2−n)/2), r = |x|. It is assumed thatV (r) ≥ 0 andK(r) = O(r−β), β > 0.
In addition, ifβ < 2, it is required thatp > (N + 2− 2β)/(N − 2). Let us point out
that the last condition is stronger than ours (p > σ ).

(iii) Theorem 13 follows from [20, Thm. 3.1] combined with Theorem 5. Moreover, the
case in whichp = σ or p = (N + 2)/(N − 2) is also studied in [20, Thm. 3.2],
under some further restrictions onV andK. ut



130 Antonio Ambrosetti et al.

It is also worth pointing out that ifσ < p (here we take 0< β < α, otherwiseσ = 1 and
p satisfies the usual growth assumption),Iε has no Mountain-Pass solution.

Proposition 15. If eitherp < σ or p > (N + 2)/(N − 2), then

sup
u∈Hε\{0}

∫
RN K|u|p+1

(
∫
RN [ε2|∇u|2 + V u2])(p+1)/2

= ∞.

Proof. We can assume for simplicity thatε = 1. Let us consider a function9 with
compact support, and let

uξ (x) = 9(λ(x − ξ)), |ξ | � 1, λ = |ξ |−α/2. (21)

From the definition ofuξ and the conditions onλ, ξ (see (21)), we easily find that∫
|∇uξ |

2
= λ2−N

∫
|∇9|

2,

∫
V u2

ξ ≥
C−1

|ξ |αλN

∫
92,∫

K|u|p+1
≤

C

|ξ |βλN

∫
|9|

p+1.

(22)

Hence it follows that∫
RN Ku

p+1
ξ

(
∫
RN [|∇uξ |2 + V u2

ξ ])
(p+1)/2

≤ C
|ξ |−βλ−N

(λ−N |ξ |−α)(p+1)/2
= C|ξ |

α
4 [(N+2)−p(N−2)]−β

→ ∞

as|ξ | → ∞, becausep < σ .
On the other hand, also in the casep > (N + 2)/(N − 2) it is standard to see that

the above supremum is∞. It is sufficient for example to consider the family of functions
uλ(x) = 9(λx), with λ → +∞. ut

In the second part of this section we will show that the Mountain-Pass solutions of (NLS)
found above belong indeed toW1,2(RN ), provided 0< α < 2.

Theorem 16. Let(V ), (K) hold with0< α < 2, β > 0, respectively, and suppose thatp
satisfies(3). Then the Mountain-Pass solutionvε found in Theorem13 is a ground state of
(NLS). In particular,vε ∈ W1,2(RN ), vε ∈ C2(RN ), vε(x) > 0 andlim|x|→∞ vε(x) = 0.

The proof of Theorem 16 requires some preliminary decay estimates, based upon the
results discussed in Section 3. Let us point out that to establish the concentration phe-
nomena discussed in Section 5, the decay is proved with estimates which are uniform
in ε.

In these lemmas it is always understood that the assumptions of Theorem 16 hold true.

Lemma 17. Letvε be solutions of(19)and suppose there exists0 > 0 such that

‖vε‖
2
Hε

≤ 0εN . (23)
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Then there existsR0 > 0 such that for allR ≥ R0 and all�n,ε ⊆ RN \ BR,∫
�n+1,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx ≤
3

4

∫
�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx,

where�n,ε = RN \ BRn,ε andRn,ε = εn2/(2−α).

Proof. LetRn,ε be as in the statement, and letχn,ε(r) be piecewise affine functions such
that

χn,ε(r) ≡ 0, ∀r ≤ Rn,ε, χn,ε(r) ≡ 1, ∀r ≥ Rn+1,ε.

By the definition ofRn,ε it follows that

|Rn+1,ε − Rn,ε| ≥ C−1ε(2−α)/2R
α/2
n+1,ε ≥ C−1εR

α/2
n+1,ε.

Then

ε2
|Rn+1,ε − Rn,ε|

−2
≤ c1R

−α
n+1,ε ≤ c2 inf{V (x) : Rn,ε ≤ |x| ≤ Rn+1,ε},

and hence
ε2

|∇χn,ε(x)|
2

≤ V (x), ∀x ∈ RN . (24)

Let us test (19) onχn,εvε. Recalling thatχn,ε = 0 onBRn,ε and thatχn,ε ≤ 1, we get∫
�n,ε

χn,ε[ε
2
|∇vε|

2
+ V v2

ε ] =

∫
�n,ε

χn,εKv
p+1
ε − ε2

∫
�n,ε

∇vε · ∇χn,εvε

≤

∫
�n,ε

Kvp+1
ε +

1

2
ε2

∫
�n,ε

[|∇vε|
2
+ |∇χn,ε|

2v2
ε ].

Using (24) we infer that

ε2
∫
�n,ε

[|∇vε|
2
+ |∇χn,ε|

2v2
ε ] ≤

∫
�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ].

From the last two estimates, it follows that∫
�n+1,ε

[ε2
|∇vε|

2
+ V v2

ε ] dx ≤

∫
�n,ε

χn,ε[ε
2
|∇vε|

2
+ V v2

ε ]

≤

∫
�n,ε

Kvp+1
ε +

1

2

∫
�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ].

Then, from Proposition 11, ifδ > 0 is given andR is sufficiently large we deduce that∫
�n+1,ε

[ε2
|∇vε|

2
+ V v2

ε ] dx

≤ δε−(p−1)N/2
(∫

�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx

)(p+1)/2

+
1

2

∫
�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ].
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Now we write(∫
�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx

)(p+1)/2

=

(∫
�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx

)(p−1)/2 ∫
�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx.

From (23) and the last two formulas it follows that∫
�n+1,ε

[ε2
|∇vε|

2
+ V v2

ε ] dx ≤

(
1

2
+ δ0(p−1)/2

) ∫
�n,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx.

Choosingδ sufficiently small (and hence forR large) we obtain the assertion. ut

Lemma 18. Letvε be solutions of(19), and let0,R0 be as above. Then, for allρ ≥ 2R0,∫
|x|>ρ

[ε2
|∇vε|

2
+ V (x)v2

ε ] dx

≤ C0ε
N exp

{
−

1

2

∣∣∣∣ log
3

4

∣∣∣∣ε−1(ρ(2−α)/2
− R

(2−α)/2
0 )

}
, (25)

for some constantC0 depending only on0.

Proof. Givenρ > 2R0, let ñ > n be positive integers such that

Rn,ε ≤ R0 ≤ Rn+1,ε, Rñ−1,ε ≤ ρ ≤ Rñ,ε.

From (17), we deduce that∫
|x|>ρ

[ε2
|∇vε|

2
+ V (x)v2

ε ] ≤

∫
|x|>Rñ,ε

[ε2
|∇vε|

2
+ V (x)v2

ε ]

≤

(
3

4

)ñ−n ∫
|x|>R0

[ε2
|∇vε|

2
+ V (x)v2

ε ].

Then (23) implies ∫
|x|>ρ

[ε2
|∇vε|

2
+ V (x)v2

ε ] ≤

(
3

4

)ñ−n
0εN . (26)

By our choices ofn, ñ,

ρ ∼ ε2/(2−α)ñ2/(2−α), R0 ∼ ε2/(2−α)n2/(2−α),

which implies

ñ− n ≥
1

2
ε−1(ρ(2−α)/2

− R
(2−α)/2
0 ).

The estimate in (26) and the last formula conclude the proof. ut



Ground states of nonlinear Schrödinger equations 133

Proof of Theorem 16.Hereε > 0 is fixed and can be taken equal to 1 to simplify the
notation. Letv ∈ H be any solution of (19) (withε = 1) and lety ∈ RN be such that
|y| > 2. Then∫

B1(y)

v2
=

∫
B1(y)

V (x)v2
·

1

V (x)
≤ c1|y|

α

∫
B1(y)

V (x)v2.

ForR =
1
2|y| we have ∫

B1(y)

V (x)v2
≤

∫
RN\BR

V (x)v2.

From the preceding two estimates and Lemma 18 we get∫
B1(y)

v2
≤ C3|y|

α exp{−C4|y|
1−α/2

}, ∀|y| � 1. (27)

Let m ∈ N andyi ∈ RN , i = 1, . . . , m, be such thatB5 \ B2 ⊂
⋃m
i=1B1(yi), and let

yi,k = 2kyi . Then we get∫
RN\B2

v2
≤

∞∑
k=0

∫
2k(B5\B2)

v2
≤

∑
i,k

∫
B2k (yi,k)

v2.

To estimate the right hand side, we use (27) fork � 1, which yields∫
RN\B2

v2
≤ C3

∑
i,k

|yi,k|
α exp{−C4|yi,k|

1−α/2
} < ∞,

since 0< α < 2. This shows thatv ∈ L2(RN ), whencev ∈ W1,2(RN ). As already
pointed out in Theorem 13,v ∈ C2(RN ) andv > 0. Finally, standard arguments show
that lim|x|→∞ v(x) = 0 (see for example [22]). ut

5. Semiclassical limits for (NLS)

In this section we study the behavior of some solutions of (NLS) asε tends to 0, and in
particular of those obtained in Theorem 13. We always assume that(V ), (K) hold true
with 0< α < 2 andβ > 0, and thatp satisfies (3). However some results, as Lemma 19
below, hold even if 0< α ≤ 2.

The next lemma provides an upper bound for the critical valuesbε in terms of the
auxiliary functionalA = V θK−2/(p−1) introduced in Theorem 3. It is worth pointing out
explicitly that, sincep > σ , A(x) → ∞ as |x| → ∞, and thereforeA has a global
minimum on all ofRN .

Lemma 19. There existsC0 > 0 such that for allξ ∈ RN and all ε sufficiently small,

ε−Nbε = ε−N Iε(vε) ≤ C0A(ξ)+ o(1) asε → 0+. (28)

In particular there existsC∗ > 0 such thatbε ≤ C∗εN .
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Proof. For anyξ ∈ RN , let us define the functionalFξ onW1,2(RN ) by setting

Fξ (u) =
1

2

∫
RN

|∇u|2 +
1

2
V (ξ)

∫
RN
u2

−
1

p + 1
K(ξ)

∫
RN

|u|p+1.

Let f (ξ) denote the Mountain-Pass critical level ofFξ . It is well known that

f (ξ) = inf
u∈Nξ

Fξ (u),

whereNξ is the Nehari manifold

Nξ =

{
u ∈ W1,2(RN ) \ {0} :

∫
RN

|∇u|2 + V (ξ)

∫
RN
u2

= K(ξ)

∫
RN

|u|p+1
}
.

Let us point out thatu ∈ Nξ if and only if

û(y) := K1/(p−1)(ξ)V −1/(p−1)(ξ)u(V −1/2(ξ)y) ∈ N ,

whereN = {u ∈ W1,2(RN ) : u 6= 0 and
∫
RN (|∇u|

2
+ u2) =

∫
RN |u|p+1

}. Hence, with a
direct calculation we find

f (ξ) = inf
Nξ
Fξ =

(
1

2
−

1

p + 1

)
K(ξ) inf

u∈Nξ

∫
RN

|u|p+1 dx

=

(
1

2
−

1

p + 1

)
K−2/(p−1)(ξ)V (p+1)/(p−1)−N/2(ξ) inf

v∈N

∫
RN

|v|p+1 dy.

Let Ū denote the unique positive radial solution inW1,2(RN ) of

−1Ū + Ū = Ūp in RN .

Since infv∈N
∫
RN |v|p+1 dy is achieved at̄U , we get

f (ξ) = [K(ξ)]−2/(p−1)[V (ξ)](p+1)/(p−1)−N/2
(

1

2
−

1

p + 1

) ∫
RN

|Ū |
p+1 dx

= C0A(ξ). (29)

Sincef (ξ) is a Mountain-Pass level ofFξ , for all ν > 0 there existsw ∈ W1,2(RN ) such
that

f (ξ) ≤ max
t>0

Fξ (tw) ≤ f (ξ)+ ν.

Let ϕ ∈ C2(RN ) be a cut-off function such thatϕ ≡ 1 in a neighborhood ofξ and define,
for anyε > 0,wε ∈ W1,2(RN ) by

wε(x) = ϕ(x)w

(
x − ξ

ε

)
.
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SinceW1,2(RN ) ⊂ Hε, we havewε ∈ Hε for any ε; in particular it makes sense to
computeIε(twε), which yields

Iε(twε) =
t2

2
‖wε‖

2
ε −

tp+1

p + 1

∫
RN
K(x)|wε|

p+1 dx.

By the change of variabley = (x − ξ)/ε, we get

ε−N‖wε‖
2
ε = ε2

∫
RN

|∇ϕ(εy + ξ)|2w2(y) dy

+ ε

∫
RN

∇w(y) · ∇ϕ(εy + ξ)w(y)ϕ(εy + ξ) dy

+

∫
RN
ϕ2(εy + ξ)|∇wε(y)|

2 dy +

∫
RN
V (εy + ξ)ϕ2(εy + ξ)w2(y) dy,

as well as

ε−N
∫

RN
K(x)|wε(x)|

p+1 dx =

∫
RN
K(εy + ξ)|ϕ(εy + ξ)w(y)|p+1 dy.

Putting together the preceding equations we deduce that

ε−N Iε(twε) = Fξ (tw)+ o(1) asε → 0.

Hence

ε−N Iε(vε) = inf
v∈Hε\{0}

max
t>0

ε−N Iε(tv)

≤ max
t>0

Iε(twε) ≤ max
t>0

Fξ (tw)+ o(1)

≤ f (ξ)+ ν + o(1) = C0A(ξ)+ ν + o(1).

Sinceν > 0 is arbitrary, the estimate in (28) is proved. The last statement follows from
the fact thatA has a global minimum onRN sincep > σ . ut

Remark 20. To prove thatbε ≤ C∗εN one could also argue as follows. Consider the
functionals̃Iε, Îε : W1,2(RN ) → R defined by

Ĩε(u) =
1

2

∫
RN

[ε2
|∇u|2 + Au2] dx −

1

p + 1

∫
RN
K(x)|u|p+1 dx,

Îε(u) =
1

2

∫
RN

[|∇u|2 + Au2] dx −
1

p + 1

∫
RN
K(εx)|u|p+1 dx.

Clearly,ûε(x) is a critical point of̂Iε iff ũε(x) := ûε(x/ε) is a critical point of̃Iε; more-
over, Ĩε (̃uε) = εN Îε (̂uε). Let b̃ε, resp.̂bε, denote the Mountain-Pass critical level ofĨε,
resp.̂Iε. Since supV ≤ A andW1,2(RN ) ⊂ Hε, one easily deduces thatbε ≤ b̃ε = εN b̂ε.
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On the other hand, critical points of̂Iε can be found near those of theunperturbedfunc-
tional Î0 ≡ Îε=0. Up to translation, we can assume thatK(0) = maxK. Let U be the
unique positive radial solution of

−1U + AU = K(0)Up, U ∈ W1,2(RN ).

Then, using [1], one infers that̂Iε has, forε > 0 small, a critical pointuε such that
ûε → U asε → 0. In particular, from̂Iε (̂uε) → Î0(U) it follows that there existsC > 0
such that̂Iε (̂uε) ≤ C for all ε > 0 small enough. Moreover, sinceU is a Mountain-Pass
critical point of Î0, the same holds foruε. This implies that̂bε ≤ Îε (̂uε), and the result
follows. ut

Lemma 19 and (20) yield

Corollary 21. For ε small there exists0 > 0 such that

‖vε‖
2
ε ≤ 0εN ,

wherevε is given by Theorem13.

The next lemma provides pointwise uniform decay estimates for the solutionsvε. Here
0< α < 2 is needed. We follow closely the method illustrated in [21, Appendix B].

Lemma 22. Let 0,R0 and vε be as in Lemma17. Then there exists a constantC, de-
pending only on0, p andN , and a positive numberd > 0, depending onN , p, α andβ,
such that

|vε(x)| ≤ C|x|dε−d exp

{
−

1

4

∣∣∣∣ log
3

4

∣∣∣∣ε−1(|x|(2−α)/2
− R

(2−α)/2
0 )

}
for |x| ≥ 2R0 + C.

(30)

Proof. The functionsvε satisfy the equation

−ε21vε + V (x)vε = K(x)vpε . (31)

Givenx0 ∈ RN with |x0| ≥ 2R0 + 2, we consider a smooth cut-off functionη satisfying

η(x) =

{
1 for x ∈ B1(x0),

0 for x ∈ RN \ B2(x0),
|∇η| ≤ 2. (32)

Letting for simplicity v = vε, givenL > 0 ands ≥ 0, we also define the function
φ = φs,L ≡ vmin{|v|2s, L2

}η2. Testing (31) onφ we obtain

ε2
∫

|∇v|2min{|v|2s,L2
}η2

+
s

2
ε2

∫
{|v|s≤L}

|∇(|v|2)|2v2s−2η2
+

∫
V (x)v2η2min{|v|2s,L2

}

≤ −2ε2
∫
vηmin{|v|2s, L2

}∇v · ∇η +

∫
Kvp+1η2 min{|v|2s, L2

}

≤
1

2
ε2

∫
|∇v|2 min{|v|2s, L2

}η2
+ Cε2

∫
v2 min{|v|2s, L2

}|∇η|2

+

∫
Kvp+1η2 min{|v|2s, L2

}.
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Hence, if we set
w = ηvmin{|v|s, L}, (33)

from the above inequality we get∫
ε2

|∇w|
2
+ V (x)w2

≤ Cε2
∫
v2 min{|v|2s, L2

} +

∫
Kvp+1η2 min{|v|2s, L2

}. (34)

Next, givenM > 0, we divide the last integral into the two regions{v ≤ M} and{v > M}

to obtain∫
Kvp+1η2 min{|v|2s, L2

}

≤ Mp−1
∫
Kη2v2 min{|v|2s, L2

} +

∫
{v>M}∩B2(x0)

Kvp−1η2v2 min{|v|2s, L2
}.

By the Hölder and Sobolev inequalities we can write∫
{v>M}∩B2(x0)

Kvp−1η2v2 min{|v|2s, L2
} ≤

( ∫
{v>M}∩B2(x0)

(Kvp−1)N/2
)2/N

‖v‖2
L2∗

≤ C

( ∫
{v>M}∩B2(x0)

(Kvp−1)N/2
)2/N ∫

|∇v|2

= Cε−2
( ∫

{v>M}∩B2(x0)

(Kvp−1)N/2
)2/N

ε2
∫

|∇v|2.

If we can make
∫
(Kvp−1)N/2 sufficiently small, then we can bring this term on the left-

hand side of (34). We note that, since‖v‖2
L2∗

(RN ) ≤ CεN (by our assumptions), we have

M2N/(N−2)
|{v > M}| ≤

∫
v2∗

≤ CεN , and so |{v > M}| ≤ CεNM−2N/(N−2).

Next, from the Ḧolder inequality we get∫
{v>M}∩B2(x0)

(Kvp−1)N/2 ≤

( ∫
{v>M}

v(p−1)Nq/2
)1/q( ∫

{v>M}

KNq ′/2
)1/q ′

.

If we chooseq in such a way that(p − 1)Nq/2 = 2N/(N − 2), that is, if

q ′
=

4

4 − (p − 1)(N − 2)
,

from the above estimates it follows that∫
ε2

|∇w|
2
+ V (x)w2

≤ Cε2
∫
B2(x0)

v2s+2
+Mp−1

∫
B2(x0)

Kη2v2s+2
+ Cε−2

|x0|
−βM−4/(N−2)q ′

ε2
∫

|∇v|2

≤ C(ε2
+Mp−1

|x0|
−β)

∫
B2(x0)

v2s+2
+ Cε−2

|x0|
−βM−

4−(p−1)(N−2)
N−2 ε2

∫
|∇v|2.
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Now we chooseM in such a way thatε−2
|x0|

−βM−
4−(p−1)(N−2)

N−2 is a small constant,
namely we take

M = C(ε−2
|x0|

−β)
N−2

4−(N−2)(p−1)

with C sufficiently large. In this way, choosings in such a way that 2s + 2 = p + 1, we
get ∫

[ε2
|∇w|

2
+ V (x)w2] ≤ C(ε2

+ |x0|
−βMp−1)

∫
B2(x0)

v2s+2

≤ Cε
−

2(p−1)(N−2)
4−(N−2)(p−1)

∫
B2(x0)

vp+1. (35)

From our assumptions on the functionsv = vε and the Ḧolder inequality it follows that∫
B2(x0)

vp+1
≤

( ∫
B2(x0)

v2
)ω

+

( ∫
B2(x0)

v2∗

)1−ω

≤ CεN(1−ω)

(
|x0|

α

∫
B2(x0)

V v2
)ω

for someω ∈ (0,1). By Lemma 18 and the last two estimates, we obtain∫
Rn

[ε2
|∇w|

2
+ V (x)w2]

≤ C|x0|
d1ε−d1 exp

{
−
p + 1

4

∣∣∣∣ log
3

4

∣∣∣∣ε−1(|x0|
(2−α)/2

− R
(2−α)/2
0 )

}
, |x0| ≥ 2R0 + 2,

for some constantC depending on0, p andN , and some positive numberd1 > 0,
depending onN , p, α andβ.

We note at this point that the last estimate is independent of the numberL in the
definition ofw. This implies that|v|s+1 belongs toW1,2

loc (R
n), with some quantitative es-

timates on the integrals, which are given in the last formula. Then the Sobolev embedding
theorem impliesv ∈ L

(s+1)2∗

loc .
Finally, proceeding in this way and using a bootstrap argument, we obtain the result

after a finite number of steps. ut

Remark 23. Although we already proved that lim|x|→∞ vε(x) = 0 for any fixedε > 0,
the preceding lemma is needed since it gives a pointwise decayuniform in ε. ut

Lemma 24. Letvε be solutions of(19)satisfying(23). Letxε denote any maximum point
of vε. Then there exists a constantC > 0, C = C(0), such that|xε| ≤ C for everyε
sufficiently small.

Proof. Sincexε is a maximum point ofvε, one has1vε(xε) ≤ 0. Therefore, from (19) it
follows that

V (xε)K
−1(xε) ≤ vp−1

ε (xε). (36)

From(V ) and(K) it follows that there existsc > 0 such that

c|xε|
β−α

≤ V (xε)K
−1(xε). (37)
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From (36), (37), and (30) we deduce that if|xε| ≥ 2R0, then

c|xε|
β−α

≤ |xε|
d(p−1)ε−d(p−1) exp

{
−

1

4
(p − 1)

∣∣∣∣ log
3

4

∣∣∣∣ε−(2−α)/a(|xε|
(2−α)/2

− R
(1−α)/2
0 )

}
. (38)

This immediately implies that|xε| stays bounded asε → 0. Lemma 24 is thereby proved.
ut

Lemma 25. Let vε be as in Lemma24. Then there exists a constantC > 0 such that
‖vε‖L∞ ≥ C−1 for all ε sufficiently small.

Proof. From (19) we get

‖vε‖
2
ε =

∫
RN

[ε2
|∇vε|

2
+ V (x)v2

ε ] =

∫
RN
K(x)vp+1

ε . (39)

Let us fixδ < 0−(p−1)/2. Then from Proposition 11 there existsR such that∫
|x|>R

K(x)vp+1
ε dx ≤ δε−N(p−1)/2

‖vε‖
p+1
ε . (40)

From(V ) and(K) we have

K(x) ≤
k

a

1 + |x|α

1 + |x|β
V (x) ≤

k

a
(1 + Rα)V (x) for any|x| ≤ R,

hence ∫
|x|≤R

K(x)v2
ε ≤

k

a
(1 + Rα)

∫
|x|≤R

V (x)v2
ε ≤

k

a
(1 + Rα)‖vε‖

2
ε .

From this it follows that∫
|x|≤R

K(x)vp+1
ε ≤ ‖vp−1

ε ‖L∞

∫
|x|≤R

K(x)v2
ε ≤

k

a
(1 + Rα)‖vp−1

ε ‖L∞‖vε‖
2
ε . (41)

From (39), (40), and (41) we get

‖vε‖
2
ε =

∫
RN
K(x)vp+1

ε ≤ δε−N(p−1)/2
‖vε‖

p+1
ε +

k

a
(1 + Rα)‖vp−1

ε ‖L∞‖vε‖
2
ε,

which yields

1 ≤ δε−N(p−1)/2
‖vε‖

p−1
ε +

k

a
(1 + Rα)‖vp−1

ε ‖L∞ . (42)

Since‖vε‖
p−1
ε ≤ 0(p−1)/2εN(p−1)/2, which follows from (23), the estimate (42) implies

1 ≤ δC̃(p−1)/2
+
k

a
(1 + Rα)‖vp−1

ε ‖L∞ ,

hence, for our choice ofδ, we deduce that

‖vε‖
p−1
L∞ ≥ (1 − δC̃(p−1)/2)

a

k(1 + Rα)
> 0,

which proves the lemma. ut

We are now in a position to characterize the ground states whenε tends to 0.
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Theorem 26. Let the assumptions of Theorem16 hold. Then(NLS) has a (classical,
positive) ground statevε concentrating, asε → 0, at a global minimum pointx∗ of
A = V θK−2/(p−1), whereθ = (p + 1)/(p − 1)−N/2. More precisely,vε has a unique
maximum pointxε such thatxε → x∗ asε → 0, and

vε(x) = U∗

(
x − xε

ε

)
+ ωε(x) asε → 0,

whereωε → 0 in C2
loc(R

N ) and inL∞(RN ) as ε → 0, andU∗ is the unique positive
radial solution of

−1U∗
+ V (x∗)U∗

= K(x∗)(U∗)p.

Proof. The proof is based upon the preceding lemmas and is rather standard (see e.g.
[12, 24]). However, to keep the paper as self-contained as possible, we will carry out the
arguments in detail. Letxε denote a global maximum point ofvε (such a maximum exists
sincevε(x) → 0 as|x| → ∞). From Lemma 24, we know that, up to a subsequence,
xε → x∗ for somex∗

∈ RN . Set

ψε(x) := vε(εx + xε).

Sincevε solves (19),ψε satisfies

−1ψε(x)+ V (εx + xε)ψε(x) = K(εx + xε)ψ
p
ε (x), x ∈ RN . (43)

From Corollary 21 and assumption(V ) it follows that

0 ≥ ε−N‖vε‖
2
ε = ε−N

∫
RN

[ε2
|∇vε(x)|

2
+ V (x)v2

ε (x)] dx

≥ ε−N
∫

RN

[
ε2

|∇vε(x)|
2
+

a

1 + |x|α
v2
ε (x)

]
dx

=

∫
RN

[
|∇ψε(y)|

2
+

a

1 + |εy + xε|α
ψ2
ε (y)

]
dy.

From Lemma 24 we infer that|εy + xε| ≤ C(1 + |y|) and therefore∫
RN

[
|∇ψε(y)|

2
+

a

1 + |y|α
ψ2
ε (y)

]
dy ≤ C′,

whereC′ is independent ofε. In particular{ψε}ε is bounded inC∞

loc, uniformly with
respect toε, and we deduce thatψε converges inC2

loc(R
N ) to someU∗

∈ C2
loc(R

N ).
Furthermore, using arguments similar to those carried out in the proof of Lemma 22, one
infers thatψε → U∗ also inL∞(RN ). Passing to the limit in equation (43), we find that
U∗

≥ 0 is a classical solution to

−1U∗(x)+ V (x∗)U∗(x) = K(x∗)(U∗)p(x), x ∈ RN . (44)

Moreover, sinceψε attains its maximum at 0, so doesU∗. Furthermore, Lemma 25 shows
thatψε(0) = vε(xε) = ‖vε‖L∞ ≥ C−1 for some positive constantC, and thus maxU∗

=

U∗(0) ≥ C−1 > 0. In particular,U∗
6≡ 0 (henceU∗ > 0 by the maximum principle)

and is a radial function according to the Gidas–Ni–Nirenberg result [13]. Using again
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Corollary 21 we get, for any sequenceRn → ∞,∫
BRn

[|∇ψε(x)|
2
+ V (εx + xε)ψ

2
ε (x)] dx ≤ ε−N‖vε‖

2
ε ≤ 0. (45)

Sinceψε → U∗ in C1(BRn), the Dominated Convergence Theorem allows us to pass to
the limit in (45) asε → 0 to obtain∫

BRn

[|∇U∗(x)|2 + V (x∗)(U∗)2(x)] dx ≤ 0.

Letting nowRn → ∞, we infer thatU∗
∈ W1,2(RN ).

To complete the proof of Theorem 26, a further lemma is in order, which provides a
lower bound forbε in terms ofU∗ andx∗.

Lemma 27. LetFξ be as in the proof of Lemma19. Then

Fx∗(U∗) ≤ lim inf
ε→0

ε−N Iε(vε) = lim inf
ε→0

ε−Nbε. (46)

Proof. One hasIε(vε) = εN
∫
RN hε(x) dx, where

hε(x) =
1

2
|∇ψε(x)|

2
+

1

2
V (εx + xε)ψ

2
ε (x)−

1

p + 1
K(εx + xε)ψ

p+1
ε (x). (47)

LetR > 0 to be chosen later. In view of theC1-convergence ofψε toU∗ over the compact
sets ofRN we get

lim
ε→0

∫
BR

hε dx

=
1

2

∫
BR

|∇U∗
|
2 dx +

1

2
V (x∗)

∫
BR

(U∗)2 dx −
1

p + 1
K(x∗)

∫
BR

(U∗)p+1 dx.

SinceU∗
∈ W1,2(RN ), for anyν > 0 we can chooseR > 0 large enough such that

lim
ε→0

∫
BR

hε dx ≥

∫
RN

[
1

2
|∇U∗

|
2
+

1

2
V (x∗)(U∗)2 −

1

p + 1
K(x∗)(U∗)p+1

]
dx − ν

= Fx∗(U∗)− ν. (48)

Let now ηR be a cut-off function such thatηR = 0 in BR−1, ηR = 1 in RN \ BR,
0 ≤ ηR ≤ 1, |∇ηR| ≤ C, with C independent ofR. Testing (43) onηRψε we obtain

2
∫

RN\BR

hε dx +

(
2

p + 1
− 1

) ∫
RN\BR

K(εx + xε)ψ
p+1
ε dx + Eε = 0,

where

Eε =

∫
BR\BR−1

[∇ψε · ∇(ηRψε)+ V (εx + xε)ηRψ
2
ε −K(εx + xε)ηRψ

p+1
ε ] dx.
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Hence
∫
RN\BR

hε dx≥−Eε/2. Again by the convergence ofψε inC1
loc toU∗

∈W1,2(RN ),
we deduce that forR large enough limε→0 |Eε| ≤ ν and hence

lim inf
ε→0

∫
RN\BR

hε dx ≥ −
ν

2
. (49)

From (48) and (49) we conclude that

lim inf
ε→0

∫
RN
hε dx ≥ Fx∗(U∗)−

3

2
ν

for anyν > 0, and (46) follows. ut

Proof of Theorem 26 completed.Let us first prove thatx∗ is a minimum point of the
functionf (ξ) = C0A(ξ). Arguing by contradiction, we assume that there existsξ∗

∈ RN
such thatf (x∗) > f (ξ∗). From (46) and (28), it follows that

Fx∗(U∗) ≤ lim inf
ε→0

ε−N Iε(vε) ≤ C0A(ξ), ∀ξ ∈ RN .

On the other hand, sinceU∗ solves equation (44),

Fx∗(U∗) ≥ inf
u∈Nx∗

Fx∗(u) = f (x∗) > f (ξ∗) = C0A(ξ∗).

which yields a contradiction.
It remains to show thatvε has at most one maximum point. The proofs relies on the

arguments carried out above and so we will be sketchy. By contradiction, assume that,
up to a subsequence,vε has two distinct maximaxε, zε. From Lemma 24 it follows that
there existx∗, z∗ ∈ RN such thatxε → x∗ andzε → z∗. Let ψε andU∗ be as above.
The convergence ofψε to U∗ in C2

loc and the properties ofU∗ readily imply that there
existsr > 0 such thatψ ′′

ε (x) < const< 0 for x ∈ Br providedε is small enough. Since
ε−1(zε − xε) is a maximum point ofψε, two cases can occur.

Case 1:ε−1(zε − xε) is bounded and hence, up to a subsequence, it converges to some
P ∈ RN . Sinceψε(ε−1(zε−xε)) = maxψε converges to maxU∗

= U∗(0), we conclude
thatP = 0. Thereforeε−1(zε − xε) ∈ Br for ε sufficiently small, which is impossible
since 0 is the only critical point ofψε in Br .

Case 2:ε−1(zε − xε) is unbounded, and hence it tends to∞, up to a subsequence. As
above, one shows that̃ψε C2

loc-converges toŨ∗, whereψ̃ε := vε(εx + zε) andŨ∗ is the
unique positive radial solution inW1,2(RN ) of

−1Ũ∗(x)+ V (z∗)Ũ∗(x) = K(z∗)(Ũ∗)p(x), x ∈ RN .

Let us remark that, since|ε−1(zε − xε)| → ∞, for anyR the ballsBR andB
ε

:=
BR(ε

−1(zε − xε)) are disjoint providedε is small enough. Using this fact and repeating
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the arguments carried out above, we readily find that for anyν > 0 it is possible to choose
R > 0 large enough such that

lim
ε→0

∫
B
ε
hε ≥ Fz∗(Ũ

∗)− ν, (50)

as well as

lim inf
ε→0

∫
RN\(BR∪Bε)

hε ≥ −ν. (51)

From (48), (50) and (51) we conclude that

lim inf
ε→0

∫
RN
hε ≥ Fx∗(U∗)+ Fz∗(Ũ

∗)− 3ν.

Sinceν is arbitrary we find that

lim inf
ε→0

ε−Nbε ≥ Fx∗(U∗)+ Fz∗(Ũ
∗). (52)

From (28) and (52) it follows thatFx∗(U∗)+Fz∗(Ũ
∗) ≤ f (x∗). Sincex∗ andz∗ are both

global minimum points off , we havef (x∗) = f (z∗) and hence, using the definition of
f , we deduce that

Fx∗(U∗)+ Fz∗(Ũ
∗) ≤

1

2
(f (x∗)+ f (z∗)) ≤

1

2
(Fx∗(U∗)+ Fz∗(Ũ

∗)),

which is not possible. The proof is now complete. ut
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MR 99h:58135

[2] Ambrosetti, A., Badiale, M.: Variational perturbative methods and bifurcation of bound states
from the essential spectrum. Proc. Roy. Soc. Edinburgh Sect. A128, 1131–1161 (1998)
Zbl 0928.34029 MR 2000a:34035

[3] Ambrosetti, A., Badiale, M., Cingolani, S.: Semiclassical states of nonlinear Schrödinger
equations. Arch. Rat. Mech. Anal.140, 285–300 (1997) Zbl 0896.35042 MR 98k:35172

[4] Ambrosetti, A., Garcia Azorero, J., Peral, I.: Remarks on a class of semilinear elliptic equa-
tions onRn, via perturbation methods. Adv. Nonlinear Stud.1, 1–13 (2001) Zbl 1001.35038
MR 2002f:35084

http://www.emis.de:80/cgi-bin/zmen/ZMATH/en/quick.html?first=1&maxdocs=20&type=html&an=1004.37043&format=complete
http://www.ams.org/mathscinet-getitem?mr=99h%3A58135
http://www.emis.de:80/cgi-bin/zmen/ZMATH/en/quick.html?first=1&maxdocs=20&type=html&an=0928.34029&format=complete
http://www.ams.org/mathscinet-getitem?mr=2000a%3A34035
http://www.emis.de:80/cgi-bin/zmen/ZMATH/en/quick.html?first=1&maxdocs=20&type=html&an=0896.35042&format=complete
http://www.ams.org/mathscinet-getitem?mr=98k%3A35172
http://www.emis.de:80/cgi-bin/zmen/ZMATH/en/quick.html?first=1&maxdocs=20&type=html&an=1001.35038&format=complete
http://www.ams.org/mathscinet-getitem?mr=2002f%3A35084


144 Antonio Ambrosetti et al.

[5] Ambrosetti, A., Malchiodi, A., Ni, W.-M.: Singularly perturbed elliptic equations with sym-
metry: existence of solutions concentrating on spheres, Part I. Comm. Math. Phys.235, 427–
466 (2003) Zbl pre01964923 MR 2004c:35014

[6] Ambrosetti, A., Malchiodi, A., Secchi, S.: Multiplicity results for some nonlinear Schrödinger
equations with potentials. Arch. Rat. Mech. Anal.159, 253–271 (2001) Zbl pre01690460
MR 2002m:35044

[7] Badiale, M., D’Aprile, T.: Concentration around a sphere for a singularly per-
turbed Schr̈odinger equation. Nonlinear Anal.49, 947–985 (2002) Zbl 1018.35021
MR 2003f:35258

[8] Bahri, A., Li, Y. Y.: On a min-max procedure for the existence of a positive solution for certain
scalar field equations inRN , Rev. Mat. Iberoamericana6, 1–16 (1990) Zbl 0731.35036
MR 92b:35054

[9] Bahri, A., Lions P. L.: On the existence of a positive solution of semilinear elliptic equa-
tions in unbounded domains, Ann. Inst. H. Poincaré Anal. Non Lińeaire14, 365–413 (1997)
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