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Abstract

Well-established cognitive models coming from anthropology have
shown that, due to the cognitive constraints that limit our “bandwidth”
for social interactions, humans organize their social relations according
to a regular structure. In the thesis, we postulate that similar regulari-
ties can be found in other cognitive processes, such as those involving
language production. The thesis consists of three main parts.

In the first part, we leverage a methodology similar to the one used
to uncover social cognitive constraints applied to the domain of language.
More specifically, we are interested in understanding how individuals
unconsciously structure their vocabulary. In order to investigate this
claim, we analyse a dataset containing tweets of a heterogeneous group
of Twitter users (regular users and professional writers). We find that
a concentric layered structure (which we call ego network of words, in
analogy to the ego network of social relationships) very well captures
how individuals organise the words they use.

In the second part we carry out a semantic analysis of the model.
Each ring of each ego network is described by a semantic profile, which
captures the topics associated with the words in the ring. We find that
the innermost ring, which contains the most frequently used words, can
be seen as the semantic fingerprint of the whole model.

In the third part, drawing inspiration from social ego networks
where the active part includes relationships regularly nurtured by
individuals, we establish the notion of an active ego network of words.
We demonstrate that without the active network concept, an ego
network becomes vulnerable to the amount of data considered, leading
to the disappearance of the layered structure in larger datasets (we
used an extended version of the Twitter/X dataset and MediaSum, a
preexisting dataset containing a large amount of interview transcripts).
To address this, we define a methodology for extracting the active
part of the ego network of words and validating it. The resulting ego
network structures align substantially with the layer ego network of
words obtained in previous chapters where only the active network was
implicitly covered, confirming the model’s robustness across different
dataset sizes. Moreover, the validation on the transcripts dataset
(MediaSum) highlights the generalizability of the model across diverse
domains and the ingrained cognitive constraints in language usage
including spoken forms of communication.
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1 Introduction

Language, as a complex cognitive activity, takes advantage of the
unique capacity of the human brain for information processing but also
embraces its limits. These limits are the central focus of this thesis. We
demonstrate in the following chapters that language bears the marks of
cognitive constraints, just like another human activity that has been the
subject of in-depth study and has inspired our work: socialization. These
two activities, like many others in everyday life, generate a growing
volume of digital footprints, providing researchers with opportunities to
better understand the specific nature of human behavior.

The human brain is an astonishing organ, capable of storing a volume
of information several degrees of magnitude greater than any modern com-
puter [179], and a powerful processing machine [97] that represents only 2% of
body weight and yet costs 20% of metabolic load [12]. However, it is known to
be subject to some limits, whether they come from the neuronal system [144]
or from the optimization of energy consumption [95]. These cognitive limits
shape the way we behave in daily life and how we make decisions. For exam-
ple, our finite cognitive capacity is the reason for the existence of cognitive
biases [86], which are the intellectual shortcuts we unconsciously take when
we have too much or too little information available when making a decision.
These cognitive constraints affect all areas of human activity, especially those
that involve the processing of large amounts of information (driving a car,
maintaining a conversation, learning a language, . . . ). They are the subject
of a wide interdisciplinary field of study [113], which has been propelled by
the development of the Internet and recent technological breakthroughs. In
this thesis, we will investigate the evidence of such cognitive constraints using
a data-driven approach. Indeed, the increasing interconnection between the
offline and online worlds, known as “cyber-physical convergence” [31], opens
up the possibility for public research institutes to study an ever-increasing
range of human activities (such as social activities, sports, travel) on an
unprecedented scale. In recent research work that stands at the frontier
between psychology and anthropology and serves as a starting point for the
thesis, Arnaboldi et al. [8] have been able to extend the understanding of
human social skills by taking advantage of open-access data. Indeed, the
authors extended the findings of R. Dunbar on the size of personal social
networks [41] by using public interactions extracted from Twitter/X and
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Facebook and provided significant results specific to online social relations.
To this end, they developed an analysis tool based on Dunbar’s work that
focuses on individuals: the ego network model [40] (which we will introduce
in the next paragraph and in detail in Section 3.1.3). The authors studied
the characteristics of this model applied to users of Facebook and Twit-
ter/X and identified structural invariants (common to all subjects of the
experiment). These structural invariants were identified as “symptoms” of
cognitive constraints that arise from human social behavior [8, 6, 5, 9, 7, 10].

In this thesis, we apply similar methods (using open-access
data and an ego-centered model) to study language production.
Specifically, relying on both written and spoken language traces
from public sources, we build an ego-centered model adapted to
the linguistic domain.

1.1 From cognitive constraints in social behaviours, to cogni-
tive constraints in language production

Given the importance that social networks (both offline and online) play in
our lives, in the related literature extensive attention has been devoted to
the cognitive limits that affect how we entertain social relationships with
each other. The cognitive efforts that we allocate to socialization have
been extensively studied by anthropologists, and their findings [41] show
that the social life of humans is constrained, through time and cognitive
capacity, to 150 meaningful relationships per person (a limit that goes under
the name of Dunbar’s number, from the scientist who first postulated its
existence). This limit is also observable in primates, where it is related to
how many peers can be effectively groomed by animals to reinforce social
bonds. In humans, these 150 social relationships can be grouped into classes
of different intimacy. Specifically, anthropologists have found that the social
relationships around the average individual can be grouped into at least 4
concentric layers [75, 184], starting from the innermost one which typically
includes our closest family members. The typical sizes of these layers are 5,
15, 50, and 150. This model, organized in concentric circles and centered on
a single individual, is called an “ego-network”. Just a few years ago, these
constraints could only be studied via lab experiments, which are typically
costly and time-consuming to arrange, and hence doomed to be restricted to
small scales. However, with the advent of big data and online social networks
(OSN), behavioural data are now available on a large scale and at a fine
granularity. This opened up a new avenue of research that takes advantage
of these data as a social microscope to better understand and characterize
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human behavior. By exploiting data from public social interactions on
OSN’s, the “ego network” model was also confirmed for online relationships,
with approximately the same structure [44] as for offline relations. The
discovery of this structural invariant has represented a breakthrough moment
in this research area. Many subsequent studies have leveraged this aggregate
representation through social circles to better understand social-dependent
human behaviour, such as how humans trust each other [164] or how they
share resources and information [4, 5]. Socialization is just one of the many
cognitive processes we experience in our daily life. Thus, it is reasonable to
expect that similar limitations in our cognitive capacity yield characteristic
structural properties in other domains as well.

Building upon the above considerations, in this thesis we set out to
investigate the presence of an analogous structure and structural invariants
in cognitive processes beyond the well-established social ones, especially
in the domain of language production. Language is intimately linked to
social skills, as there are hypotheses (that go under the name of social
gossip theory of language evolution [42]) postulating that language has been
developed as a more efficient way to groom social relationships: with vocal
grooming, we can reach more peers at the same time. This human activity
is subject to many cognitive processes that unfold transparently and exploit
our cognitive abilities to their full extent (for example, during the selection
of the lexical element that will symbolize the concept that must be expressed
in sentence [96]). It is also subject to obvious cognitive limits, such as the
persistence and volume of long-term memorization of the vocabulary. One of
the most prominent examples comes from the observation by G. Zipf [188]
in 1932 that the frequency of words in a corpus is inversely proportional to
its position in the frequency table, which means, in other words, that we
frequently use only a small set of the words available. It is also well known
that our vocabulary size is limited: for example, an average 20-year-old native
speaker of American English knows 42,000 words [18]. However, we also know
that the human brain uses certain cognitive strategies to compensate for these
limitations and achieve extraordinary results. For example, it is possible
to find the word that best fits the idea that needs to be expressed among
thousands of words in only a few milliseconds [96], thanks to the complex
processing layers (semantic, syntactic, and lexical) involved in speech-related
cognition [20]. The structure of the language is influenced by these cognitive
strategies. For example, in most of the languages still existing, the most
frequent words in a language are both the shortest [14] and the most quickly
recovered ones in a speech production task [16, 138]. According to Zipf, some
of these structural regularities are the result of a compromise that minimizes
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the effort spent in communication for both the sender, who prefers to use
frequent words to minimize the word retrieval time, and the receiver, who
prefers less used words to minimize ambiguity.

We conjectured that a structure similar to social “ego networks” may
also be used to describe the way humans use words and that this structure
can provide very significant information to characterize the peculiarities
of individuals, similarly to the social dimension. Instead of classifying a
person’s social relationships in concentric circles, we decided to categorize
the words they use in the same way, according to their frequency of use:
the most used words in the innermost circles, and the least used words in
the outermost circles. We called this model an “ego network of words”. By
using this model, we have been able to study the way in which individuals
unconsciously organize their own vocabulary and to identify invariants that
are likely to correspond to common limits of human cognition.

1.2 Organization of the thesis and main contributions

The thesis is organized as follows. Chapter 2 is a high-level introduction to
the field of cognitive science. In Chapter 3, before exploring the work done
on cognitive limits in language production, we focus on recent findings on the
same subject, but in the context of another human activity, social relations.
In Chapter 4, we present the data sets on which we worked, as well as the
methodology for building ego network of words that is used throughout the
thesis. We found that this model very well captures how individuals organize
the words they use since we discovered that the optimal number of concentric
circles (which classify each individual’s vocabulary based on the frequency of
use) is relatively stable in the studied population (between five and seven).
We also found that the relative circle’s sizes are extremely constant (e.g. the
penultimate circle consistently accounts for 60% of the words in the ego word
network). In Chapter 5 we carried out a semantic analysis of the ego networks
of words obtained in the previous chapter. To this end, we performed a topic
analysis of the words in each ring (a ring is the nonconcentric counterpart
of a circle) and established a “semantic profile” for each ego network. We
find that ring #1 (the innermost ring) has a special role in the model. It
is semantically the most dissimilar and the most diverse among the rings.
We show that there are a few important topics in that ring, but they also
have the characteristic of being the predominant topics in the whole ego
network. In this respect, ring #1 can be seen as the semantic fingerprint of
the ego network of words. After focusing on the layer-based structure and its
semantic properties, Chapter 6 argues that an essential element, the concept
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of an active network, is missing. Drawing inspiration from social ego networks,
where the active part includes relationships regularly nurtured by individuals,
we establish the notion of an active ego network of words. We demonstrate
that without the active network concept, an ego network becomes vulnerable
to the amount of data considered, leading to the disappearance of the layered
structure in larger datasets. To address this, we defined a methodology for
extracting the active part of the ego network of words and validated it using
interview transcripts and tweets. The robustness of our method to varying
input data sizes and temporal stability has also been demonstrated. The
resulting ego network structures align substantially with the ego network
of words obtained in previous work, where only the active network was
implicitly covered, confirming the model’s robustness across different dataset
sizes. Moreover, the validation on the speech transcripts dataset (MediaSum)
highlights the generalizability of the model across diverse domains and the
ingrained cognitive constraints in language usage. Finally, in Chapter 7 we
summarise and discuss the results obtained, then we introduce the research
perspectives opened up by this thesis.
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2 Background

2.1 Introduction to cognitive processes and cognitive con-
straints

2.1.1 What is a cognitive process?

A cognitive process is a high-level mental activity involved in acquiring, pro-
cessing and retrieving knowledge. It is considered responsible for behaviour
that can be expressed physically (e.g. speaking) or mentally (e.g. silent
reading). Most cognitive tasks are a complex sequence of conscious and
unconscious processes. When studying mental processes, the “cognitive level”
also provides an abstraction of the underlying action of neurons (Figure 1).
A cognitive process can be represented as a system that takes in a very large
quantity of input, coming not only from outside (via the sensory organs), but
also from information already acquired in a more or less conscious way (feel-
ings, knowledge, beliefs) [175], and produces “behavioural” output (reading
a book, chatting, playing, working, calculating, . . . ).

Figure 1: Venn diagram illustrating the different levels of mental processes,
from the higher (conscious processes), to the lower (physical processes). [120].

Therefore, the cognitive system is a powerful tool for handling large
amounts of information, with the purpose of choosing the best behaviour in
a specific situation. It is generally broken down into functional sub-systems
(with varying levels of brain activity) responsible for “perception, memory,
learning, emotion, intentionality, self-representation, rationality and decision
making [...]” [120] to which we can add language:
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Perception is about the stimuli gathered by the body senses (vision, hearing,
touch, taste, smell), but also more abstract information such as time
perception. It also includes an initial interpretation phase necessary to
transform this sensory signal into a mental representation that the brain
can understand. This collection of information in enormous quantities
relies on innate or acquired processing shortcuts that enable us to
anticipate the presence of a signal or identify important information
quickly and efficiently [175]. This kind of adaptation constitutes a set of
biases which at some point provided a selective advantage. For example,
it is due to this unconscious anticipation, coded in the neuronal circuit
for the auditory perception of movement, that we can detect that
an object is imminently approaching [119]. However, whether the
information is auditory or visual, this perception can be fooled if the
brain’s presuppositions are wrong, for example when confronted with
optical illusions that exploit the brain’s ability to interpret perspective,
as in the Müller-Lyer experiment [66].

Memory can be decomposed into different categories depending on their
capacity and persistence, such as long-term memory, short-term mem-
ory and working memory [32] (the second and third are sometimes
assimilated). The first is characterised by a large capacity (in terms
of quantity of information) stored for months or years, with a slow
forgetting decay. The second, on the other hand, is limited to a few
seconds, with a much smaller capacity, of the order of 7 units plus
or minus 2 [112]. Some theoretical frameworks distinguish working
memory from short-time memory by its specific purpose of keeping
a small set of information available for a task in progress (carrying
over in digit addition, avoiding using the same ingredient twice in
a recipe). Neuroimaging studies have shown that different types of
memory activate different areas of the brain [165].

Learning is a broad research topic that is studied extensively by researchers
in various fields such as psychology [24], neuroscience [178], science
of education and development [178]. Unlike memorisation, which is
often associated with a “declarative” piece of information that one
can explicitly speak about and reuse later (e.g. memorizing a lesson),
learning is more broadly associated with the acquisition of skills and
attitude that will influence our behaviour (e.g. learning how to ride a
bike).

Emotion have long been dissociated from cognitive processes, based on the
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common assumption that there are brain areas dedicated to cognition,
such as the prefrontal cortex, and those dedicated to emotions, such
as the amygdala [132]). These latter areas are often considered to be
evolutionarily fixed or “primitive”, and their actions are largely uncon-
scious or obscure, such as the irrational fear of spiders and snakes [3].
However, recent studies show that this distinction is questionable and
that both types of areas are responsible for so-called cognitive and emo-
tional processes, such as the prefrontal cortex which, in addition to its
cognitive role, plays a key role in affect [118] and emotion control [122].
Some studies tend to show, in the opposite direction, that emotions
can help in rational decision-making [34, 52].

Intentionality is an aspect of consciousness that precedes a voluntary act
by urging an effort in a specific direction. [99]. In [91], intentional
actions are defined as opposed to stimulus-based actions, which are
qualified as “external”. In the same paper, the authors show that the
same action (e.g. press a button) does not activate the same area of
the brain depending on whether it is initiated by an internal will or
whether it is a response to an external stimulus. Intentional actions
require higher-level mental processes that can decide when and if an
action should be carried out [91].

Self-representation is a concept that helps differentiate things that are
linked to the self from the others, the former category receiving special
attention from the brain [81]. Some papers are pointing out evidence
of increased activity in the ventromedial prefrontal cortex when the
brain is processing self-related content [46]. Researchers traditionally
divide self-representation as a subject (controlling behaviour and re-
ceiving sensory information) from self-representation as an object of
knowledge [57].

Rationality has long been described as a logical or even mathematical
implementation that allows the human mind to reason [93, 101]. How-
ever, it has been recognised over the last fifty years that the brain’s
inference is far from complying with logical, statistical and probabilistic
standards [103]. It has been shown that human rationality is heavily
biased and relies on numerous error-prone cognitive shortcuts [23]. The
notion of bounded rationality comes from the fact that the human
brain has to make choices within a limited framework, in terms of the
amount of information available (including that coming from memory),
time, and calculation power [168].
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Decision making is the fundamental high-level cognitive process by which
choices are made. It involves an initial judgement phase, assessing the
available alternatives [64]. As mentioned in the previous point, this
judgement is subject to heuristic biases which contribute to reduce the
choice complexity [85]. Decisions are based on both external events
and the outcome of past experiences, which is why specialists think of
this process as a feedback-dependent learning loop [63].

2.1.2 Known limits of the human brain

The human brain is able to store an almost infinite amount of knowledge and
efficiently carry out highly complex operations, thanks to a parallel process-
ing system spread over hundreds of trillions of neuronal connections [124].
However, in everyday life, it faces obvious limitations. For example, in the
domain of visual processing, we often experience great difficulties in reacting
to two simultaneous (or closely spaced) events [45] which is due to several
information bottlenecks, including working memory [108]. In the middle of
the 20th century, psychologist George Miller leveraged Claude Shannon’s
theory of information [112] to better understand such cognitive limitations.
He illustrates this with an experimental task in which an observer has to
recognize objects (by multiple means of perception). Millers draws a parallel
between the observer and the “communication channel” from the theory of
information, where the input information is the real number of objects, and
the output information is the number of objects recognized. The intuition of
Miller is as follows: the more items there are to recognize, the less accurate
the observations will be, as suggested by the theory of information which
states that the quantity of information that can pass through the communi-
cation channel has a limit called “channel capacity”. Some experiments have
been conducted to quantify this limit [135], using stimuli that affect hearing,
taste and vision. The results (Figure 2) show that the channel capacity
remains low, independently of the kind of stimulus. In short terms, it means
that humans are able to recognize on average 6.5 stimuli (with a low standard
deviation). This number also corresponds to the number of points humans
are able to count on average in a few milliseconds [90] (beyond this limit,
the cognition relies on estimations and errors are made). Both experiments
uncover strong limitations in information processing and attention.
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Figure 2: Experiment from Pollack [135] measuring the amount of information
that human cognition is capable of transmitting. The observer listens to x
sound samples with a different pitch and recognises y (those numbers are
expressed in bits i.e. log2(x) and log2(y) ). In this experiment, y reaches a
limit that corresponds to a channel capacity of 2.5 bits (around 5.6 sounds).

Using information theory to better understand cognitive costs

In a recent paper, Zénon et al. argue that the cost of a cognitive process can
be viewed as the cost of modifying a mental state [182]. In this theoretical
framework, a mental state corresponds to prior knowledge in Bayesian
statistics and can be written as a probability distribution p(y) of a behaviour
y. Consequently, any task involving cognitive control must update this
distribution p(y|x) to choose the best behaviour for a given environment x.
Zénon et al. [182] take as an example an experimental task where the subject
has to press one out of four numbered buttons. In the absence of additional
information, the prior knowledge p(y) is equally distributed over the four
available actions (y = 1, . . . , y = 4). When a screen shows the number of
the button to press, the knowledge priority is updated so that p(y) = 1
for the correct button. The more distant p(y) is from p(y|x), the greater
the effort required to update it. This cognitive cost is estimated using the
Kulback Leibler divergence measure KL(p(y), p(y|x)). It has been shown
in some experiments that reaction time is linear with this value [74, 80].
The paper goes further by dissociating the environment y from its mental
representation y′, and by adding a context variable, but the aim remains the
same: estimating a cognitive cost based on successive updates of internal
beliefs. This work, based on information theory, provides a framework to
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explain why some simple or dual tasks reach a cognitive limit. Most notably,
it predicts that: “certain kinds of tasks - which have many degrees of freedom,
are unfamiliar, necessitate to go against natural biases, have variable natural
structure or low signal to noise ratio - will lead to large information costs.”

Many degrees of freedom: tasks with many degrees of freedom, such as
creative tasks, have a large number of responses y over which the
distribution p(y) is widely spread. Any update p(y|x) of this prior
knowledge (for example, choosing a series of moves from thousands
possible in chess) will therefore be costly.

Unfamiliar tasks: for unfamiliar tasks, the best prior distribution y (or its
encoding) is unknown. Consequently, any update is likely to completely
change this distribution, and therefore to be costly.

Counteracting prior policies: corresponds, to adapting to a new envi-
ronment, a new language, or new interlocutors. Following the same
reasoning as above, if we consider that the previous distribution of y is
no longer valid at all, then the cognitive cost, which is proportional to
the amount of change, is high.

Task switching and dual tasks: It is widely accepted that carrying out
two tasks at the same time (listening to someone and reading a book)
or in sequence (working between two phone calls) is very difficult and
tiring. To take this parameter into account, the framework uses the
concept of context (also expressed as a probability distribution). During
the execution of a task, this distribution specialises in optimising task
execution. For example, it may correspond to the acquisition of useful
information that makes the task easier and easier to perform. Any
change of task therefore begins with an unsuitable context probability
distribution (the more time spent on the previous task, the more
specialised this distribution, the more difficult it is). This helps to
explain the inertia of task efficiency, and why performing several tasks
in the same short span of time involves a significant cognitive cost.

Performance/information rate: A final aspect that affects the cognitive
cost of a task concerns the clarity of the stimuli to which one should
respond. This is simply the signal-to-noise ratio of the environment
variable x. A poor ratio leads to poor compression of x, a more spread-
out distribution, and, finally, a higher cognitive cost for updating
p(y) [182].
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Figure 3: Toy example illustrating the update (column 3) of the prior
knowledge (column 1) following instructions on a screen (column 2). Knowl-
edge corresponds to the distribution of probability over buttons to push.
Kullback-Leibler divergence is a measure of distance between prior and up-
dated knowledge (column 4). We call C that distance for the regular case
(for a purpose of comparison).
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This concept of optimal distribution is in line with studies showing that
the brain adaptively encodes information according to its redundancy in the
environment: information that is extracted or used frequently should entail
a lower cognitive cost than more scarce information [49, 29]. In the language
domain, we can make a similar observation: the most frequent words are
also the shortest for the majority of languages. [14].

Biological aspects of cognitive costs

An open question concerns the benefit to the brain of avoiding these costs and
their origin. Do they come from structural limits in the brain’s information
processing or from an energy cap? The finite number of neurons and their
speed of communication impose necessary restrictions on the amount of
information that can be processed [144], any intensive use of an area of
the brain by one task would lead to a reduction in the efficiency of other
tasks using that same area, including vital tasks. Also, as it has been
shown that energy consumption in the brain does not vary [95, 153], this
may induce indirect competition even for distinct areas of the brain for the
main resource, glucose (useful for glycolysis reaction). It also seems that
energy consumption is partly due to structural modification of information
induced by the repetition of certain tasks [172] (which corresponds to the
update of prior belief mentioned earlier in Section 2.1.2). However, even if this
immediate alteration involves a significant cost, it is profitable in the long term
because the task will then be less costly in terms of energy resources [154]. In
the case of language learning, studies based on fMRI have demonstrated this
adaptation through repetition [181]. In the experiment, repeated exposure
to unfamiliar syntactic structures led to increased cerebral activity in specific
areas of the brain (left inferior frontal gyrus, medium and superior gyrus)
compared with repetition of structures that were already known (mother
tongue) which, on the contrary, saw progressively reduced activation. This
difference suggests that repeated activation allows the construction of a
mental representation linked to a new language feature [68]. This study
highlights the cognitive effort involved in iterative learning, in particular
that of a language to create a neural structure that will ultimately enable
the signal to be processed more efficiently. Interestingly, learning a syntactic
structure that is different from, but still close to, a known structure (e.g.
switching from one Romance language to another) also produces decreasing
activation (albeit not as strongly as with the mother tongue). This means
that a similar pre-existing mental representation can be used to process the
syntactic structure, and only minimal adaptation is required.
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2.1.3 Bypassing cognitive limits: heuristics and cognitive short-
cuts

The brain limits introduced in Section 2.1.2 strongly impact decision-making.
When making a choice, one should identify and compare all the possibilities,
which require too many cognitive resources. “Bounded rationality” refers to
the fact that decisions have to be made with a limited quantity of information
and time [149, 150]. The brain operates some effort-reduction techniques
which makes decision-making tractable [147]. Cognitive biases arise from
these limitations. In the right context, they are useful to achieve an action
more quickly, but sometimes they lead us to make irrational choices. Cognitive
biases are generally classified in four groups [13]: those which tackle the mass
of input information (eg. confirmation bias [180]), those which infer meaning
out of chaotic data (eg. survivorship bias [177]), those which accelerate the
cognitive process (eg. less is better effect [76]), and those which strengthen
memorization (eg. misinformation effects [11]). These shortcuts alter our
perception of the world and can be exploited for manipulation purposes, for
example by the advertisement industry.

In their paper [73] Hertwig and Todd argue that cognitive limits enable
important cognitive functions:

• Limited knowledge and memory activates a better recognition of im-
portant ideas [151, 60]. It relies on the fact that what has been learnt
should be more important than what has been forgotten.

• The human brain tends naturally to interpret his environment with
causal relations [128]. These correlations rely generally on a very small
sample of empirical data: as explained in Section 2.1.1 the working
memory is limited to a few items. This limitation can be an asset since
a small sample allows better early detection of correlations (when they
exist) [89].

• A small working memory could be also an advantage in language
acquisition. Analyzing fewer words at the same time can prevent
learners from making wrong generalizations [47]. Enlarging step by
step the working memory could be a winning strategy, and be one of
the many reasons why babies have a steep language learning curve.

In the same paper [73], Hertwig and Todd question the fact that limited
cognitive capacity is the sole responsible for simple heuristics and cognitive
shortcuts. For them, if more complex heuristics had been a selective advan-
tage, cognitive limits would have been “pushed” further by extending the
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brain volume. They make the hypothesis of a reverse causal relation: the
speed and reliability of simple heuristics have been a selective advantage and
there is no need for larger cognitive capacities which could represent a waste
of energy. However, this hypothesis has yet to be proved.

2.2 Studying human cognition in the age of big data

2.2.1 A historical perspective of cognitive science

A “cognitive revolution” came in reaction to the movement of behaviourism
in the middle of the 20th century. The latter approach considers that
mind studies should ignore non-observable mental processes and focus on
behaviour (e.g. the experiments of I. Pavlov on conditioned reflexes). From
this perspective, the behaviour is the sole result of the interactions of the
subject with the environment. The main objective of behaviourism was to
prevent any pseudoscientific interpretation of the unobservable phenomenon
that unfolds between the external stimulus and the body reaction [152].
However, some researchers like N. Chomsky argue that some behaviours like
language are a product of innate and complex cognitive mechanisms He and
many other researchers felt the necessity to break down the barriers between
several disciplines to let new ideas and mind theories emerge (Figure 4).
These disciplines are: psychology, philosophy, neuroscience, computer science,
anthropology and linguistics. G. Miller predicted in 2003 that each of the
links that connect the six disciplines could potentially give birth to a whole
field of research (such as computational linguistics).

2.2.2 The era of big data

The big data era is characterized not only by the high quantity of data
provided by human activity but also by the growing variety of situations where
we generate digital traces. The result is that the “cyber world” is increasingly
shaped by data coming from the “real world”, both at an individual level (e.g.
a friend or restaurant recommendation based on location) and at a global scale
(e.g. Twitter/X volume of tweets during an important event). The opposite
is also true: the physical world is now influenced by the use of websites and
apps embedded in smartphones that we bring with us everywhere. Both
worlds are interacting and tend to overlap: this phenomenon is called cyber-
physical convergence [31]. New types of datasets have emerged, providing
researchers with valuable material for cognitive research. They can be records
of physical or online activities, obtained naturally or in an experimental
context (Table 1).

21



Figure 4: Revolution of cognitive science is an interdisciplinary approach
[113]

Records of physical world events: A big part of the data is collected in
order to deliver context-aware services, more convenient to the end user.
For instance, wearable technologies are designed not to be invasive,
such that information recorded is not perturbed by the device itself.

Records of online events: Online events are collected when users are
browsing apps or web pages. They are traces of a behaviour that is
more “internal”. This kind of information is a big asset for marketing
purposes [30] because it can, for instance, give a better understanding
of a whole consumer buying process. The engagement of users is often
modeled as a funnel: the buying process is a succession of steps that a
decreasing number of people are reaching. Behaviour analysis can help
identify what makes the user abandon the purchase, and maximise the
number of people who reach the final step. It is even easier to study
behaviours directly via online social networks because information
is mostly shared voluntarily (geo-tagged photos, messages, reactions
to a post, . . . ). Many research projects are using social media to
study various aspects of human science, including sociology [44] and
psychology [94].

Naturally occurring datasets: In the past, cognitive scientists have
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Online Events Offline Events

NODS Social network content Wearables records

Experiments Mechanical turk exper-
iments

Classic cognitive exper-
iment

Table 1: Example of different data sources for cognitive studies.

heavily relied on, typically small-scale, lab experiments. With the
advent of the big data era, the data sources that they can leverage
have multiplied, as well as the volume of data. In this context, nat-
urally occurring datasets (NODS) which are typically produced for
non-scientific purposes, reveal natural behaviours in an uncontrolled
context. One of the intrinsic advantages of NODS is that they avoid
experiment-related biases [61] that could alter one’s behaviour. Their
volume is much bigger than experimental datasets.

Datasets from crowdsourced experiments: Lab experiments can them-
selves be enhanced by internet technologies. Stewart et al. estimate
that half of the cognitive science experiments will involve a crowdsourc-
ing platform such as Amazon Mechanical Turk [159]. The latter service
allows its users to buy workforce at a large scale in order to complete a
given task. For example, it can be used to collect manually labeled data
for feeding a machine-learning algorithm. Cognitive scientists can take
advantage of this opportunity to create online experiments, measure
reaction times with good accuracy, and collect results qualitatively as
good as those obtained in labs [157]. Although, even if the population
that takes part in the experiments is larger and more diverse than
before (with respect to onsite experiments), it is still not representative
of the general population. For example, Amazon Mechanical Turk
workers (the population that completes the tasks) are more likely to
be unemployed, American or Indian, young, and liberal [22]. Stewart
et al. argue that even if this method cannot solve alone the “crisis of
reproducibility”, reducing the time, effort, and cost needed for data
collection allows researchers to test a bigger amount of ideas [159].
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2.2.3 From predictive models to valuable cognitive insights

Understanding online behaviours can serve many research and commercial
purposes. In his manifesto for a new cognitive revolution, T. Griffith remarks
that most of the studies only rely on a shallow understanding of these
behaviours [67]. Instead of exploring the mind and the cognitive mechanisms,
the goal is generally to obtain the best ratio of good predictions about users’
incoming actions. For example, most of the recommendation systems rely
on collaborative filtering which is a very easy and efficient way to predict
one’s choice based on the previous choices of similar persons [140]. The
result is often right, but it offers no explanations about the reasons for that
choice. Interestingly Griffith makes a parallel between this approach and
behaviourism: our past actions and those of similar people are sufficient
to predict our future actions [67]. Then he exhorts for a new cognitive
revolution that also considers the existence of a mind, with internal states
and innate mechanisms. For Schulz et al. [145], who studied the decision-
making process for the selection of online food delivery service, this would not
only improve our knowledge of the human brain, but also the performances
of recommendation systems.
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3 Related work and motivation

3.1 Cognitive constraints in social relations

3.1.1 The social brain hypothesis

The large size of the human brain is related to the high number of social
relationships we establish during our lives: that is the hypothesis Robin
Dunbar proposed in 1998 [43]. He states that the human brain can be
approximately divided into three parts which developed at different periods
of our evolution: the reptilian brain, the mammalian brain, and the primate
brain [106]. The latter, which is also known as the neocortex, increased
significantly in the primate group [127] (in fact, it accounts for 50% to 80%
of the brain volume). Thus, studying the role of the neocortex is the key to
understanding the causes of the human brain size. The neocortex is considered
responsible for high cognitive perception, language, and consciousness. Hence,
the neocortex holds the main assets for having complex relations with other
individuals. This is the reason why Dunbar conjectured that the brain size
(more precisely the visual cortex in the neocortex) could be correlated with
the number of relationships species can maintain throughout their lives. In
his studies, the number of relationships is measured as the mean group size
within each species. Group sizes are crucial because they need to be big
enough to defend against predators, but small enough to avoid short-term
conflicts and sharing resources [163]. The correlation between neocortex
size and group size is very strong among prosimians, simians and humanoid
species. Recent studies based on neuroimages provided more credit to this
hypothesis [98, 136, 87]. Regression performed on this data predicts a mean
group size of 150 for humans (according to the neocortex size). This number
has been called “Dunbar number” afterwards.

3.1.2 Human social skills: a neuroscientific perspective

The study of social behaviour follows two main different approaches: evo-
lutionary psychology and sociobiology, which is an extension of ethology
dedicated to animals, and social psychology, which considers human be-
haviour as an independent object of study. R. Adolphs [2] suggests that
neurosciences can bridge the two approaches by considering one part of
cognitive processes as innate and instinctive (like for animals), and another
part which is acquired, more conscious, and is a specificity of humankind.
It is therefore a non-monolithic and complex field of study, requiring the
study of innate and acquired processing of social information. For example,
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one of the skills that seems specifically human is the ability to attribute
emotions to another individual, a particular mental state or beliefs. This is
known as the theory of mind [137, 148], and is acquired in humans around
the age of 4. This ability seems to be linked to the frontal lobe [161] and,
more importantly, the prefrontal cortex [51, 56], which are both part of the
neocortex, the area of the brain used by R. Dunbar to predict the social
capacity [43]. Studies have shown that this area is activated when a subject
performs theory of mind tasks (e.g. detecting a social ’faux pas’ [160], appre-
ciating humour [59], and viewing erotic stimuli [88]). However, researchers
also highlighted the role of the amygdala in the theory of mind, which seems
to be responsible for decoding facial expressions [19]. While the amygdala is
known to be responsible for ’instinctive’ behaviours such as fear or threat
perception, the prefrontal cortex processes more ’self-regulatory’ informa-
tion which belongs to the second category of cognitive processes (social and
moral judgement) [117]. This illustrates the simultaneous involvement and
exchange of information between these two types of zones.

3.1.3 The ego network model

Definition of an ego network

In order to explore the complexity of social relations, we can rely on the
graph-theoretical ego network model. It is a micro view of a social network
centered on one individual. A social network connects individuals who
interact with each other. The ego network focuses on a single individual,
denoted ego, and the people interacting with her, called alters [163]. We
rely on the ego network definition that does not consider the links between
the alters. As humans do not spend their social effort equally among their
relationships [143], we can cluster the alters having a similar ego-alter relation
strength. It has been found that the number of these clusters (known as
circles) is often close to 4-5 and that their size forms a recurrent pattern of
5-15-50-150. Hence the scaling ratio between adjacent circles is surprisingly
stable (around 3) [185]. Zhou et al. point out that these numbers (they
call this pattern “discrete scale invariance”) can be found in several human
organizations such as Land Army Corps [185]. They argue that it could be
a discrete hierarchy deeply rooted in the human mind corresponding to an
artifact of a “herding behavior”. The first circle, which is called the “support
clique”, is composed of the five most reliable ego’s relatives and friends [7]
(Figure 5). The second circle (“sympathy group”) is composed of 15 alters
(including the support clique) whom the ego contacts at least once a month,
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Figure 5: The ego network model (figure from [6]).

the third is the “affinity group” and the last is the “active network”. The
latter circle is composed of about 150 alters, contacted by the ego at least
once a year.

A characteristic fingerprint of these social circles is their scaling ratio
(i.e. the ratio between the sizes of consecutive layers), which has been
found to be approximately around 3, regardless of the specific social network
considered. Interestingly, both real-life and online social networks follow this
social organization [44, 70, 115, 62]. The discovery of this social structure
(stratified in concentric layers) and its invariants (the number of layers
and scaling ratio across different and heterogeneous social networks) has
represented a breakthrough moment in this research area. Many subsequent
studies have leveraged this aggregate representation through social circles to
better understand social-dependent human behaviour, such as how humans
trust each other [164] or how they share resources and information [4, 5].

Ego network structures across different social interactions means

While the layered social circles structure was initially discovered in offline
(i.e. real life) social relationships, this hypothesis has been later confirmed
for a variety of social interaction means. Mac Carron et al. also identified
distinct layers in ego networks coming from a mobile phone call dataset
[105]. They show that the scaling factors between consecutive layers are close
to 3. Generally, the active network size is smaller than Dunbar’s number,
but a hypothesis is that phone interactions are just a fraction of all social
interactions.

Online social networks (OSN) introduce new means of “virtual” interac-
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tion with other people (messages, likes, photos, invitations, polls, groups ...).
Since they are really popular, we can study social phenomena at a very large
scale (e.g. world scale for Twitter/X and Facebook). They also contribute to
a global cyber-physical convergence: online actions affect the real world, and
vice-versa, even at a very local scale. Geolocated posts, Facebook events, and
Facebook safety checks are examples of cyber-physical convergent tools. It
means that our online social behavior tends to reflect our real offline attitude.
Moreover, many OSNs give the public access to massive amounts of their
data. This data can take many forms: text, time/space coordinates, social
temporal, weighted/directed graph with labeled nodes, bipartite graph (event
participation), and time series (tweet writing frequency). Even if commu-
nicating through an online social network allows us to contact everybody
in the world in a few seconds, it seems that our online social ego networks
are still ruled by the same constraints as in the offline world [44]. In this
study, the authors built ego networks from Facebook and Twitter/X datasets.
The tie strength between individuals can be measured as the frequency of
public posts or tweets sent from one to the other. After performing an alters
cluster analysis for each ego, they highlighted that the most common case
for egos is to have 4 clusters (Facebook) and 5 clusters (Twitter/X) where
clusters represent the social circles of the ego networks. They also found that
the scaling factors between consecutive layers is close to 3. With respect to
the size of the layers, they also found a pattern close to 5, 15, and 45. In
addition, they underline two differences: online social ego networks possess
an inner circle of size 1.5 and the outermost layer is smaller than 150. The
former is actually a validation of a long-standing hypothesis in anthropology
that postulated the existence of an additional circle inside the support clique.
The small-scale data from lab experiments was not sufficient to validate this
hypothesis, but OSN data is. This result shows that OSNs can be used as
a social microscope to study human interactions at a very large scale. The
second finding (the size of the outermost layer smaller than 150) was also
a surprising discovery. OSNs make communication easier than ever: we
can access them through a smartphone from everywhere, contact someone
in a few seconds thanks to the best user experience developments, receive
communication incentives (recommendations, notifications), and connect and
keep in touch with new people that we do not know offline. Despite being a
medium that might facilitate interaction between distant people, this new
communication channel does not change the “social capacity” of humans.
The key idea here is that human online social behavior is not fundamentally
different from the offline case. Therefore we can use the data gathered online
for studying human behavior offline (where there is a serious lack of data).
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Ego network structure and information diffusion

Patterns of information diffusion are strongly dependent on the ego networks
properties [7]. The first evidence is that information will more likely flow from
pairs that mutually trust themselves. This level of trust can be measured
as the frequency of contact between two persons. Hence the different trust
levels of an individual towards others can be modeled with its ego network
circles (the innermost circle is the most trusted one) and each layer has a
different impact on information diffusion. The structure of ego networks might
significantly impact the properties of information diffusion. For example,
assuming the diffusion of very trusted information, that is propagated only
between the most intimate relationships ( e.g. the support clique), it has
been found that the number of hops needed by a piece of information to
cross the network might be significantly higher than the famous concept of
“6 degrees of separation” [7]. However, the outermost layers are also very
important for high-scale information diffusion. If the ties that do not belong
to an ego network (i.e. the weakest ones) are removed and not used to
diffuse information, the information diffusion process still reaches about 97%
of the nodes [7]. However, if the “active group” ring (i.e. excluding alters
from inner circles), is removed from the dissemination process, then the
information diffusion process reaches only about 30% of the nodes. It means
that information must flow at least a few times through the weakest links in
order to spread at a large scale. This evidence supports the hypothesis of
Granovetter [65] that weakest ties allow inter-group communications.

Relationships turnaround

The fact that the cognitive capacity for social interaction is limited also
impacts the turnaround of relationships in one’s ego network. This has been
analysed in several papers, using again data from OSN’s [7]. New alters
enter the online social ego network at a very high rate the first months then
at a constant rate [183, 176, 176]. As the number of alters remains constant
after a while [114, 176], it means that some alters also leave the ego network
at a constant rate, so that the social effort of the ego remains unchanged.
Arnaboldi et al. calculated the turnaround rate for each of the ego networks
ring [7]: there is a higher turnover for sympathy group than for support
clique (similarly to offline relationships, the more we are close to a person,
the less likely she will be “replaced”).
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3.2 Cognitive constraints in language production

3.2.1 Language is more than a communication channel

It is increasingly acknowledged that language function is not limited to
organizing the flow of information into and out of human cognitive systems
(which is equivalent to seeing language as a mere channel). Carruthers [21]
posited that language is crucial for communication between brain modules
(modules are clusters of interconnected areas responsible for a specific brain
function [170, 134, 155, 156] ). When studying children’s ability to activate
modules responsible for different mental activities at the same time (e.g. sense
of smell, shape and color recognition), it has been shown that having acquired
the capacity of language resulted in significantly better performances [71]. In
another experiment of the same type, researchers found that overloading the
language module with a linguistic task significantly degraded the efficiency
of other simultaneous cognitive tasks [72]. This suggests that language
processing capacity is both limited and useful for module communication.
We can also mention internal thoughts, which occupy a considerable amount
of our time (some studies argue that we spend an average of 50% of our time
having internal dialogue [78, 79]). Researchers believe that inner thoughts
enhance our task-switching [48] and problem-solving performance [39, 104].
This is a further indication that language plays an active role in the internal
information flow of the brain.

3.2.2 Language fits the brain structure

It is widely known that children have great capacities for learning words and
speaking by mimicry. There is a consensus that the brain is fully adapted
and optimized for this highly complex task of language learning. In a recent
paper [27], Christiansen et al. suggest that the real question is not “why
is the brain so well adapted to learning language ?” but “why is language
so well adapted to be learned by the brain ?”. They posit that language has
been subject to evolutionary pressure (in the Darwinian sense) in order to
be assimilated as efficiently as possible by the brain. The authors clearly
draw a parallel between the evolution of a language and that of a biological
system: it is subject to random mutation (e.g. the emergence of new words),
its characteristics are transmissible (through language learning), and it is
subject to selective pressure linked to its environment, which is human
cognition. It should be noted here that in the evolution process, a language
is not compared with a biological individual, but with a whole species: a
language is, in fact, a coherent system materialized by the activity of its
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Figure 6: Figure adapted from [27]: Iterative adaptation of language to the
brain structure and biases for optimized learning and processing.

speakers, capable of understanding each other. As a result, the authors argue
that the properties of the human brain and cognition, as well as learning
biases, are deeply embedded in language, so it can be easily assimilated and
used (Figure 6). This would explain why natural languages are easier to
assimilate than artificial ones [25]. In [58], Gibson et al. show that language
evolved to be efficient from the perspective of information theory. This
theory determines the efficiency of encoding a message as a function of the
effort required by both the sender and the receiver to use it and transmit
the information without loss, even when the physical transmission channel is
subject to noise. One evidence of this is related to word size. In information
theory, the more frequent a word, the shorter its encoding must be, so that
the total size of the message is reduced (and therefore the communication
effort). It has been verified that in the majority of languages, the most
frequent words also tend to be the shortest [18]. To be even more precise,
word size is strongly correlated with its predictability, which, unlike frequency
(which is the same throughout the language), depends on the speaker and
the context.

3.2.3 Nature of cognitive constraints

In their paper [27] Christiansen et al. describe the cognitive constraints on
language that are likely to be also responsible for its evolution.

Thoughts are expressed through language and precedes any external ex-
pression, oral or written [26]. As mentioned above in Section 3.2.1,
language is not merely a channel for communicating thought, but a
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structural component in conceptualisation of thoughts. Language must
therefore be optimised to develop, articulate, and express the thoughts
of the human brain.

Perceptual-motor constraints are constraints on the physical transmis-
sion and reception of the signal. They are linked to the motor (vocal
apparatus) [92] and sensitive (hearing) specificities of the human body.

Learning. As mentioned in Section 3.2.2, a language is considered fit from an
evolutionary point of view if it can be learned efficiently. Christiansen
et al. draw a parallel between learning a language and the brain’s
ability to learn from a complex sequence of stimuli, such as a discrete
sequence of sounds for music or gestures for driving [28]. This learning
process is called “sequential learning” in cognitive psychology. In both
cases, the aim is to understand one element of the sequence in the
light of those that precede and follow it [121, 123, 130] (in the case
of language, the link between words, which are sometimes far apart),
to extract meaning on the fly, and to break down the sequence into
logical units (sentences in the case of language [33]). This particular
ability of the brain may play a selection role (from an evolutionary
perspective), leading to the emergence of languages that are increasingly
adapted to this way of recording information. In addition, it appears
that language learning and sequential learning make intensive use of
the same area called Broca’s area [133], and that there is a positive
correlation between impaired sequential learning ability and impaired
language ability [77, 169].

These clues suggest that language is shaped by the brain, and has evolved
to be the most easily assimilated and usable for the human mind. Its
structure is therefore profoundly influenced by the structure and limits of
the brain. For this reason, in this thesis we studied the marks of cognitive
limits that are made visible through language. We have therefore chosen to
focus on the way in which individuals organise and use their vocabulary, in
order to highlight common limitations in the ability to use a varied lexicon
(Chapter 4) and topics (Chapter 5) in a stable manner over time (Chapter 6).
We built on the work already done on limits in social relations and adapted
the ego network model to the domain of language.
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4 Structural invariants of ego networks of words

4.1 Introduction

As explained in Section 3.2, language is deeply tied to the way the human
brain works: it powers internal information flows and suits its learning
processes. As a result of this mutual connection, we can expect to find
evidence of the structural limits of human cognition in language production.
Specifically, we aim at investigating, through a data-driven approach, whether
a regular structure can be found in the way people use words, as a “symptom”
of cognitive constraints in this mental process. We argue that the usage of
words might present properties similar to other mental processes which are
known to be driven by cognitive constraints, specifically the way in which
humans allocate cognitive capacity to maintaining social relationships, as
seen in Section 3.1. In this section, we introduced the model called “ego
network” that was used by Arnaboldi et al. [8] to uncover regularities in the
way we organize our social life. The ego network arranges the relationships
between an ego and its alters into concentric circles based on social proximity.
Structural invariants were found in the number of circles as well as in their
size, meaning that the human capacity to maintain social contacts is limited,
and this limit is quantitatively similar for everyone [8, 44]. In this chapter
we design an analogous model, the “ego network of words”, to study how an
individual (the ego) organizes the words he or she uses.

In trying to find out which cognitive constraints affect the production of
language, our intuition is that we need to use records of spontaneous language.
Indeed, it has been shown that the faster a task has to be completed, the
greater the cognitive capacity required and the greater the risk of errors
being made [126]. We argue that Twitter/X is a platform that facilitates
a spontaneous writing style, much more so than newspaper articles (just
to mention another textual formats readily available online). We collected
a diverse dataset of tweets for our analysis, including tweets from regular
Twitter/X users and professional writers (Section 4.2). Then, leveraging a
methodology similar to the one used to uncover social constraints, we study
the structural properties of language production on Twitter/X as a function
of the individual word usage frequency, and we provide evidences for a set
of cognitive constraints that naturally determine the way we communicate
(Section 4.3). Specifically, our main findings are the following:

• Similarly to the social case, we found that a regular concentric, layered
structure (which we call ego network of words in analogy to the ego
networks of the social domain) very well captures how an individual

33



organizes their cognitive effort in language production. Specifically,
words can be typically grouped in between 5 and 7 layers of decreasing
usage frequency moving outwards, regardless of the specific class of users
(regular vs. professional) and of the specific time window considered.

• One structural invariant is observed for the size of the layers, which
approximately doubles when moving from layer i to layer i + 1. The
only exception is the innermost layer, which tends to be approximately
five times smaller than the next one. This suggests that the innermost
layer, the one containing the most used words, may be drastically
different from the others.

• A second structural invariant emerges for the external layers. Users
with more clusters organise differently their innermost layers, without
modifying significantly the size of the most external ones. In fact, while
the size of all layers beyond the first one linearly increases with the
most external layer size, the second-last and third-last layer consistently
account for approximately 60% and 30% of the used words, irrespective
of the number of clusters of the user.

4.2 Datasets

4.2.1 Data collection

The analysis is built upon four datasets extracted from Twitter, using the
official Search and Streaming APIs (note that the number of downloadable
tweets is limited to 3200 per user). Each of them is based on the tweets
issued by users in four distinct groups:

Journalists Extracted from a Twitter/X list containing New York Times
journalists1, created by the New York Times itself. It includes 678
accounts, whose timelines have been downloaded on February 16th
2018.

Science writers Extracted from a Twitter/X list created by Jennifer Frazer2,
a science writer at Scientific American. The group is composed of 497
accounts and has been downloaded on June 20th 2018.

Random users #1 This group has been collected by sampling among the
accounts that issued a tweet or a retweet in English with the hashtag

1https://twitter.com/i/lists/54340435
2https://twitter.com/i/lists/52528869
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#MondayMotivation (at the download time, on January 16th 2020).
This hashtag is chosen in order to obtain a diversified sample of users:
it is broadly used and does not refer to a specific event or a political
issue. As the accounts are not handpicked as in the two first groups,
we need to make sure that they represent real humans. The probability
that an account is a bot is calculated with the Botometer service [35],
which is based not only on language-agnostic features like the number
of followers or the tweeting frequency, but also on linguistic features
such as grammatical tags, or the number of words in a tweet [174].
The algorithm detects 29% of bot accounts, such that this dataset is
composed of 5183 users.

Random users #2 This group has been collected by sampling among the
accounts which issued a tweet or a retweet in English, from the United
Kingdom (we set up a filter based on the language and country), at
download time on February 11th 2020. 23% of the accounts are detected
as bot, such that this group contains 2733 accounts.

These groups are chosen to cover different types of users: the first two
contain accounts that use language professionally (journalists and science
writers), the other two contain regular users, which are expected to be more
colloquial and less controlled in their language use. Please note that we
discard retweets with no associated comments, as they do not include any
text written by the target user, and tweets written in a language other than
English (since most of the NLP tools needed for our analysis are optimised
for the English language). In our analysis, we only consider active Twitter/X
accounts, which we define as an account not abandoned by its user and that
tweets regularly. Further details on this preprocessing step are provided in
Appendix A.1.

4.2.2 Extracting user timelines with the same observation period

The observed timeline size is only constrained by the number of tweets (limited
by API), thus the observation period varies according to the frequency with
which the account is tweeting: for very active users, the last 3200 tweets
will only cover a short time span. This raises the following problem: as
random users are generally more active, their observation period is shorter,
and this may create a significant sampling bias. In fact, the length of the
observation period affects the measured word usage frequencies discussed
in Section 6.3.1 (specifically, we cannot observe frequencies lower than the
inverse of the observation period). In order to guarantee a fair comparison
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across user categories and to be able to compare users with different tweeting
activities without introducing biases, we choose to work on timelines with
the same duration, by restricting to an observation window T . To obtain
timelines that have the same observation window T (in years), we delete
all those with a duration shorter than T and remove tweets written more
than T years ago from the remaining ones. Increasing T therefore reduces
the number of profiles we can keep (see Figure 7): for a T larger than 2
years, that number is divided by two, and for a T larger than 3 years, it
falls below 500 for all datasets. On the contrary, the average number of
tweets per timeline increases linearly with T (Figure 8). The choice of an
observation window will then result from a trade-off between a high number
of timelines per dataset and a large average number of tweets per timeline.
To simplify the choice of T , we only select round numbers of years. We can
read in Table 2 that, beyond 3 years, the number of users falls below 100
for some datasets. On the other hand, the number of tweets for T = 1 year
remains acceptable (> 500). We, therefore, decided to carry on the analysis
with T ∈ {1 year, 2 years, 3 years}. Please note that random users have a
higher frequency of tweeting than others. This difference tends to smooth
out when the observation period is longer (Table 2). This can be explained
by the fact that the timelines with the highest tweet frequency are excluded
in that case because their observation period is too small.

4.2.3 Word extraction

Since the analysis has a focus on words and their frequency of use, we take
advantage of NLP techniques for extracting them. As first step, all the

36



Datasets
Number of users Avg # of tweets / user

1 year 2 years 3 years 4 years 1 year 2 years 3 years

NYT Journalists 268 187 125 75 579.71 865.02 1104.58

Science Writers 208 159 117 77 609.08 897.29 1112.63

Random Users #1 1227 765 481 311 897.29 1179.98 1403.50

Random Users #2 734 431 237 153 1057.41 1315.71 1404.60

Table 2: Number of users and tweeting frequency at different observation
windows.

syntactic marks that are specific to communication in online social networks
(mentions with @, hashtags with #, links, emojis) are discarded (see Table 12
in Appendix A.3 for a summary). Once the remaining words are tokenized
(i.e., identified as words), those that are used to articulate the sentence (e.g.,
“with”, “a”, “but”) are dropped. This type of words is called a functional word
as opposed (in linguistics) to lexical words, which have a meaning independent
of the context. These two categories involve different cognitive processes
(syntactic for functional words and semantic for lexical words), different
parts of the brain [38], and probably different neurological organizations [54].
We are more interested in lexical words because their frequency in written
production depends on the author’s intentions, as opposed to functional
words frequencies that depend on the language characteristics3. Moreover,
lexical words represent the biggest part of the vocabulary. Functional words
are generally called stop-words in the NLP domain and many libraries provide
tools to filter them out.

As this work will leverage word frequencies as a proxy for discovering
cognitive properties, we need to group words derived from the same root (e.g.
“work” and “worked”) in order to calculate their number of occurrences. This
operation can be achieved with two methods: stemming and lemmatization.
Stemming algorithms generally remove the last letters thanks to complex
heuristics, whereas lemmatization uses the dictionary and a real morpholog-
ical analysis of the word to find its normalized form. Stemming is faster,
but it may cause some mistakes of overstemming and understemming. For
this reason, we choose to perform lemmatization. Once we have obtained
the number of occurrences for each word base, we remove all those that
appear only once to leave out the majority of misspelled words. Table 13 in

3Functional words may also depend on the style of an author (and due to this they are
often used in stylometry). Still, whether their usage require a significant cognitive effort is
arguable, hence in this work we opted for their removal.
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frequencies, in log-log scale. The solid line corresponds to the average and
the shaded area to the 95% confidence intervals.

Appendix A.3 contains examples of the entire preprocessing part.

4.3 From word usage to cognitive constraints

4.3.1 Preliminaries

Let us focus on a tagged user j. When studying the social cognitive con-
straints, the contact frequency between two people was taken as proxy for
their intimacy and, as a result, for their cognitive effort in nurturing the
relationship. Similarly, the frequency fi at which user j uses word i is con-
sidered here as a proxy of their “relationship”. Frequency fi is given by

nij

ti
,

where nij denotes the number of occurrences of word i in user j’s timeline,
and ti denotes the observation window of j’s account in years.

Figure 9 shows the frequency distribution for the different categories of
users (regular users vs professional writers) and for the different observation
windows (1, 2, 3 years). We can make two observations. First, the distribu-
tions exhibit a heavy-tailed behaviour. Second, the distributions are very
similar two by two: specialized users (journalists and science writers) who
fulfill a particular role of information in the social network, and randoms
users who are samples of more regular users. The first group seems to use
more low-frequency words, while the second group uses a larger proportion
of high-frequency words. Based on the second observation, we can compare
the datasets based on two criteria: verbosity, which counts the total number
of words per tweet, and lexical richness, which counts the number of distinct
words per tweet (Figures 10-11). Despite a lower verbosity (Figure 10), the
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Figure 11: Average lexical richness,
with 95% confidence intervals.

vocabulary of specialized users seems richer than those of random users
(Figure 11). This is intuitive, but not necessarily expected. Professional
users certainly have a higher diversity in the use of words. However, this
manifests also in Twitter, i.e., in an environment where they do not write
necessarily for professional reasons, but where they are (supposedly) writing
in a more immediate and informal way.

4.3.2 Many words, just a few groups

Using the frequencies described in the previous section, we now investigate
whether the words of a user can be grouped into homogeneous classes, and
whether different users feature a similar number of classes or not. To this aim,
for each user, we leverage a clustering algorithm to group words with a similar
frequency. The selected algorithm is Mean Shift [55], because as opposed to
Jenks [83] or KMeans [107], it is able to find the optimal number of clusters
without fixed parameters. The original Mean Shift algorithm has nevertheless
a drawback: it is only able to find the estimated density peaks with a fixed
bandwidth kernel. The bandwidth is estimated based on the distribution
of the pairwise distances between all the frequency values. However, in our
case the distance between frequencies is not homogeneous: most of them are
concentrated in the lowest values, close to each other. Hence, the selected
bandwidth is fitted for estimating the density in that area, but not in the
tail of the distribution. For that reason, a log-transformation is applied to
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the frequency values prior to the Mean Shift run: it still allows a fine mode
detection in low-frequency part and compresses high values to allow detection
of modes with a larger width. The use of a logarithmic scale is also used by
psychological researchers to explain the impact of word frequency on their
cognitive processing [17].

The histograms of the obtained optimal number of clusters are shown
in Figure 12. It is interesting to note that, despite the heterogeneity of
users (in terms of tweeting frequency, verbosity, and lexical richness), the
distributions are always quite narrow, with peaks consistently between 5 and
7 clusters. The observation period seems to have a very limited effect on
the resulting cluster structure. This means that, after one year, the different
groups of words can be already identified reliably. In addition, this limited
effect actually reinforces the idea of a natural grouping: when more words
are added (longer observation period) the clusters become slightly fewer, not
slightly more. Hence, new words tend to reinforce existing clusters. Thus,
similarly to the social constraints case, also for language production we
observe a fairly regular and consistent structure. This is the first important
result of the chapter, hinting at the existence of structural invariants in
cognitive processes, which we summarise below.

Cognitive constraint 1: Individual distributions of word frequencies are
divided into a consistent number of groups. Since word frequencies
impact the cognitive processes underlying word learning and retrieval
in the mental lexicon [131], these groups can be an indirect trace of
these processes’ properties. The number of groups is only marginally
affected by the class (specialized or generic) the users belong to or by
the observation window. This regularity might also suggest that these
groups of words correspond to linguistic functional groups, and we plan
to investigate this as future work.

4.3.3 Exploring the group sizes

We now study the size of the clusters identified in the previous section. For
the sake of statistical reliability, we only consider those users whose optimal
number of clusters (as identified by Mean Shift) corresponds to the most
popular number of clusters (red bars) in Figure 12. This allows us to have
a sufficient number of samples in each class. We rank each cluster by its
position in the frequency distribution: cluster #1 is the one that contains
the most frequent words, and the last cluster is the one that contains the
least used. Following the convention of the Dunbar’s model discussed in
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Figure 12: Number of clusters obtained applying Mean Shift to log-
transformed frequencies. The most frequent number of clusters are high-
lighted in red.

Section 3.1.3, these clusters can be mapped into concentric layers (or circles),
which provide a cumulative view of word usage. Specifically, layer i includes
all clusters from the first to the i-th. Layers provide a convenient grouping of
words used at least at a certain frequency. We refer to this layered structure
as ego network of words.

Figure 13 shows the average layer sizes for every dataset and different
observation periods. As expected, for a given number of clusters, the layer
size increases as we expand the observation period, because more words are
brought in. For a given number of clusters we also observe a striking regularity
across the datasets, with confidence intervals overlapping in practically all
settings. Typically, the layer sizes are slightly higher for journalists and
science writers (T = 2 years and T = 3 years). The main reason is that
their lexicon is generally richer than those of regular users (as discussed in
Section 6.3.1) and this is reflected in their layer size.

Another typical metric that is analysed in the context of social cognitive
constraints is the scaling ratio between layers, which, as discussed earlier,
corresponds to the ratio between the size of consecutive layers. The scaling
ratio is an important measure of regularity, as it captures a relative pattern
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Figure 13: Average layer size (with 95% confidence intervals) for the various
datasets, different number of clusters (rows), and different observation periods
(columns). For reasons of clarity, only the ego networks with the most frequent
numbers of layers (in red in Figure 12), for a given dataset and observation
period, are plotted. This explains why the first cell is empty.

across layers, beyond the absolute values of their size. Figure 14 shows
the scaling ratio of the layers in language production. We can observe the
following general behavior: the scaling ratio starts with a high value between
layers #1 and #2 , but always gets closer to 2-3 as we move outwards. This
empirical rule is valid whatever the dataset and whatever the observation
period. This is another significant structural regularity, quite similar to the
one found for social ego networks, as a further hint of cognitive constraints
behind the way humans organise word use.

In order to further investigate the structure of the word clusters, we
compute the linear regression coefficients between the total number of unique
words used by each user (corresponding to the size of the outermost layer)
and the individual layer sizes. Due to space limits, in Table 3 we only report
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the exact coefficients for the journalists dataset with T=1 year (but analogous
results are obtained for the other categories and observation windows) and in
Figure 15 we plot the linear regression for all the user categories with T = 1
year. Note that the size of the most external cluster is basically the total
number of words used by an individual in the observation window. It is thus
interesting to see what happens when this number increases, i.e., if users
who use more words distribute them uniformly across the clusters, or not.
Table 3 shows two interesting features. First, it shows another regularity,
as the size of all layers linearly increases with the most external cluster
size, with the exception of the first one (Figure 15). Moreover, it is quite
interesting to observe that the second-last and third-last layer consistently
account for approximately 60% and 30% of the used words, irrespective of
the number of clusters. This indicates that users with more clusters split
at a finer granularity words used at highest frequencies, i.e., they organise
differently their innermost clusters, without modifying significantly the size
of the most external ones.

As a final comment on Figure 14, please note that the innermost layer
tends to be approximately five times smaller than the next one. This suggests
that this layer, containing the most used words, may be drastically different
from the others (as also evident from Table 3). We leave as future work
the characterization of this special layer and we summarise below the main
results of the section.

Cognitive constraint 2: Structural invariants in terms of layer sizes and
scaling ratio are observed also in the language domain. Specifically, we
found that the size of the layers approximately doubles when moving
from layer i to layer i + 1, with the only exception of the first layer.

Cognitive constraint 3: Users with more clusters organise differently their
innermost clusters, without modifying significantly the size of the most
external ones, which consistently account for approximately 60% and
30% of the used words, irrespective of the number of clusters of the
user.

4.4 Conclusion

We investigated, through a data-driven approach, whether a regular structure
can be found in the way people use words, as a symptom of cognitive
constraints in their mental process. This is motivated by the fact that
other mental processes are known to be driven by cognitive constraints, such
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Figure 14: Scaling ratio for the various datasets, different number of clusters
(rows), and different observation periods (columns).

Opt. # of clusters
Cluster Rank

1 2 3 4 5 6 7

4 clusters 0.04 0.33 0.61 1.00
5 clusters 0.02 0.13 0.33 0.62 1.00
6 clusters 0.01 0.04 0.14 0.32 0.59 1.00
7 clusters 0.00 0.02 0.06 0.16 0.32 0.56 1.00

Table 3: Linear coefficients obtained for the journalists dataset with T = 1
year.
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as the way how humans allocate cognitive capacity to social relationships.
To this aim, we collected a diverse dataset from Twitter/X (identified as
one of the major sources of informal and spontaneous language online),
including tweets from regular Twitter/X users and from professional writers.
Then, leveraging a methodology similar to the one used to uncover social
constraints, we have analysed the structural properties of language production
on Twitter/X, uncovering regularities that constitute preliminary evidence
of the aforementioned cognitive constraints. Specifically, we have found that,
similarly to the social case, a concentric layered structure (ego network of
words) very well captures how an individual organizes their cognitive effort
in language production. Words can be grouped typically in between 5 and 7
layers, regardless of the specific class of users. We also observe a structural
invariant in the size of the layers, which grow approximately 2-3 times when
moving from a layer to the next one. Another structural invariant emerges
for the external layers, which, regardless of the number of clusters of the user,
consistently account for approximately 60% and 30% of the used words.
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5 Semantic invariants of ego networks of words

5.1 Introduction

In the previous chapter, we treated words as units of language through the
prism of frequency. However, we know that the way the brain processes
words depends not only on their frequency, but also on their semantic value.
For example, in experimental conditions [50], a word is recognised more
quickly when it is preceded by a semantically related word (such as “whale”
and “dolphin”). We thus complement in this chapter the structural analysis
with a semantic study. We rely on the very same datasets extracted from
Twitter/X in the previous chapter. We made this choice because it allows
us to study a wide range of people with different profiles and because of its
favorability for spontaneous and natural reactions. To this end, we classified
the words into topics and then studied the importance of these topics in
the different rings of ego networks obtained in the previous chapter. This
extensive semantic analysis of ego networks of words also highlights ways
to characterise specificities of individuals as they emerge from their use of
words.
The key findings of this chapter are the following.

• The semantic analysis of the words contained in the ego networks
confirms that layer #1 is exceptional in the ego networks of words: it
generates proportionally more topics than the other rings, these topics
are more diverse, and its overall semantic profile is the most different
with respect to those of other rings.

• In addition, topics that are important in ring #1 tend to be important
in other rings as well (we call this the pulling power of ring #1). Thus,
layer #1, despite being the smallest, can be seen as the semantic
fingerprint of the ego network of words.

• The topics that are primary in some rings tend to be stronger than
average among the primary and non-primary topics in the semantic
profile of the other rings. This shows that, while layer #1 provides
a particularly strong signal about prevalence in the ego networks,
weaker signals show a more complex structure of influence among
topics “resident” in different layers of the ego network of words.
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5.2 How to build semantic profiles

In this section, we describe how we carry out the semantic analysis of the
ego network of words. First, in Section 5.2.1, we motivate our selection
of the BERTopic framework for topic extraction. Then, in Section 5.2.2,
we illustrate the steps for topic extraction. At the end of this process,
each word occurrence in the ego network is associated with a specific topic.
Accounting for the popularity of each topic in the rings of the ego network,
in Section 5.2.3 we build the semantic profile of the ego network ring, as the
topic distribution of the words in that ring.

5.2.1 Preliminaries

To calculate a semantic profile, we choose to consider the meaning of each
word in its context rather than using a semantic dictionary [146] (a dataset
where each word is mapped to a semantic category), which would not be
able to detect more complex topics and would miss some meanings for a
polysemous word. We acknowledge that a lot of effort has been put in the
direction of ontologies in order to understand more precisely the interests of
users, specifically on Twitter. Ontologies map knowledge of specific domains,
such as Athena [53], which is a semantic web database extracted from a news
portal that can be used for news recommendation purposes [84], or the BBC
ontologies extracted from the BBC corpus of news, which allows politically-
oriented topic mining [1]. However, even if their drawbacks (such as the
rigidity of the knowledge model) can be partly fixed by coupling them with
models based on embedding [111], we prefer having the maximum freedom
in the topic identification process by using a transformers-based model such
as BERT [36] which is the current state of the art in text embedding and
then using an unsupervised method to detect topics.

5.2.2 Extraction of the topics

In order to avoid some issues with polysemous words, we must consider the
ring of an ego network not only as a set of single words associated with a
frequency of use but as a set of words with a given number of occurrences
(from which the frequency is derived), each occurrence belonging to a user’s
tweet. We aim to associate each word occurrence with a topic. We first
classify (in an unsupervised way) the tweets by topic using the BERTopic
framework [69], then all word occurrences that constitute a tweet are assigned
the same topic as the tweet itself (Figure 16).
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Figure 16: Obtaining the semantic profile of the rings of an ego
network. (1) The ego network’s rings organize a user’s vocabulary based
on the frequencies of the words. (2) For a given word, its occurrences in the
user timeline are coming most likely from different tweets. (3) The tweets
are classified by topic thanks to the BERTopic framework. (4) Each word
occurrence is assigned the very same topic as the tweets it belongs to. (5)
If we consider a ring as a multiset of words (with repetitions) the semantic
profile is the distribution of the topics among those words.

For the current analysis, we chose to focus only on ego networks with
six rings (with an observation period of one year) the case covering the
most users. As described in the following, the BERTopic framework uses
sequentially BERT [36] for tweet embedding, UMAP [110] for dimension
reduction, and HDBSCAN [109] for clustering those tweet embeddings in a
low-dimensional subspace.

Tweet embedding with BERT.

BERT [36], which achieves state-of-the-art performance for natural language
understanding, is used to assign to each tweet a point in the embedding space
which is supposed to be a vector representation of its semantic meaning.
BERT is a bidirectional transformer developed by Google, trained on the
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BookCorpus [187] and Wikipedia in English. It, therefore, relies on all the
linguistic knowledge learned from a very large corpus to perform this task.
BERT yields topics along 768 dimensions.

Dimensionality reduction with UMAP.

In order to mitigate the curse of dimensionality (to which clustering al-
gorithm based on k-nearest neighbors are particularly sensible [139]), we
use the UMAP clustering algorithm (with settings n_neighbors=15, n_-

components=5, metric=’cosine’ and the python package umap v0.1.1)
to reduce the embedding space down to five dimensions as recommended in
the BERTopic framework [69]. UMAP, like the T-SNE [173] algorithm, is
able to capture latent non-linear dimensions but in a more scalable way.

HDBSCAN for clustering topics.

HDBSCAN [109] is also able to find non-linear cluster structures from the
density, as well as outliers, like DBSCAN (Figure 17). However, instead of de-
ciding the contours of a cluster based on a fixed density threshold, HDBSCAN
uses hierarchical clustering (single linkage) to find the most stable partition.
Here we use HDBSCAN with following settings: min_cluster_size=15,

metric=’euclidean’, cluster_selection_method=’eom’, prediction_-

data=True with the python package hdbscan v0.8.26. Thanks to BERT
embedding, the clusters of tweets we obtain are semantically homogeneous,
and therefore represent the dominant topics of the dataset. Under these
conditions, we can consider that a cluster corresponds to a topic.

Table 4 shows the percentage of outliers detected by HDBSCAN, which
corresponds to the percentage of tweets that cannot be associated with
a specific topic. Since this percentage is quite high, even with the most
conservative configurations (with the least outliers), we also assess the
cluster configuration (i.e., the topic assignment) induced by a soft clustering
approach. Indeed HDBSCAN allows two types of clustering: hard clustering,
which classifies each tweet in one and only one cluster (or as an outlier), and
soft clustering, which is able to measure the proximity of a tweet to several
different clusters. The advantage is that it is possible to obtain this proximity
even for outliers, which allows us to integrate them into the analysis. When
using it for soft clustering, HDBSCAN provides, for each point (tweet) m,
a probability distribution Pm such that Pm(c) is the likelihood that this
point belongs to the cluster (topic) c, with

∑
c∈C Pm(c) ≤ 1 (C being the

set of topics). Thus, with soft clustering, the tweet is not assigned a single
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Hard Clustering Soft Clustering

Figure 17: 2D visualization of the HDBSCAN results on the Jour-
nalists dataset with both hard and soft clustering. 265 clusters are
found (they are the same in both cases). In the first case, each point is
classified as either belonging to a single cluster (colored points) or as an
outlier (grey point), whereas in the second case each point is assigned a
likelihood to belong to each cluster (the points take the color of the cluster
they belong to most likely).

topic but a probability distribution over all the topics. For clarity reasons,
in the case of hard clustering - where the tweet m is directly assigned one
topic cm - let us use the same notation Pm, where Pm(cm) is equal to 1 and
zero otherwise. We will use these two configurations (hard clustering and
soft clustering) to build two separate semantic profiles for each ego network
ring. In Appendix A we discuss in detail why hard clustering is better suited
for our analysis.

Table 4: Topics per dataset. Each topic corresponds to a cluster identified
by HDBSCAN.

Datasets Number of topics % of outliers

NYT Journalists 265 69.3%

Science Writers 223 71.8%

Random Users #1 2940 68.6%

Random Users #2 2577 70.0%

Reduction of the number of topics

As shown in Table 4, the different datasets feature a different number of
topics. In order to be able to compare the datasets, we reduced the number of
topics down to the same number of topics (this set of topics - which is different
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for each dataset - will be noted as C from now on). Let us denote with C′
the full set of topics. Our goal is to merge them together until we obtain
the target number of topics. To do so, the following operation is repeated:
merge the smallest cluster c′1 (in the hard clustered configuration) with the
cluster c′2 to which c′1 is semantically the closest. This semantic similarity
is calculated as follows: all the tweets are grouped in a single document by
cluster, then a TF-IDF vector is calculated for each of them. The similarity
between the two topics is the cosine of their TF-IDF representation. The
probability of the new topic c′1 ∪ c′2 is accordingly updated, for each tweet m,
as Pm(c′1 ∪ c′2) = Pm(c′1) + Pm(c′2). When merging step by step the clusters,
the average similarity between them increases as can be seen in Figure 18.
In the case of journalists and science writers, we see that exceeding 100
topics no longer allows the emergence of topics that are radically different
from the others, while still enabling an acceptable number of topics to be
isolated. Thus, in order to be able to compare the results related to the
different datasets, we have chosen to limit the number of topics to 100 for
each of them. For the sake of comparison, the 100 topics obtained for the
hard clustering configuration are also used for topic reduction in the soft
clustering case. This operation allows us to narrow down to one hundred
topics the different semantic fields addressed in the same dataset while trying
to provoke the least changes in the topic reassignment.

Figure 18: Number of topics vs. average topic similarity. The
threshold of one hundred topics is marked with the dashed red line. This
threshold is situated at the end of the bend for specialized datasets, and in
the middle of the bend for both random datasets.
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5.2.3 Extraction of the semantic profile

We define the semantic profile of an ego network ring as the distribution
of topics to which the word occurrences that the ring contains (multiple
occurrences of the same word may come from different contexts and thus
refer to different topics) belong. Note that this analysis is carried out at
the ring level, and not the circle level because circles are concentric and
cumulative, thus the semantic profiles of circles would include by default
overlapping topics, hence creating a bias in the analysis (similarly to counting
topics twice). After the preprocessing described in the previous section, each
word occurrence is associated with a topic (or several, in the soft clustered
case), thus we can compute for each ego network’s ring a topic distribution
based on the word occurrences it contains.

Let Ωe,ri be the set of word occurrences contained in ring ri of the ego
network e, and m(w) the tweet the word occurrence w belongs to. The
probability Pe,ri(c) of observing topic c in ring ri of ego network e is defined
as follows:

Pe,ri(c) =

∑
w∈Ωe,ri

Pm(w)(c)∑
c∈C

∑
w∈Ωe,ri

Pm(w)(c)
(1)

where
∑

c∈C Pe,ri(c) = 1. More in general, we denote with Pe,ri the semantic
profile of ring ri in ego network e (depicted in Figure 19). For this reason,
we will also refer to Pe,ri(c) as the share of c in the semantic profile Pe,ri of
ri This unique semantic profile will be the starting point for all subsequent
analyses in this section. In Appendix A, we provide four tables (one for each
dataset) that detail for every topic the most characteristic words and the
average share in the rings.
Note: Two different semantic profiles can be built, depending on whether
topics are assigned using hard vs soft clustering. In Appendix A we show
that the use of soft clustering (and thus the inclusion of outliers) does not
improve the reliability of the analysis. It gives too much importance to noisy
data which favors the emergence of very generalized ”super topics” that
dominate all semantic profiles. We, therefore, present in Section 5.4 only the
results obtained with hard clustering. In Appendix A we discuss soft versus
hard clustering in detail and motivate why hard clustering is better suited
for our analysis.

5.3 Metrics for the analysis of semantic profiles

After following the steps described in Section 5.2, we end up with a semantic
profile for each ring of an ego network. In the following we discuss (i) how to
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Figure 19: Semantic profile illustration. Each ring is associated with a
topic distribution.

characterise individual semantic profiles (Section 5.3.1), (ii) how to compare
semantic profiles (Section 5.3.2), and (iii) how to leverage semantic profiles
to investigate the role of the most important topics (Section 5.3.3).

5.3.1 Characterization of the semantic profile

Let us consider a ring ri of ego network e for which we have extracted the
semantic profile as discussed above. The semantic profile tells us how many
distinct topics the words in ring ri touch upon. Formally, the number of
topics associated with a given ring can be calculated as follows:

Ne,ri =
∑
c∈C

1Pe,ri (c)>0, (2)

where we denoted with Pe,ri(c) the probability of a observing topic c in
the semantic profile Pe,ri of ring ri, and 1 is the indicator function. Note,
though, that Ne,ri may offer only a partial perspective. In fact, rings have
very different sizes (as discussed in Chapter 4) and it is expected to be much
easier for larger rings (i.e., rings containing many words) to span a larger
range of topics. For this reason, we will compare Ne,ri with its normalised
version:

N ′
e,ri =

Ne,ri

|Ωe,ri |
, (3)

where we weigh the number of topics “generated” by the ring by the number
of word occurrences contained in the ring (denoted with |Ωe,ri |).
Ne,ri and N ′

e,ri account for the mere presence of topics, regardless of
their frequency of use. To capture the latter dimension, we next measure
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the entropy of Pe,ri . Recalling that Pe,ri is in fact a probability distribution,
its Shannon entropy reflects its diversity: the entropy (and diversity) is
maximum if a ring contains all topics equally (i.e., with the same values of
Pe,ri(c)), while the entropy is minimum if a ring contains only one topic. So,
the greater the entropy, the greater the diversity. Denoting with He,ri the
entropy of the ring ri in ego e, its definition is as follows:

He,ri = −
∑
c∈C

Pe,ri(c)× logPe,ri(c). (4)

For the 100 topics we consider, the minimum entropy is 0 and the maximum
entropy is about 4.60.

In Section 5.4, the average of Ne,ri , N ′
e,ri , and He,ri across all ego networks

will be presented, i.e. Nri = 1
|E|

∑
e∈E Ne,ri (analogously for the others).

5.3.2 Comparing the semantic profiles of different rings

Once we know which topics are covered by each ring of an ego network, the
first step is to find out whether their semantic profile differs from one ring
to another one or, instead, if the distribution is homogeneous over the whole
ego network. Since all semantic profiles are based on the same 100 topics, it
is easy to obtain a distance measure to compare the rings with one another.
Recalling that the semantic profile is a probability distribution, for this
purpose we can use the Jensen-Shannon (JS) divergence [100], which allows
us to calculate the proximity between the 100-topic distributions that we
obtained previously. Then, the corresponding JS distance is conventionally
obtained as the square root of the JS divergence [125]. The JS divergence
is basically a symmetric version of the well-known Kullblack-Leibler (KL)
divergence, which is a standard metric for capturing the distance between
probability distributions. For a tagged ego e, the KL divergence DKL between
two semantic profiles Pe,ri and Pe,rj of rings i and j for ego network e can
be computed as follows:

DKL

(
Pe,ri ||Pe,rj

)
=

∑
c∈C

Pe,ri(c)× log

(
Pe,ri(c)

Pe,rj (c)

)
. (5)

From DKL(P
(e)
ri ||P

(e)
rj ), the JS divergence can be obtained as:

DJS

(
Pe,ri ||Pe,rj

)
=

DKL (Pe,ri ||M) + DKL

(
Pe,rj ||M

)
2

, (6)
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with M =
Pe,ri+Pe,rj

2 . Then we go from divergence D to distance δ by taking

the square root: δJS(Pe,ri , Pe,rj ) =
√
DJS

(
Pe,ri ||Pe,rj

)
. Note that the JS

distance is bounded as 0 ≤ δJS
(
Pe,ri ||Pe,rj

)
≤

√
log(2) ≈ 0.83.

Once we have obtained a δJS
(
Pri , Prj

)
, we compute its average across all

ego networks in a standard way, i.e., δJS
(
Pri , Prj

)
= 1

|E|
∑

e∈E δJS
(
Pe,ri , Pe,rj

)
5.3.3 Capturing important topics and their cross-rings effects

Given a semantic profile Pe,ri , we can check whether some topics are more
important than others, and, if this is the case, whether they play a special
role in the ego network’s rings. We consider whether topics can be divided
in two classes, i.e., “important” and “not-important” topics for each ring.
To do so, we cluster the topics according to their presence in the specific
ring under study, i.e, according to the values of Pe,ri(c) where c ∈ C. To this
aim, we use the Jenks algorithm [82] which allows finding natural breaks in
the frequency distribution (similarly to k-means, we have to specify k, the
number of groups we want to obtain). We rely on the Silhouette score [142]
to validate the clustering results. Since we just want to find one natural
break that separates important topics from the others, we set k = 2. Words
are split into two groups, one with high-frequency use, and the other with
low-frequency use. The former is the set of important (or primary) topics
referred to as Ue,ri (where e is the ego network and i is the ring number),
and the latter is the set of non-important topics as Le,ri .

Once we have obtained Ue,ri and Le,ri , for all ego networks and for all
rings, we can investigate whether primary topics in one ring play a special
role in other rings as well. Let us focus on two rings x and y. We define
K

ry
TOP (rx)

as the coverage of rx’s primary topics in ring ry. This metric
captures the cumulative presence of rx’s primary topics in ry.

K
ry
TOP (rx)

=
1

|E|
∑
e∈E

∑
c∈Ue,rx

Pe,ry(c). (7)

Then, to capture the average individual strength of rx’s primary topics in ry,
we define a complementary metric S

ry
TOP (rx)

(with an averaging factor 1
|Ue,rx |

)

as follows:

S
ry
TOP (rx)

=
1

|E|
∑
e∈E

1

|Ue,rx |
∑

c∈Ue,rx

Pe,ry(c). (8)

Basically, S
ry
TOP (rx)

measures the average share of each rx’s primary top-
ics in another ring of the same ego network. Similarly, we can compute
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S
ry
BOTTOM(rx)

by replacing Ue,rx with Le,rx in the above equation. This
approach can be generalized to more complex cases. For example, we can
study the strength of topics that are important in both rx and ry in the
semantic profile of ring ry. This would be equivalent to the following:

S
ry
TOP (rx,ry)

=
1

|E|
∑
e∈E

1

|Ue,rx ∩ Ue,ry |
∑

c∈Ue,rx∩Ue,ry

Pe,ry(c). (9)

Analogously, we can study the opposite effect, i.e., what is the strength of
topics that are important in rx but not in ry in the semantic profile of ry.
In this case, the formula will be the following:

S
ry
TOP (rx),BOTTOM(ry)

=
1

|E|
∑
e∈E

1

|Ue,rx ∩ Le,ry |
∑

c∈Ue,rx∩Le,ry

Pe,ry(c). (10)

All the above metrics capture the pulling power of ring rx on ring ry.
Another interesting perspective is whether topics that are primary else-

where tend to be more or less dominant than the average topic in Ue,ry or
Le,rx . This effect can be measured as follows:

σ
ry
TOP (rx,ry)

= S
ry
TOP (rx,ry)

− S
ry
TOP (ry)

, (11)

where we basically compute the difference between the strength of topics that
are primary in both rx and ry and the average strength of all primary topics
in ry. The complementary perspective is whether topics that are primary
elsewhere tend to be more or less dominant than the average non-primary
topic in ry. To this aim, we leverage the following:

σ
ry
TOP (rx),BOTTOM(ry)

= S
ry
TOP (rx),BOTTOM(ry)

− S
ry
BOTTOM(ry)

. (12)

which follows the same line of reasoning as σ
ry
TOP (rx,ry)

.

5.4 Results

In this section, we study the semantic profiles in the ego networks of the
Twitter/X users in our four datasets.

5.4.1 Ring #1 is special in the ego networks of words

We start our analysis by studying how topics are associated with the different
rings. For each ego network e, we will compute the number of topics per
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ring (Ne,ri and N ′
e,ri , its normalized version) and their entropy He,r. These

metrics are then averaged across all egos, as described in Section 5.3, and
95% confidence intervals are shown.

In Fig. 20 (a), we can observe that the number of topics grows towards
the external rings (from about 11 in ring #1 to over 16 in ring #6). However,
not all rings contain the same number of word occurrences (Fig. 20 (b)): as
seen previously in Section 5.2.2, each word occurrence contributes equally
and independently to the calculation of the topics distribution. Therefore, a
ring containing more word occurrences is more likely to contain more different
topics. When we normalise by word occurrences (N ′

ri), the maximum of the
normalised topic count (Fig. 20 (c)) is observed in the first ring. Thus, ring
#1 stands out as the ring that generates proportionally more topics than the
other rings.
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Figure 20: Average number of topics (a), number of word occurrences (b),
and normalised number of topics (c) in each ring of the ego network. For
“null” ego networks, we report only the normalised number of topics (d).
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In order to validate this hypothesis, we need to rule out that this result
is not a mere side effect induced by the structure of the ego networks but
it is a tell-tale sign of how humans pick the words in their innermost ring.
In other words, we want to test whether keeping the ego network structure
unchanged but swapping the words in the rings would still yield the same
result regarding ring #1. To this aim, we designed a null model where the
ego network structure remains the same but the words are shuffled (more
details in the grey box below). In Fig. 20 (d), we show N ′

ri for the null model
of ego networks. Since the maximum of N ′

ri is obtained at a different ring ri
than in the previous case, we can deduce that ring #1 is special not just as
a side effect of the ego network structure but due to the nature of the words
it contains. To further confirm this finding, note also that the number of
topics per word occurrence is significantly lower for innermost rings in the
null model with respect to the outermost rings whereas the opposite is true
for real ego networks. This is a second element that hints at the peculiar
role of innermost rings in real-life ego networks of words.

Building a null model of an ego network.
In order to show that the result is not only determined by the structure

of the ego network (independently of the word organization inside), we chose
to build “null”, artificial ego networks based on those already existing. Let
oe,wu be the number of occurrences of the word wu in ego e, such that the
number of word occurrences in a ring ri of a given ego e is defined as:

Oe,ri =
∑

wu∈We,ri

oe,wu = |Ωe,ri |, (13)

We,ri being the set of unique words in ring ri. For each ego network, all
the words are shuffled (i.e., a new W ′ is defined) and the word occurrences
are artificially changed (new o′ and O′ are defined) such that the ring sizes
and the number of occurrences are kept unchanged:{

|W ′
e,ri | = |We,ri |

O′
e,ri = Oe,ri .

(14)

The shuffling process can be considered as a succession of random swaps
of words in the ego network. Let us consider a word wx with X occurrences
in ring rx, and another word wx with Y occurrences in ring ry. During
the shuffling process, assume the two words are swapped. In that new ego
network, the number of occurrences of wx is forcibly set to the original
number of occurrences of wy and vice versa:
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{
o′e,wx

= oe,wy = Y

o′e,wy
= oe,wx = X.

(15)

That way, we can preserve Eq (14). Words are shuffled along with their
topic distribution Pe,wu in the original dataset. This topic distribution
associated to a unique word wu is calculated based on its occurrence w ∈
We,wu . Each of these word occurrences w is associated with a topic cw ∈ C
such that Pm(wc)(c) = 1. Hence, Pe,wu(c) simply corresponds to the ratio of
the occurrences of wu that are associated to c.

Pe,wu(c) =
1

|We,wu |
∑

w∈We,wu

Pm(w)(c). (16)

Then the new topic distribution of a given ring ri is the weighted average
of the topic distribution Pe,wu of the unique words wu ∈ W ′

e,ri that compose
that ring after shuffling

Pe,ri(c) =

∑
wu∈W ′

e,ri
o′e,wu

× Pe,wu(c)∑
wu∈W ′

e,ri
o′e,wu

. (17)

The full process is summarized with a toy example in Fig. 21.

Figure 21: Null model example. The ring sizes and word occurrences are
kept, the words are shuffled. In this toy example: Oe,r2 = 3 + 2, oe,virus = 5,
o′e,virus = 1.
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To extend our study beyond the mere number of topics per ring, we now
investigate the diversity in the way topics are distributed, leveraging the
entropy of the semantic profiles defined in Section 5.3.1. This is a way of
calculating the semantic diversity of the words that compose a ring, as would
be a metric like the average pairwise semantic distance, but based on the
semantic profile that we have previously calculated. Fig. 22 (left) shows
different levels of entropy depending on the rings: Hri grows towards the
outer rings and is significantly lower in the innermost ring (for all datasets).
This means that the outermost rings are, on average, semantically richer than
the innermost ones. Then, we compare these results with those obtained
from the null model (Fig. 22 on the right), to find out whether the differences
in entropy are related to the intrinsic structure of the ego network. We find
that the entropy of the null model is the same as the original model for all
rings, but for ring #1, where the null model entropy is lower. This means
that, even if words are organized in the ego network such that the diversity
of topics grows toward the outermost rings, the diversity in ring #1 is higher
than what we could expect if words were randomly assigned to rings, which is
consistent with the previous findings of this section.
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Figure 22: Entropy of the semantic profiles per ring. Real-life ego
networks (left) vs null model ego networks (right).

We now carry out a pairwise comparison of the semantic profiles of rings,
using the JS distance described in Section 5.3.2. we plot the, in Fig. 23.
As one can expect, the diagonal is filled with zeros since the distance is
calculated between two identical semantic profiles, and the upper triangle

61



mirrors the lower triangle since the distance is symmetric. All datasets
exhibit the same features:

• The first row and column always contain the higher values. This means
that ring #1 (i.e. the innermost ring) is always the most distant from
the other rings. In other words, ring #1 is the most characteristic ring.

• The lower values are always the distance between ring #5 and #6.
Thus, the pairs of most similar rings are always among the outermost
ones.

• For one row or column, the lowest value is always neighbouring the
diagonal: given one ring x, the least distant ring is always the previous
ring x− 1 or the following one x + 1. This means that two rings close
to each other are more likely to be similar.

The first observation is very important because it shows that the topic
distribution associated with the most used words (those in the innermost
ring) by a Twitter/X user is different from that associated with the least used
words. This makes ring #1 unique in two ways. It generates proportionally
more topics than the others rings (Fig. 20 (c)), but the distribution in ring
#1 is the furthest away from the others (Fig. 23). This hints at a significantly
higher “semantic generative role” of inner rings as opposed to outer ones:
each word occurring in an inner ring is able “generate” more topics on which
the user engages. And these topics, on which that user focuses most (inner
rings feature higher frequency of use of words) generate a distribution that is
quite distinct from the one at the outermost rings, on which the user engages
far less.
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Figure 23: Jensen-Shannon distance. Average JS distance between the
rings.

Take home message for Section 5.4.1: Ring #1 is special in the ego
network of words: it generates proportionally more topics than the other
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rings, its topic diversity is proportionally higher than expected, and its
semantic profile is the most different with respect to the other rings. This
suggests that ring #1 may be the semantic fingerprint of the ego network of
words.

5.4.2 The role of primary topics from ring #1

In the previous section, we discovered that ring #1 is special. It, therefore,
makes sense to investigate which topics are most important in this ring and
if they tend to be equally important in the other rings. This will allow
the reader to familiarize themselves with the methodology as well, before
generalizing the analysis to other rings in Section 5.4.3.

We measure the overall importance of r1’s primary topics in another ring
ry by computing K

ry
TOP (r1)

(see Section 5.3.3), varying ry from innermost to
outermost layer. Fig. 24 shows the coverage of r1’s primary topics in the
other rings, across all the ego networks. K

ry
TOP (r1)

corresponds to the blue

bars in the figure. K
ry
TOP (r1)

accounts for approximately 50% of each ring

and of the whole ego network (last bar). This small (5-6, on average) set of
topics, which fills almost the entire innermost ring, is playing a big role in
the entire ego network as well.
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Figure 24: Average strength of ring #1’s important topics in the
semantic profile of each ring and of the whole ego network. Each
bar stands for the semantic profile of each ring (and overall ego network, in
the last bar), where the blue part represents the share covered by the most
important topics of ring #1 (their average number |Ur1 | is written in white).

To verify if the reverse statement is true (i.e., if topics that are important
in the whole ego network are also important in ring #1), we build a new set
of topics Ue grouping the most important topics in the whole ego network and
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calculate K
ry
TOP (e). Figure 25 highlights the coverage of those topics across the

rings. Although, in general, all primary topics at the level of the ego network
are well represented in all rings, we observe a slight predominance in ring
#1, as the innermost ring contains the biggest share of the most important
topics of the ego network. This means that topics that are important to the
ego network are over-represented in the innermost ring, i.e., an important
topic discussed by a Twitter/X user is very likely to belong to Ue,r1 .
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Figure 25: Average strength of the ego network’s important topics
in the semantic profile of each ring. The blue part of the stacked bar
represents the share covered by the important topics in Ue. The average
number of topics |Ue| is specified in white.

Take home message for Section 5.4.2: Both results from Fig. 24 and
25 indicate a close relation between important topics in ring #1 and those
important for the whole ego network. This observation is all the more
interesting as ring #1 is semantically the most different from all the others
(Section 5.4.1), confirming the special role of this ring in the ego network of
words.

5.4.3 Pulling power of primary topics

Let us now focus on the primary topics in a generic ring rx (i.e., those in
Ue,rx). They can also appear in another ring ry, and can be found in either
Ue,ry or Le,ry . In the first case, the topics are primary in both rings, in the
latter they are primary only in rx. We now tackle the following problem:
which is the ring whose primary topics are most dominant among the primary
topics of another ring ? This involves measuring the strength, in the semantic
profile of ry, of the topics that are important for both ry and rx. Using the
notation of Section 5.3.3, this is equivalent to studying S

ry
TOP (rx,ry)

for all
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possible pairs of rx, ry. We show S
ry
TOP (rx,ry)

on the left side of Table 5. The

diagonal is left blank for the sake of clarity (we are interested in the results
when rx ≠ ry). For a given ry, the largest value is written in bold. We
can clearly observe that the primary topics that are also primary in r1 have
almost always the largest share in the semantic profiles of the rings. Beyond
the fact that the sum of important topics in ring #1 is also important in
the other rings (Section 5.4.2), the table shows that they are on average the
most likely to be important in all the other rings.

Now we tackle the complementary question: what is the pulling power
of primary topics in a ring on the non-primary topics in another ring ? We
measure this via S

ry
TOP (rx),BOTTOM(ry)

, which is shown in the right part of

Table 5.
From the left side of Table 5, we know which is the ring whose primary

topics have the highest pulling power on the primary topics of others. But
do they have a higher than average strength with respect to the primary
topics in the ring as a whole (i.e., regardless of whether they are primary
in other rings or not) ? To investigate this problem, we show σ

ry
TOP (rx,ry)

in Table 6. In the table, all the numbers are positive. This means that, on
average, among the most important topics for a ring ry, if a topic belongs
to the important topics of another ring rx, its strength will be more likely
to be higher than the average strength of generic important topics in ry. A
t-test has been performed to assess whether these differences are statistically
significant: in all cases, we obtained p− value < .001. On the right side of
the table we show σ

ry
TOP (rx),BOTTOM(ry)

, which captures whether topics that

are primary elsewhere but not in ry tend to have a higher share among the
least important topics in ry. In this case, too, the numbers are positive. It
also means that, on average, among the least important topics of a given
ring ry, a topic is more likely to have a higher strength if it belongs to the
important topics in another ring rx. Again, the p-values are smaller than
.001, confirming that such results are not due to statistical fluctuations.

Take home message for Section 5.4.3: Studying the role of primary topics,
we have learned the following.

• Primary topics from ring #1 tend to dominate among the primary
topics of other rings. This shows the pulling power of the innermost
ring, confirming its special role in the ego network. Vice versa, primary
topics from ring #1 do not seem to dominate among non-primary
topics of other rings.

• The topics that are primary in some rings tend to be stronger than
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Table 5: Pulling power of primary topics. On the left, S
ry
TOP (rx,ry)

for

all rx, ry pairs in our datasets. On the right, S
ry
TOP (rx),BOTTOM(ry)

. In bold,

the highest value per column, corresponding to the rx for which the pulling
power is higher in ry.

Journalists

rx ry S
ry
TOP (rx,ry)

S
ry
TOP (rx),BOTTOM(ry)

↓→ r1 r2 r3 r4 r5 r6 r1 r2 r3 r4 r5 r6

r1 .255 .226 .204 .195 .180 .021 .022 .023 .022 .023

r2 .335 .216 .203 .192 .173 .025 .027 .023 .030 .022

r3 .336 .220 .171 .196 .162 .026 .023 .022 .032 .020

r4 .321 .230 .190 .167 .154 .023 .022 .027 .029 .022

r5 .307 .235 .209 .184 .151 .026 .023 .027 .023 .022

r6 .318 .234 .210 .188 .179 .025 .024 .027 .023 .029

Science Writers

r1 .194 .191 .179 .169 .158 .023 .023 .027 .027 .023

r2 .278 .166 .175 .149 .146 .030 .022 .025 .027 .024

r3 .285 .172 .154 .153 .146 .026 .026 .024 .028 .024

r4 .259 .200 .169 .147 .148 .027 .023 .021 .027 .024

r5 .303 .180 .183 .168 .141 .027 .026 .022 .028 .023

r6 .253 .193 .183 .171 .150 .025 .027 .022 .027 .029

Random Users #1

r1 .248 .216 .202 .203 .190 .026 .024 .026 .026 .026

r2 .284 .202 .192 .189 .178 .030 .025 .027 .026 .028

r3 .271 .226 .182 .180 .172 .028 .026 .028 .026 .027

r4 .259 .214 .188 .177 .168 .027 .025 .026 .027 .027

r5 .267 .211 .193 .181 .168 .028 .025 .026 .027 .026

r6 .260 .213 .189 .175 .171 .028 .023 .026 .027 .026

Random Users #2

r1 .222 .199 .199 .179 .181 .024 .021 .025 .020 .025

r2 .271 .203 .187 .177 .178 .026 .021 .025 .022 .025

r3 .250 .213 .184 .169 .178 .025 .025 .026 .021 .025

r4 .255 .202 .191 .168 .165 .027 .024 .023 .023 .026

r5 .240 .199 .187 .175 .163 .025 .023 .022 .025 .025

r6 .246 .207 .190 .178 .158 .023 .023 .021 .024 .022

average among the primary and non-primary topics in the semantic
profile of another ring. This effect is especially acute when considering
primary topics from ring #1 with respect to generic primary topics in
other rings.
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Table 6: Pulling power of primary topics that are also pri-
mary elsewhere vs “average” primary / nonprimary topic. On
the left, σ

ry
TOP (rx,ry)

for all rx, ry pairs in our datasets. On the right,

σ
ry
TOP (rx),BOTTOM(ry)

. The highest value per column is in bold.

Journalists

rx ry σ
ry
TOP (rx,ry)

σ
ry
TOP (rx),BOTTOM(ry)

↓→ r1 r2 r3 r4 r5 r6 r1 r2 r3 r4 r5 r6

r1 .059 .057 .068 .051 .058 .006 .007 .006 .004 .005

r2 .082 .044 .060 .043 .051 .006 .010 .005 .006 .004

r3 .090 .035 .040 .036 .039 .003 .006 .004 .007 .003

r4 .061 .040 .018 .021 .031 .003 .006 .009 .006 .004

r5 .052 .033 .031 .036 .028 .005 .006 .010 .004 .003

r6 .061 .032 .027 .029 .018 .004 .005 .008 .005 .004

Science Writers

r1 .024 .048 .038 .043 .041 .002 .004 .006 .004 .004

r2 .035 .033 .027 .022 .025 .004 .003 .005 .003 .004

r3 .034 .025 .019 .027 .026 .000 .003 .003 .004 .003

r4 .019 .025 .034 .019 .027 .003 .002 .003 .003 .004

r5 .045 .022 .037 .020 .021 .000 .002 .003 .004 .003

r6 .025 .023 .036 .022 .022 .002 .004 .004 .005 .005

Random Users #1

r1 .063 .059 .049 .061 .053 .006 .004 .006 .004 .002

r2 .061 .045 .041 .047 .042 .004 .005 .006 .004 .004

r3 .045 .039 .032 .037 .036 .004 .006 .007 .005 .004

r4 .035 .033 .032 .034 .031 .003 .005 .006 .004 .004

r5 .040 .028 .032 .028 .031 .003 .005 .006 .005 .004

r6 .035 .032 .033 .023 .028 .004 .004 .006 .006 .004

Random Users #2

r1 .032 .043 .040 .048 .041 .005 .005 .004 .002 .003

r2 .057 .042 .033 .048 .038 .002 .005 .004 .003 .002

r3 .041 .024 .029 .037 .037 .002 .006 .004 .003 .002

r4 .042 .026 .034 .037 .031 .004 .005 .006 .003 .004

r5 .029 .019 .025 .020 .023 .002 .005 .005 .005 .002

r6 .031 .022 .029 .024 .026 .001 .005 .004 .003 .002

5.4.4 Discussion

The study of the semantic profile of the rings of the ego network confirms
the relevance of the ego network of words model. This model allowed us
to isolate the specific features of the topics associated with the words in
the innermost ring. Indeed, the semantic profile in ring #1 is not only
the most unique (the most semantically distant from the others), but it is
also characterized by both a larger than expected entropy distribution and
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number of topics generated, when compared with a null model. The most
important topics that ring #1 is composed of are not only a set of important
topics in the other rings: for every ring, an important topic is more likely to
be predominant if it is also important in the innermost ring. Hence, despite
the small number of unique words and word occurrences it contains, the
innermost ring strongly “predicts” the most important topics in the entire
ego network. In light of these results, we can conclude that the semantic
profile of the innermost ring r1 is also the semantic fingerprint of the whole
ego network of words.

As it has been done with social ego networks (using structural properties
to study information diffusion [7], or to perform link prediction [171]), we
can use the structural and semantic invariants of the ego network of words
to investigate some classical data science problems, with a focus on natural
language processing. This semantic fingerprint could be used to identify
specific Twitter/X users, or groups of users, with a non-trivial interest
distribution for certain topics (e.g. a mix of important topics in the innermost
rings and marginal topics in the outermost rings). It could also be used for
link prediction with the assumption that users with the same topic of interest
in the innermost ego network circles are more likely to follow one another (this
is the principle of homophily) or for the purpose of word recommendation in
a typing assistance tool. Since we identified some semantic invariants (eg.
the role of important topics in ring #1), we could leverage this property to
identify outliers deviating from the standard and detect non-human behaviors.
Finally, we could use the fact that ring #1 contains the important topics of
the entire ego network to spare some time considering only the words in this
innermost ring, within the context of topic mining.

5.5 Conclusion

We performed a semantic analysis of the ego network of words. Each ring of
each ego network is described by a semantic profile that captures the topics
associated with the words in the ring. We have found that ring #1 has a
special role in the model. It is semantically the most dissimilar out of the six,
and also the one which generates proportionally the largest number of topics.
We also showed that the topics that are important in the innermost ring,
also have the characteristic of being predominant in each of the other rings,
as well as in the entire ego network. In this respect, ring #1 can be seen as
the semantic fingerprint of the ego network of words. Finally, we found that
the topics that are primary in some rings tend to be stronger than average
among the primary and non-primary topics in the semantic profile of the
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other rings. This shows that, while layer #1 provides a particularly strong
signal about prevalence in the ego networks, weaker signals show a more
complex structure of influence among topics “resident” in different layers of
the ego network of words.
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6 Extracting “active” ego networks of words

6.1 Introduction

As introduced in the previous chapters, the ego network of words is a novel
model that captures structural properties in language production linked to
cognitive constraints. We already studied its layer-based structure (Chapter 4)
and its semantic properties (Chapter 5). In this chapter, we argue that the
model is still missing a key element used in the characterization of social
ego network, i.e., the concept of active network. In social ego networks,
the active part of the ego network only included relationships that the
ego spent time nurturing, thus consuming cognitive resources on the ego’s
side. The layered structure of the social ego network only emerged in the
active part. Such “meaningful” relationships were identified with a shoe-
leather anthropology approach, based on a common understanding of how
human social interactions work. Specifically, a relationship was considered
meaningful if it entailed at least one interaction per year, based on the fact
that people close to each other exchange at least birthday or holiday wishes4.

In Chapter 4, the layered structure seemed to emerge without applying
any preliminary filter in the spirit of the birthday/holiday wishes. And
anyway, finding such a common sense threshold for the ego network of words
would not have been possible. In this section, we argue that without the
notion of “active” ego network of words, the analysis carried out would not
be robust to the amount of data considered. Specifically, in the chapter we
show three key properties in this regard. First, that depending on the size
and extent of collected data, ego network may or may not include (a part
of) the inactive ego network. Second, that appropriate filtering is needed,
in order to isolate the active part of the ego network. Third, that layered
structures – the fingerprint of the human cognitive involvement – emerge
only when the inactive part of the ego network is excluded. Therefore, the
chapter provides evidence about the complete structure of the ego network
of words, as well as a robust methodology to isolate and study it.

The first contribution in this chapter is the definition of a methodology
to extract the “active” part of the ego network (Section 6.3). In Section 6.4,
we successfully test this methodology using two types of datasets: interview
transcripts and tweets. MediaSum [186] is a dataset that includes thousands
of verbatim transcripts of spoken interviews from an American public radio
and private TV channel (Section 6.2.1). The Twitter/X datasets are extracted

4These considerations hold for Western societies, which were the focus of this anthropo-
logical studies.
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from the same users as in Chapters 4 and 5, but we downloaded larger
timelines, up to 10K tweets (Section 6.2.2). We also prove that the method
that we use to extract the active ego network is robust to different amounts
of input data (Section 6.4) and that the active size is stable over time
The structural results (Section 6.4.2) of the ego networks produced in this
way substantially confirm the layer ego network of word structure obtained
in Chapter 4 but are robust to the size of the input data. The second
contribution of the chapter is the validation of the ego network of words
model on a dataset (MediaSum [186]) that is completely different in nature
from the Twitter/X ones on which it had been applied previously. The fact
that the structural properties of the word ego networks are confirmed is an
important validation that the model generalizes across different domains and,
thus, that the underlying cognitive constraints are ingrained in our use of
language.

The key findings of the chapter are as follows:

• We introduce the notion of active part of an ego network of words, be-
yond which the model would contain words that are not used frequently
enough to denote a cognitive involvement. We show that, beyond the
active part, the word ego network becomes poorly structured (i.e. with
a very low number of concentric circles).

• We define a robust algorithm to extract this active part based on the
properties of the ego’s language production.

• We find that the active size is specific to each ego network and stable
over time. Therefore, each ego appears to have its own limit to the
number of words it can actively use, similarly to what was observed
for social ego networks.

• Even if the ego networks are larger than those observed in previous
chapters (where the concept of active network was not exploited) we
retrieve most of the structural invariants previously observed: first,
the number of circles in the model is approximately the same. Second,
third-to-last and second-to-last circles account for 30% and 60% of the
words in the ego network whatever the number of layers. Third, the
scaling ratio between circles tends towards 2.

• Ego networks based on oral language production (interviews) have
the same structural properties as those obtained from tweets, thus
confirming the cross-domain generalizability of the ego network model.
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6.2 Datasets

In this study, we will rely on two types of datasets. The first, MediaSum [186],
compiles years of television and radio interview transcripts. The second is
an extension of the Twitter/X datasets used in previous chapters, for which
we have extended the number of messages collected per person to 10K.

6.2.1 MediaSum

MediaSum contains about 464K interview transcripts, of which 49K are from
NPR (American public radio) and 415K from CNN (cable news channel).
These interviews are extracted from well-known broadcasts, such as “Ander-
son Cooper 360 degrees” on CNN or “Morning Edition” on NPR. This is a
valuable dataset, as it allows us to study the ego networks of words produced
from spoken-language corpora collected over a long period of time. Indeed,
the dataset contains between 10K and 35K interviews per year between 2000
and 2020 (Figure 26). The speakers are mainly television or radio anchors
and recurring guests. Another advantage is that the topics of the interviews
are diverse (eg. politics, international news, crime), and so are the guests
such as the athlete Michael Phelps or the actor Morgan Freeman. Each
interview lasts on average 30 turns (each turn corresponds to a speaker’s line
of dialogue that we call “utterance”) and involves 6.5 speakers (4.0 for NPR
and 6.8 for CNN). Taking into account its characteristics, this dataset is
particularly interesting for investigating the long-term cognitive limitations
related to the language of various kinds of people.

Cleaning the dataset

Since we want to group all of the dialogue lines for each person across the
entire dataset, we must first clean the names which are manually filled (eg.
“wozniak”, “steve wozniak”, “steve wozniak, founder, apple computer”, “mr.
steve wozniak (co-founder, apple computer)”). After this name-cleaning
operation and a first round of deletion of speakers with too few utterances
(mainly due to inconsistencies in their names like spelling mistakes), we end
up with 106,627 speakers. The average number of utterances per speaker is
around 124 (Table 7). In our previous chapters, where we only used corpora
extracted from Twitter, we defined a minimum of 500 tweets per user. In a
similar way, we keep only speakers with at least 500 utterances such that
the corpora to process have a minimum size. This criterion results in the
suppression of 98.6% of the speakers, but only 55% of the total number of
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Figure 26: Number of interview transcripts per year in the MediaSum dataset.

utterances in the dataset. This relatively small group of speakers produces
almost half of the text corpus, that we will use to build ego networks of
words. The sentences are tokenized, the stop words are removed and the
remaining tokens are lemmatized to group together inflected versions of the
same word. Once we obtain the number of words’ occurrences for a given
speaker, we remove those that appear only once to leave out most misspelled
words. As we can see in Figure 27 and Figure 28, a few speakers have a very
large number of word occurrences and unique words. Unsurprisingly, most
of them are anchormen or anchorwomen (like Wolf Blitzer of CNN) who
are the most active speakers in the dataset. The majority of speakers have
between 10K and 100K word occurrences and less than 5K unique words.
The average number of word occurrences among all the speakers is 89,313
and the average number of unique words is 5,316.
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Before After

Number of speakers 106, 627 1, 513

Number of utterances 13, 228, 854 5, 931, 363

Number of utterances / speaker 124 3, 920

Number of words / speaker − 89, 313

Number of unique words / speaker − 5, 316

Table 7: MediaSum statistics, before and after removing speakers with less
than 500 utterances (word stats are only computed for users with > 500
utterances).
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Figure 27: Word occurrences per
speaker
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Figure 28: Unique words per speaker

6.2.2 Twitter/X

In previous chapters, we built ego networks of words based on Twitter/X
timelines with up to 3.2K tweets (the download limitation of the legacy
standard Twitter API) collected from four sets of users (Section 4.2.1):
journalist working for the New York Times, science writers who tweet about
science-related topics, and two distinct sets of random users. We extended
the timelines of these four sets of users to up to 10K tweets, by leveraging
the extended download capabilities of the Twitter Academic Research track.
As illustrated by Figure 29, this results in much longer timelines with respect
to those analysed in previous chapters. These longer timelines are used
to stress-test the ego network of words model. In the same fashion as in
Chapters 4 and 5, and in Section 6.2.1, we only keep the timelines with at
least 500 tweets. The figures related to the number of word occurrences and
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Figure 29: Collected Twitter/X timelines containing at least 500 tweets.
Each bar corresponds to a timeline, where the blue part refers to the number
of tweets in the original dataset, and the orange part refers to the number of
newly collected tweets.

unique words are reported in Table 8. Even if the numbers are lower for
both random user datasets compared to journalists and science writers, all
figures are of the same order of magnitude as for MediaSum.

Dataset # of users
Avg. word

occurrences / user
Avg. unique
words / user

NYT journalists 285 87, 698 11, 877

Science Writers 256 138, 050 14, 952

Random users #1 1, 536 48, 021 6, 650

Random users #2 1, 324 57, 177 6, 757

Table 8: Twitter/X datasets after removing users with less than 500 tweets

6.3 Methodology

6.3.1 Preliminaries

Before describing our method for building the ego network of words and
extracting its active part, we introduce here the notation used in the section
(also summarised in Table 9). We denote an ego with the letter e, where
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the ego is the speaker (MediaSum) or user (Twitter) in our datasets for
whom we want to extract the ego network of words. After the cleaning
process discussed in Section 6.2.1, for each ego e we end up with a tuple
(i.e., an ordered sequence) of tokens [116], which we denote with Te. Note
that the tokens in Te are generally not unique. In computational linguistics,
the term type denotes the class of all tokens containing the same character
sequence [116]. In other words, the set of types corresponds to the set of
distinct tokens or, slightly simplifying, a type is a word and its occurrences
are tokens. For example, in the sentence a rose is a rose is a rose, there are
eight tokens but only three types. In this chapter, for the sake of simplicity,
we use the terms type and word interchangeably. Similarly, tokens may be
also called occurrences. In the following, we denote the tuple of unique words
in an ego network as We. Please note that both Te and We are ordered
sequences, where the order is defined by the appearance in the ego’s timeline
in chronological order. So, if we observe the first n tokens in the ego’s
timeline, we will get exactly n tokens but at most n unique words. We
denote with T n

e and Wn
e the tuples of tokens and unique words, respectively,

observed up to n. We call nf the maximum value of n (corresponding to
the overall number of tokens in the observed timeline for ego e) such that
T nf
e = Te and Wnf

e =We, where |Te| = nf and |We| ≤ nf .
In the rest of the section, when there is no risk of ambiguity, we will drop

the subscript e from our notation: in that case, all the variables discussed
will be referring to the same tagged ego e.

6.3.2 Legacy method for building an ego network of words

Ego networks of words are used to hierarchise the words used by a given
person based on their frequency. In the following, we summarise the model
already presented in Chapter 4.3. Let us focus on a tagged ego e (hence,
hereafter we drop the subscript e in the notation). The ego network of words
model is such that each word from W is assigned to one of τ rings r1, r2, . . .
, rτ , knowing that r1 (the innermost ring) contains the most frequently used
words and that rτ (the outermost ring) contains the least used words. The
set of words assigned to the ring ri is called Wri such that:

W =
τ⋃

i=1

Wri . (18)

The ego network can also be studied from a cumulative perspective with
concentric layers l1, l2, . . ., lτ , with layer li containing all the rings rj where
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Symbol Description

Te tuple of tokens, i.e., sequence of words ego e has used
We tuple of unique words used by ego e
T n
e Te cut at the n-th token

n length of the tuple T n
e

Wn
e unique words in T n

e

wn
e length of the tuple Wn

e

nf overall number of tokens in the observed timeline for ego e
na active network cut-off
τe optimal number of circles
ri i-th ring of the ego network
li i-th layer of the ego network
We,ri unique words assigned to ring ri

Table 9: Summary of notation used in the chapter.

j ≤ i. The set of words assigned to layer li is denoted with Wli , so:

Wli =

i⋃
j=1

Wrj . (19)

This implies that the innermost layer l1 is equivalent to r1. Words in an ego
network are characterized by their usage frequency, which corresponds to
their number of occurrences divided by the observation window (which is
the same for all words uttered by the same ego). To find the best natural
grouping of words (i.e., to find τ) we use the Mean Shift [55] algorithm,
which is able, in contrast to Jenks [83] or K-Means [107], to automatically
optimize τ , the number of groups to be found. The obtained clusters of
words correspond to the τ rings of the newly built ego network of words for
ego e, r1 being the cluster containing the most frequent words and rτ the
one containing the least frequent words.

6.3.3 Motivating the need for an active ego network extraction
method

We start by applying the methodology described above to all the words in
W for the egos in our datasets, and we plot the distribution of the number
of circles τ in Figure 30. We can observe that the obtained ego networks
of words have a very low number of circles (the most frequent case is two)
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compared with the ego networks of words in previous chapters (usually
between five and seven circles), despite exactly the same workflow being
used. Note also that the Twitter/X datasets used here are the same as those
in Chapters 4 and 5 and except for the timeline length considered (much
larger, in this work). As we can observe in Figure 31, ego networks with
one or two circles are the biggest ego networks (i.e. with the largest number
of unique words |W|). This seems to suggest that, when considering larger
textual inputs, the ego network model loses its finer discriminative power.
In fact, two-circle ego networks are considered uninteresting, as they simply
separate the most used words from the least used words.

However, this finding is not unexpected: in the social ego network case,
the theory distinguishes between the full and active ego network, stating that
only the relationships in the active part are actually consuming cognitive
resources [8]. The conventional cut-off point, as stated in [41], is for the
social relationship to involve interactions at least once a year, which, in
Western societies corresponds to at least exchanging Christmas/birthday
wishes. While this cut-off point could be obtained with anthropological
common sense for social ego networks, it is difficult to come up with a similar
rule of thumb for the ego networks of words, which are less rooted in everyday
experiences. Hence, in this work, we set out to design a methodology to
automatically extract the cut-off point in the ego networks of words. This
methodology should then be applied before building the ego networks as
described in Section 6.3, in order to discard the words that do not take up
cognitive capacity.
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Figure 30: Distribution of the num-
ber of circles τ when considering all
the words available in W
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Figure 31: Number of circles τ vs full
ego network size (|W |) in the Medi-
aSum dataset. The same trend is
observed in the other datasets (plots
omitted to optimize the space).
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6.3.4 Extracting the active ego network

The idea behind an active ego network is that all the words it contains should
be actively used, even those in the outermost circle. If we let a person speak,
we notice that from a certain point on the frequency of appearance of a new
word decreases rapidly: a specific number of words is sufficient for this person
to express him/herself. This quantity is the maximum number of actively
used words. We can observe this phenomenon in Figure 32, where the number
of tokens n = |T n| vs the corresponding number of unique words wn = |Wn|
is plotted for a single speaker in the Mediasum dataset (we define wn to
improve the readability of the formulas in the following sections). The curve
is obtained by scanning the timeline (or, more exactly, the chronologically
ordered tokens remaining after preprocessing the timeline) from start to end,
and counting the new tokens and the unique words as we go. The catch is
that not every new token corresponds to a new unique word. We will call
this curve the saturation curve, which we denote with s. Using the notation
in Section 6.3.1, s : n 7→ wn.

In Figure 32 and 33, we present two typical cases observed in our datasets.
Figure 32 serves as a representative example of a broad trend that emerges in
our data for users who have been observed over an extended period. Initially,
there is a swift growth in the number of discovered words as new tokens are
explored, but in the second phase, this growth rate significantly decreases.
The rate at which new words are discovered remains fairly constant in both
phases. Figure 33 is representative of users who were not observed for a
sufficient duration to reach the second phase described in Figure 32. In
this example, the total number of tokens is much lower, comparable to the
number of tokens in the initial phase for users represented in Figure 32.

We argue that the active part of the ego network ends at the cut-off point
of the saturation curve, i.e., where the first regime ends and the second one
begins. The saturation curve shows how many tokens are needed to observe
a certain number of unique words. The number of tokens needed to increase
the number of words by one can thus be seen as the maximum number of
tokens an ego can use without including a new word in his spoken or written
expressions. Saturation curves of “mature” ego networks show two regimes,
whereby in the first one words appear “sooner”, meaning that the user is
able to “resist” less before “injecting” a new word.

Before proceeding further, it is important to acknowledge that in general,
non-linear saturation curves may exhibit less regularity than the one depicted
in Figure 32, while the overarching pattern of two distinct major regimes
remains consistent. This might present a challenge for algorithms intended
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to automatically identify the transition point between regimes. This is the
rationale behind our proposal, outlined in Section 6.3.5, for a recursive
algorithm that only terminates when the major trends are identified.

Recalling that the saturation curve is defined as s : n 7→ wn, the goal of
this section is to describe a methodology for finding the value of n, (which we
call n̂a) where the first phase described above ends and the second one begins.
The number of unique words at the cut-off point na of the curve corresponds
to wna = |Wna |, while wnf = |Wnf | corresponds to the total number of
unique words in the full ego network (nf being the maximum value of n).
If our intuition is confirmed, the well-known layered ego network structure
would emerge by considering only words in the first regime of the saturation
curve when computing the ego network. Indeed, we show this in Section 6.4.
Note that sometimes the textual data for one ego is not large enough for
the ego network to reach any cut-off point (Figure 33). This means that
the cognitive capacity for language production is not fully exploited (in the
textual information available in our datasets), so the ego network of words is
not fully formed. In this case, we remove the egos from the analysis because
only mature ego networks are reliable for extracting structural properties.
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Figure 32: Non-linear saturation
curve.
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Figure 33: Linear saturation curve.

6.3.5 Methodology for identifying the cut-off point

We start with a high-level description of our methodology, illustrated in
Figure 34. Let us focus on the curve s, and assume that it is not linear in
[0, |T |] (if it is linear, we can stop searching for the cut-off, since there is
none). Our cut-off point na would split s in two halves: in the first one, s is
approximately linear and with a greater slope; after na the saturation curve
enters a regime of reduced growth (in this second regime, s might be linear or
not). We want to find the knee point in s where the slope change is observed.
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Figure 34: Steps for detecting the saturation point. 1) Linearity test. 2) If
the curve is not linear, we find the best model fit with two linear parts. 3)
Keep only the part of the curve which fits the first linear part of the model,
then come back to 1).

The search for na is done recursively, continuing to split the first half until
it is effectively linear. At this point, the algorithm stops. The intuition is
that the words and tokens before na correspond to the first regime described
above, where new words are discovered at a higher rate. This recursive
approach allows us to discard minor irregularities in the saturation curve
and to properly detect the major trend of linear growth.

Algorithm 1 summarises our approach. The recursive search is carried
out through the RecursiveCutOff function, which is initially fed all data
points from the saturation curve. If the saturation curve is already linear,
then the algorithm returns nf , the upper bound of n. If the saturation curve
is not already linear, we need to split it into two halves. We do this with
the SplitSaturationCurve function, which tests all the possible cut-off
points and selects the one guaranteeing the best (in terms of residual sum of
squares) linear fit on both sides of the cut-off. Then, we focus on the linearity
of the first half to ensure there is no more potential cut-off (we are not
directly concerned with the linearity of the second part, because, as long as
we are able to detect a phase change, the second part will be dropped anyway
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being it outside of the active network). What we want to assess is whether
the “signal” in the first part of the saturation curve (before the current
cut-off) is mostly linear. To this aim, we leverage Lasso regression [167] for
its ability to operate a variable reduction on its input features. The features
used by Lasso are the polynomial terms of the inverse saturation curve (we
consider the inverse for ease of explanation). Specifically, we consider the
following: s−1(t) ∼

∑
i=1,...,p βiw

i, with βi being the coefficient optimized

by Lasso and s−1(t) the inverse of the saturation curve. In other words,
we consider the growth of the number of unique words with respect to the
number of tokens, and evaluate whether the dependency is mostly linear,
mostly quadratic, etc. Intuitively, in the first regime of the saturation curve,
the growth is linear because each new token roughly corresponds to a new
unique word. Vice versa, in the second regime, we observe an inflection.
Then, with the LassoMaxVariableReduction function, we denote a
Lasso regression where the λ parameter for regularization is chosen such
that only one coefficient of the regression is set to a nonzero value: the
one corresponding to the most significant polynomial term. If the nonzero
coefficient corresponds to the linear term, we confirm that the saturation
curve before the current cut-off point is linear enough for our purposes and
we stop the search. Once we obtain na, we can use it to obtain the active
ego network. Specifically, the words in the active ego network of e are Wna

e .
To summarize, the algorithm returns a value called n̂ that corresponds to

na if there is a cut-off point, and to nf if there is not. With this algorithm,
we can separate the egos into two groups: those that have a mature ego
network (i.e., those for which we have been able to extract a cut-off in the
saturation curve) and those that do not. The number of egos in the first and
second groups is shown in Figure 35 for our datasets. It appears that in all
datasets, and especially in the largest ones (MediaSum and both random
datasets), egos with mature ego networks are the vast majority. In the rest of
our analysis, we will retain only them, so that we can study their structural
properties.

6.4 Results

The goal of this section is to fully validate the methodology proposed in
Section 6.3. First, in Section 6.4.1 we show that the layered structure that
was not present when considering the full ego network (Figure 30) emerges
again when focusing on the active ego network, and we revisit its properties
in Section 6.4.2. Then we evaluate the robustness of the methodology to a
varying amount of input data (Section 6.4.3). Finally, we show that active
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Algorithm 1 Find the cut-off point of the saturation curve

Input: t = {i : ti ∈ T n} and w = {s(ti) : ti ∈ T n}, i.e. the datapoints
of the saturation curve

Output: n̂, i.e. the cut-off point.

1: n̂← RecursiveCutOff(t,w)

2: function RecursiveCutOff(x,y)
3: if IsLinear(x,y) then
4: return last element of x
5: else
6: x̂, ŷ← SplitSaturationCurve(x,y)
7: return RecursiveCutOff(x̂, ŷ)
8: end if
9: end function

10: function SplitSaturationCurve(x,y)
▷ Subsetting notation “[:n]” means from first to n-th element

▷ “[n :]” means from n-th element to last
11: best n ← 1
12: lowest rss ← +∞
13: for n = 1 to max(y)− 1 do

▷ get RSS from standard least-squares regression
14: rss1 ← LinearFit(x[:n], y[:n])
15: rss2 ← LinearFit(x[n + 1:], y[n + 1:])
16: if rss1+rss2<lowest rss then
17: lowest rss ← rss1+rss2
18: best n ← n
19: end if
20: end for
21: return x[:best n],y[:best n]
22: end function

23: function IsLinear(x,y)
▷ βi is the Lasso coefficient associated with the polynomial term of

degree i
24: β1, . . . , βp ← LassoMaxVariableReduction(x,y)
25: if β1 ̸= 0 then
26: return True
27: else
28: return False
29: end if
30: end function
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Figure 35: Amount of egos with and without a cut-off point.

ego networks are stable over time

6.4.1 Optimal circle size for the active ego network

We return to the initial motivation behind this work, namely the disap-
pearance of the layered structure in the ego network of words within large
textual corpora when failing to accurately identify the active portion of the
ego network. This phenomenon was illustrated in Figure 30. By employing
the methodology outlined in Section 6.3, we can now effectively isolate5

the active component of the ego network and ascertain whether the layered
structure reemerges. Figure 36 demonstrates that this is indeed the case.
Comparing it with Figure 30, where the circles were computed on the full
ego network, we observe that limiting the size of the ego network to the
maximum number of actively used words shifts the mode from two circles
to four or five circles, for all datasets. This means that the structure of the
ego network fully emerges when the active part is properly isolated, similar
to what happens for social ego networks. And that the methodology from
Section 6.3 is able to properly identify the active part.

We now take a step further to demonstrate that the intermediate cut-off
points achieved through the recursive method do not produce structured ego
networks of words. In Table 10, we present the results for the Mediasum
dataset exclusively, though readers interested in the results for other datasets
can refer to Appendix A. This observed trend is consistent across all datasets.
Each row in Table 10 corresponds to egos with the same number of total
iterations (one iteration for the first row, two for the second row, and so on).
The emergence of a structured ego network is indicated by the distribution
of the optimal number of circles, shifting its mode away from the value 2
(which signals a substantial lack of structure) as the final iteration is reached.

5It is important to note, as mentioned earlier, that we exclude all egos that have not
yet reached their saturation point to ensure that the observed ego networks are mature
and not partially empty.
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Figure 36: Distribution of the number of circles for the active ego networks
of words.

When we consider the results from Figure 36 in conjunction with Table 10,
we not only demonstrate that our proposed method automatically leads to
well-structured ego networks by excluding “inactive” words but also establish
that such well-structured ego networks only emerge at the conclusion of the
recursive steps.

6.4.2 Revisiting the structural properties of the ego network of
words

We can now investigate the properties of the active ego networks of words for
the users in the datasets discussed in Section 6.2. Recall that egos that have
not reached their cut-off point are excluded from the following analysis. The
remaining ego networks are reduced to their active size wna obtained with
the method of Section 6.3. From now on, we simplify the notation wna to w.

The analysis in Figure 36 revealed that active ego networks typically
consist of between 4 and 5 circles. It is worth noting that NYT journalists
and science writers tend to have slightly fewer circles compared to random
users and speakers in the MediaSum dataset. Notably, the ego networks of
MediaSum speakers closely align with those of generic Twitter/X users #2.
Interestingly, a similar optimal range of 4 to 5 circles was also observed in
the social domain [44].

We now focus on the size of the ego network layers. For this analysis, we
consider four- and five-layered ego networks, which are the most frequent
cases in the five datasets, as shown in Figure 36, hence providing more samples
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Table 10: Distribution of the optimal number of layers at each iteration of
our recursive method on the Mediasum dataset. Each row contains egos with
different numbers of total iterations, respectively 1, 2, and 3.

for statistical reliability. In Figure 37a, the average layer sizes wli are ranked
from the innermost (l1) to the outermost one (l4 or l5). Recall that the active
size of an ego network, which corresponds to the total number of unique
words before the cut-off, is also the size of the outermost layer. The layers
of the ego networks from specialized Twitter/X datasets (NYT journalists
and science writers) are on average bigger compared to random users and
MediaSum speakers. Again, MediaSum speakers are quite well aligned with
generic users on Twitter. According to the saturation curve methodology
in Section 6.3.5, it means that they can handle a larger number of words
before saturating their ability to bring new ones into their active vocabulary.
The size of five-layered ego networks is consistently lower compared to the
four-layered ones (∼20% lower independently of the dataset). However, it
seems that words have a similar distribution across the layers regardless of
the dataset. We verify this property in the following.

We define the normalized layer size as the ratio between the layer size
and the ego network size

wli
w . As can be seen in Figure 37b, normalized layer

sizes are very similar across datasets. The penultimate layer lτ−1 consistently
accounts for 60% of the ego network size, and the second to last layer lτ−2
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Dataset # of layers
Layer Rank

1 2 3 4 5 6

NYT

3 layers .16 .55 1
4 layers .05 .32 .61 1
5 layers .01 .11 .33 .62 1
6 layers .00 .03 .15 .34 .63 1

Science Writers

3 layers .25 .58 1
4 layers .06 .33 .62 1
5 layers .01 .14 .33 .63 1
6 layers .01 .03 .15 .34 .63 1

Random #1

3 layers .11 .53 1
4 layers .04 .24 .58 1
5 layers .01 .10 .30 .60 1
6 layers .00 .03 .14 .33 .62 1

Random #2

3 layers .13 .55 1
4 layers .05 .26 .59 1
5 layers .02 .12 .33 .63 1
6 layers .00 .03 .12 .33 .61 1

MediaSum

3 layers .15 .56 1
4 layers .06 .31 .61 1
5 layers .01 .11 .34 .63 1
6 layers .00 .03 .14 .34 .63 1

Table 11: Average ratio between a layer size wli and the active size of the
ego network w , in all datasets.

accounts for 30%: 
wlτ−1

w
≃ 0.6

wlτ−2

w
≃ 0.3

(20)

We can observe the same pattern in the case of six-layered ego networks as
well as for the penultimate layer of three-layered ego networks (Table 11).
These values are very similar to those obtained in Chapter 4 where the average
ego network size was smaller. This means that the main difference between
two ego networks with different numbers of layers is in the organisation of
the inner layers. Note also that this regularity applies to all datasets, with no
remarkable difference, further supporting the cross-domain generalizability
of the ego network of words model.

The scaling ratio is a metric that describes how the layer size grows from

a layer li−1 to the outer layer li:
wli

wli−1

. As we can see in Figure 38 the ratio

is very similar across the datasets for i ≥ 3. The ratio tends to reach a value
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slightly below two toward the outermost layers. These results are the same
as those obtained in Chapter 4.

l2 ÷ l1 l3 ÷ l2 l4 ÷ l3
0

2

4

6

8

10

x = 2

4 Layers ego networks

l2 ÷ l1 l3 ÷ l2 l4 ÷ l3 l5 ÷ l4

5 Layers ego networks
NYT
Science Writers
Random #1
Random #2
MediaSum

w
l i+

1
÷

w
l i

Figure 38: Scaling ratio.

When comparing the current findings with previous Chapters 4 and 5
that focused on ego networks of words, we must consider two aspects: first,
the current work is based on more diverse and larger datasets, and second,
the previous work did not specifically focus on the active network segment
of the ego network (because a robust methodology for identifying it did not
exist). Despite these considerations, the observations in the previous work
surprisingly align well with the current findings, particularly concerning the
number of circles (which were found to be between 5 and 7 in Chapter 4 vs 4-5
in this chapter) and the scaling ratio (approximately the same in Chapter 4).
However, when examining the absolute sizes of individual layers, we notice
larger sizes in this work compared to Chapter 4. To better understand this
behavior, we can focus on the Twitter/X datasets, which are common to both
studies (same users, shorter timelines in Chapter 4). Both the similarities
and differences in the ego networks can be explained by the fact that the
observed timelines in previous chapters generally cover around or slightly
less than the cut-off point. Consequently, the ego network structure becomes
apparent, but some words are missing to make it fully complete (hence the
smaller layers). Vice versa, the timelines we use in the current study cover
much more than the cut-off point, hence, without a proper methodology to
identify the active network, the resulting structure is meaningless (as shown
in Section 6.3.3). Note that the slightly higher number of optimal circles
in previous chapters can similarly be explained by an observation window
below the cut-off point. While this may appear counterintuitive, the number
of circles tend to grow as the number of data points decrease. This occurs
because the clustering algorithm may detect spurious groupings when data
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points become more scattered.

6.4.3 Robustness of the methodology

In this section and the subsequent one, our primary focus lies on internally
validating the proposed methodology for identifying the active network. We
start with an analysis of the robustness of the methodology to the amount
of available data. Specifically, the cut-off point of the active ego network
should be a characteristic of each ego and not dependent on the size of
the ego data fed to the algorithm. This implies that our algorithm should
consistently determine the same cut-off point for a given ego, except when
there is insufficient data to reach that point. In this section, we verify that
this is the case.

Let us consider a tagged ego e whose saturation curve contains a cut-off
point na. Recall that T n ⊆ T and Wn ⊆ W, for any n < nf . When
RecursiveCutOff in Algorithm 1 is fed T n and Wn where n < nf , it
should return na if n ≥ na and n otherwise (if n is below the cut-off there is
no cut-off to find). As n grows, then, the corresponding size of the active
ego network will grow. When n reaches na, the active ego network is mature
and should not grow anymore. This means that the active network size ŵn

for varying n should follow the ideal behavior:

ŵn =

{
wn when n ∈ [0, na]

wna when n ∈ [na, nf ]
(21)

In Figure 39 we plot the ratio
ŵn

wna
. We expect

ŵn

wna
to grow from zero to

one and then remain stable around one (implying that for any n > na, the
calculated cut-off remains the same, regardless of the increasing size of the
data being fed to the algorithm). Figure 39 confirms that the behavior of
the calculated cut-off, and hence of the resulting size of the active network,
is close to the ideal case in every dataset, despite some noise due to a lower
number of ego networks in the NYT journalists and science writers datasets.

6.4.4 Temporal stability of the active network size

With the methodology introduced in Section 6.3, we are able to extract the
active size of an ego network of words with respect to an observed tuple of
tokens T . This size corresponds to the volume of words actively used by the
ego and whose boundary is associated with token tna (from which the use of
new words becomes rare). However, this count assumes that a word used
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Figure 39: The stability of the algorithm is close to the ideal case.

at the beginning of T is still part of the active ego network. This raises the
question of what would happen if we had started observing the language
production of a speaker/user not from token t0 but from a generic token tδ.
By shifting the start of the analysis from t0 to tδ, we study the dynamic
evolution of the size of the active network, which is important because it
allows us to assess whether the cognitive ability to add words to one’s active
vocabulary evolves over time.

To evaluate the temporal evolution of the active network size, we change
the starting index of the sequence of tokens T nf from which we build the
saturation curve. We call that shift δ, the updated tuple of tokens T δ,nf

and the corresponding word tuple Wδ,nf . We build a new saturation curve,
from which we extract an active network size wδ,na (Figure 40). We want
to compare wδ,na , when δ varies, against the original active size wna . If
wδ,na remains comparable to the second, it means that the active size of the

network is stable over time. Thus, in the following, we study the ratio
wδ,na

wna
.

Note that the more we shift δ the more we run the risk of not observing egos
for enough time and, consequently, of not having mature ego networks (much
like the situation in which no cut-off could be found in Section 6.3.4). Thus,
when shifting with δ we always make sure that, for each ego, at least na

tokens are observed. This means that we operate in the range δ ∈ [0, δmax],
with δmax = nf − na. Note also that, differently from the previous section,
here we never operate below the cut-off point na. In Figure 41, we choose a
δ range from 0 to 5 · 104. That maximum was chosen because it is the largest
value for which at least 25% of the ego network has a δmax higher than it.

Following the above methodology, in Figure 41 we plot
wδ,na

wna
as a function

of δ. We can observe that the ratio (hence, the size of the active ego network)
remains stable when δ grows, independently of the dataset. This supports our
hypothesis that the size and internal structure of the ego network are bound
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Figure 40: The diagram illustrates the temporal analysis procedure of the
active size of an ego network. A temporal change corresponds here to a
change in the index δ of the first word of the sequence used to build the ego
network. This change leads by construction to a different saturation curve
from which we will extract and study the variability of the active part size
wδ,na .

by cognitive constraints that are applied at different intensities depending
on the individual, but which are themselves stable over time.

6.5 Conclusion

This chapter introduces the concept of an “active” part of the ego network,
which represents the words actively used by an individual, and demonstrates
that beyond this active part, the structure of the ego network becomes poorly
organized. A robust methodology is proposed to extract the active part of
the ego network, and its effectiveness is validated using interview transcripts
and tweets datasets. Restricting our analysis to the active part of the ego
networks, as commonly done when analyzing ego networks in the social
domain, we have confirmed that the structural properties of the ego network
of words, such as the number of circles and the scaling ratio between circles,
are consistent across different domains. It is noteworthy that these structural
invariants are also present when we study oral language production, as we
were able to verify with the MediaSum dataset.

92



0 10000 20000 30000 40000 50000
Shift 

0.0

0.5

1.0

1.5

2.0

2.5

3.0

, na

wna

NYT
Science
Random #1
Random #2
MediaSum

Figure 41: The shift δ of the token sequence from which the ego networks are
built has almost no influence on the active size wδ,na on. In order to average

that behaviour at the dataset level, we consider the ratio
wδ,na

wna
where the

divisor is the original active size (δ = 0). This ratio is consistently close to
one (the maximum average value is 1.25, reached by the MediaSum dataset
for δ = 5× 105). These aggregated values are reliable since the 95% average
confidence interval is only ±0.08
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7 Conclusion and future work

In this thesis, we introduced the novel concept of “ego network of words” and
offered a well-structured methodology for extracting these ego networks from
textual data. This innovative approach has not only shed light on previously
unexplored aspects of language but has also revealed intriguing structural
and semantic invariants. These findings provide valuable insights into the
shared cognitive constraints that influence the production of language.

More specifically, we investigated in Chapter 4, whether a regular struc-
ture could emerge from a frequency-based classification of the words used by
a person, as a symptom of cognitive limit in the mental process. This was
motivated by the fact that other mental processes are known to be driven
by cognitive constraints, such as the way humans allocate cognitive capacity
to social relationships. This phenomenon has been highlighted via the ego-
network model, which is organized in concentric circles around the so-called
“ego” and provides a “micro” perspective on the personal organization of
social relationships. To conduct a similar analysis in the area of language
production, we collected a diverse dataset from Twitter/X (identified as
one of the major sources of informal and spontaneous language online),
including tweets from regular Twitter/X users and from professional writers.
After cleaning up the text by filtering out stop words and using a stemming
algorithm, we applied a methodology similar to the one used to uncover
social constraints: instead of grouping an ego’s relationships according to
their intensity, we group the words in the ego’s vocabulary according to
their frequency of use. These groups, whose optimal number is automatically
found by the clustering algorithm, correspond, in fact, to the rings of the
ego network of words, from the innermost one containing the most frequent
words to the outermost one containing the least frequent words. A circle
simply corresponds to the cumulative segmentation of the ego network. By
studying the structure of these ego networks of words through all the users of
all datasets, we uncovered regularities that constitute preliminary evidence
of the aforementioned cognitive constraints. Specifically, we found that,
similarly to the social case, a concentric layered structure very well captures
how an individual organizes their cognitive effort in language production.
Words can be grouped typically in between 5 and 7 circles, regardless of the
specific class of users. We also observe a structural invariant in the size of
the circles, which grow approximately 2-3 times when moving from a circle to
the next one. A second structural invariant emerges for the external circles,
which, regardless of the number of circles in the model, consistently account
for approximately 60% and 30% of the words in the entire ego network.
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Then, going beyond words as units of language, we performed in Chapter 5
a semantic analysis of the ego network of words. For this purpose, we
assigned each ego network’s rings a “semantic profile” that captures the
topics associated with the words in the ring. Using a word embedding
algorithm, then a clustering algorithm, we identified 100 distinct topics
for each dataset. The semantic profile of a ring simply corresponds to
the distribution of the words it contains in the 100 topics aforementioned.
Following an in-depth analysis, we discovered that ring #1 (the innermost
one which contains the most frequent words) has a special role in the model:
it is semantically the most dissimilar out of all rings and also the one that
generates proportionally the largest number of topics. Based on this semantic
profile unique to each ring, we also separated the important (or primary)
topics from the others using a simple natural breaks classification algorithm.
We showed that the topics that are important in the innermost ring also
have the characteristic of being predominant in each of the other rings, as
well as in the entire ego network. In this sense, the ring #1 can be seen as
the semantic fingerprint of the ego network of words. Finally, we found that
the topics that are primary in some rings tend to be stronger than average
among the primary and non-primary topics in the semantic profile of the
other rings. This shows that while layer #1 provides a particularly strong
signal about prevalence in the ego network, weaker signals show a more
complex structure of influence among topics “resident” in different layers of
the ego network of words.

We finally introduced the concept of an “active” part of the ego network,
which represents the words actively used by an individual, and demonstrates
that beyond this active part, the structure of the ego network becomes poorly
organized. In practice, this means that if too many words are used to build
the ego network, it ends up containing only a small number of rings (one or
two), which completely undermines the relevance of the model. By studying
the frequency of appearance of new words for each person, we observe that
the resulting curve very often observes a two-phase behavior: first, an almost
linear increase in the emergence of new words, followed by a sudden slowdown
after a transition point. We deduce that the number of words included in
the first phase corresponds to the number of words frequently (or actively)
used by this person. We proposed a robust methodology to extract this
number from the curve, which we used to define the maximum size limit for a
given ego network of words. We validated this method on significantly larger
datasets than in the previous two chapters: we extended the Twitter/X
datasets by increasing the maximum number of tweets from 2.5K to 10K
(from the same users), and we used the MediaSum dataset, which consists of

95



oral interviews transcripts from both CNN and NPR for which we selected
the most prolific speakers. By limiting the ego network to its active part,
we recovered a complex structure (between 4 and 6 circles), similar to that
observed in the first two chapters, when compliance with the maximum
active size was implicit because of the smaller volume of words per ego. We
also proved that this maximum active size was stable over time and specific
to each person, which means that it may reflect a personal cognitive limit
in the use of one’s vocabulary. After a further analysis, we also confirmed
that the main structural properties of the active ego network of words for
both the Twitter/X datasets and the MediaSum dataset are the same as
those obtained in the previous two chapters. Indeed, the relative size of
ego network circles are similar, and in particular the two circles before the
outermost one account for consistently 30% and 60% of the words in the ego
network, whatever the number of circles. The scaling ratio (when considering
the circles of the ego network from the innermost one to the outermost one)
is also fairly stable, since with the exception of circle 1 and 2, this ratio is
around two for all datasets. This means that adding an external ring on
average doubles the size of the ego network. Finally, it is noteworthy that
these results were validated for both written and oral language production.
This means that these two types of communicative act, each with a different
physical manifestation, are subject to the same common cognitive limits,
linked to the storage and use of the mental lexicon.

There are many ways to further pursue the work carried out in this thesis.
The first way would be to extend the application scope of the ego network of
words, to test whether other modalities of language production are subject
to these cognitive constraints (and if so, to what extent). For example, one
could test the model on non-English datasets, and study whether languages
from the same family have a similar ego-network structure, such as the study
performed in [158] with Zipf rules on various European languages. The
spectrum of the communication medium can be extended by examining, for
instance, discord conversations [162] or Twitch livestream chat messages [141]
which correspond to new and complex patterns of conversation as a mixture
of public and interpersonal messages.

A second way to extend this research work would be to use the ego network
to compare the ego networks according to the authors’ or interlocutors’
individual properties. With the majority of the population having access
to the Internet, it is becoming increasingly easy to investigate linguistic
production as a function of age and socio-economic category. We could
also intersect our research with that carried out on social relations and
study the size of the ego network of words depending on the location of the
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interlocutor in the social ego network. Interpersonal language contains social
information about the level of intimacy [102] (in [129] the authors leverage
levels of uncertainty and swearing to predict the familiarity between two
interlocutors). In this way, an ego network of words (built for a particular
conversation), could be used as a microscope to identify structural and
semantic features of language in a specific context of use.

A third line of research to advance the work presented in this thesis
concerns the use of the ego network of words. We have described its structural
and semantic properties, but if the limits we have identified are indeed
the symptoms of human cognitive constraints, do they appear in artificial
language production? Due to the latest generative language models, it is
now very difficult to distinguish text written by a human from text written
by an AI, which opens up a whole new set of challenges in the field of bot
detection [166]. Knowing that the best models produce text with statistical
properties close to those produced by humans [37], our model, which is more
flexible than a simple Zipf law, can potentially be used to find weak signals
of suspicious patterns.
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A Supporting information

A.1 Data preprocessing: filtering out inactive Twitter/X
users

In order to be relevant to our work, a Twitter/X account must be an active
account, which we define as an account not abandoned by its user and that
tweets regularly. A Twitter/X account is considered abandoned, and we
discard it, if the time since the last tweet is significantly bigger (we set
this threshold at 6 months, as previously done also in [15]) than the largest
period of inactivity for the account. We also consider the tweeting regularity,
measured by counting the number of months where the user has been inactive.
The account is tagged as sporadic, and discarded, if this number of months
represents more than 50% of the observation period (defined as the time
between the first tweet of a user in our dataset and the download time). We
also discard accounts whose entire timeline is covered by the 3200 tweets
that we are able to download, because their Twitter/X behaviour might have
yet to stabilise (it is known that the tweeting activity needs a few months
after an account is created to stabilise).

A.2 Ruling out soft clustering for the creation of semantic
profiles

In discussed in Chapter 5, the hard clustering approach to topic extraction
yields many unassigned words (Table 4). We have thus also tested soft clus-
tering, where by each word occurrence is assigned, in any case, a probability
distribution of belonging to one of the 100 topics. In Fig 42 we plot the
fraction of the semantic profile covered by the top-x topics in the ring (where

top-x is computed based on the semantic profile P
(e)
r ). Unlike hard clustering,

soft clustering gives non-zero values to the least important topics of the ring.
While soft clustering allows us to include all tweets in our analysis, it has a
very negative side effect. As we show in the following of the section, very
generic topics become prevalent, and mask more characteristic topics that
hard clustering reveals, particularly for the innermost rings. Notice that this
side effect makes all rings look alike in terms of number of active topics, as
we can see from the fact that all distribution curves overlap in the right-hand
side plots of Fig 42.

To better investigate this aspect, we extract the important topics as
described in Section 5.3.3. With two classes (important vs non-important),
we obtain an average silhouette score of 0.9, confirming the good cluster
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Figure 42: Hard vs soft clustering. Fraction of the semantic profile
covered by the top-x topics in the ring, after hard (left) and soft (right)
clustering.

configuration. We show these results for the Journalists dataset but similar
conclusions can be drawn for the others. In Fig 43, we compare the level
of importance of the 5 most dominant topics in the dataset (those who are
important in the largest number of rings regardless of ego and ring rank),
in the case of soft clustering and hard clustering. The figure shows that
soft clustering allows some topics to dominate the whole Journalists dataset.
With soft clustering, topics 93, 51, 55, 95 and 72 are important for all six
rings (the ego line is filled with colored squares) of more than 50% of the
ego networks. This, instead, is not the case when using hard clustering. The
dominating topics in the case of soft clustering turn out being very generic
ones. This is confirmed by looking at the most characteristic words in these
topics in Table 14. For example topics 93 and 51, which were already among
the most frequent in the hard cluster case are omnipresent in the soft cluster
case, in addition to the topic 95 which is also generic but does not appear
in the case of the hard cluster. We can therefore conclude that the price of
a complete inclusion of tweets in our topic analysis through soft clustering
only increases the noise level for all ego networks, materialized by a set of
very generic topics that blur the real semantic characteristics of the rings.
This is why we decided to put aside the results related to the soft clustering,
in order to keep only the semantic distributions resulting from the hard
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Figure 43: Hard vs soft clustering: five most dominant topics. The
two figures show how the five most important topics in the Journalists dataset
are distributed, in the case of hard clustering (on the left) and soft clustering
(on the right). For each topic, a grid is drawn in which the colored square
means that the corresponding topic belongs to the most important topics
of ring X of the ego network Y. Those topics are important for all six rings
(the line is fully colored) for respectively 49%, 28%, 19%, 21%, 9% of all the
ego networks of the dataset for the hard clustered configuration (left) and
100%, 75%, 75%, 74%, 68% for the soft clustered configuration.

clustering of HDBSCAN. Note that, in light of these results, the fact that we
use only a small subset of available tweets does not impact on the relevance
of our analysis. What we exclude are the tweets related to “noise” topics,
in the sense that they are not able to strongly characterise the Twitter/X
behaviour of users, and we focus only on tweets that are strongly belonging
to topics, i.e., on the semantically characteristic part of users’ Twitter/X
activity. A consequence of this choice is that a tweet can only be associated
to one topic with hard clustering. However, if HDBSCAN assigns a tweet as
an outlier, it means that it is not close enough to any topic. Otherwise, it
considers the dominant topic. Finding a way to perform a finer analysis of
topics without adding too much noise is an interesting direction for future
work.
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A.3 Additional tables

Table 12: Hashtags, links, emojis in the datasets. In the process of word
extraction, the tweet is decomposed in tokens which are usually separated by
spaces. These tokens generally corresponds to words, but they can also be
links, emojis and others markers that are specific to the online language such
as hashtags. The table gives the percentage of hashtags, links and emojis,
which are tokens filtered out from the datasets.

Percentage of hashtags Percentage of links Percentage of emojis

Journalists 1.34 % 7.27 % 0.20 %

Science writers 3.47 % 8.02 % 0.55 %

Random users #1 16.84 % 6.97 % 5.21 %

Random users #2 7.20 % 6.42 % 4.60 %

Table 13: Example of word extraction results.

Original tweet content List of words after pre-processing

The @Patriots say they don’t spy anymore.
The @Eagles weren’t taking any chances. They
ran a ”fake” practice before the #SuperBowl

spy, anymore, chance, run, fake, practice

#Paris attacks come 2 days before world lead-
ers will meet in #Turkey for the G20. Will be
a huge test for Turkey.

attack, come, day, world, leader, meet, huge,
test, turkey

Latest garden species - the beautiful but de-
structive rosemary beetle, and a leafhopper
(anyone know if this can be identified to species
level from photo? Happy to give it a go)
#30DaysWild #MyWildCity #gardening

late, garden, specie, beautiful, destructive, rose-
mary, beetle, leafhopper, know, identify, specie,
level, photo, happy
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Table 14: Most characteristic words per topic. They are obtained with
a TF-IDF scoring.

Topic Characteristic words (TF-IDF)

64 new obama administration tax white house comey donald president trump

24 cook lunch like dinner cheese chicken restaurant pizza food eat

93 boston read old like summer blue think google vega know

62 gop house obamacare vote repeal cut health senate republican tax

51 past february day tennis sentence week yesterday month ago year

93 boston read old like summer blue think google vega know

51 past february day tennis sentence week yesterday month ago year

55 london orleans nyc brooklyn statue monument time confederate new york

95 happy nice kind christmas great glad love thanks good thank

72 sharif judge state case pakistan gay execution supreme court arkansas
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Table 15: Topics of the NYT journalists dataset. Most characteristic
words and distribution in rings.

Topic Characteristic words (TF-IDF) R1 R2 R3 R4 R5 R6

0 australia australian story indigenous new .006 .008 .009 .005 .005 .003

1 yankee baseball game pitch hit .010 .007 .011 .011 .012 .011

2 italian soccer migrant libyan team .009 .010 .004 .009 .004 .006

3 alabama governor senate robert moore .000 .001 .001 .003 .004 .005

4 horse derby kentucky win race .000 .002 .002 .003 .001 .004

5 apple mac use new silver .001 .003 .009 .005 .005 .006

6 midwest south city today times .013 .010 .010 .012 .014 .010

7 fox news pope fake vatican .015 .009 .010 .006 .006 .008

8 french election macron pen paris .000 .000 .008 .004 .002 .001

9 white shark nationalist president harvard .002 .003 .003 .005 .003 .003

10 black slave african american asian .014 .024 .021 .021 .022 .018

11 turkey turkish referendum protester president .001 .003 .004 .001 .002 .001

12 cat mouse kitten game bureau .001 .004 .006 .002 .004 .005

13 birthday happy halloween spring valentine .002 .001 .001 .003 .000 .001

14 sleep bed nap asleep bedtime .003 .004 .006 .007 .012 .007

15 phone sorry storm stuck quick .006 .014 .006 .007 .010 .009

16 german right english angela fluent .000 .001 .001 .000 .001 .001

17 football bowl super player anthem .004 .007 .008 .005 .006 .007

18 brazil president brazilian scandal rio .000 .003 .002 .003 .002 .004

19 flight plane fly helicopter passenger .002 .002 .002 .001 .002 .002

20 beer vest clock declare power .005 .006 .006 .009 .008 .005

21 dog pet puppy love good .004 .005 .006 .006 .005 .005

22 wine red carpet school good .007 .008 .008 .007 .006 .004

23 fish boat surf fishing sea .000 .000 .002 .001 .005 .001

24 eat food pizza restaurant chicken .001 .003 .004 .005 .008 .006

25 train subway station new delay .000 .003 .001 .003 .002 .004

26 canada canadian refugee indigenous new .001 .001 .002 .001 .001 .002

27 year minute yahoo day hour .014 .013 .011 .009 .006 .005

28 bear montana wolf colorado wood .003 .006 .003 .004 .004 .004

29 hockey game team stanley cup .000 .002 .001 .000 .001 .000

30 snow ice winter cold arctic .005 .005 .005 .003 .006 .008

31 texas special state education cap .008 .004 .005 .007 .006 .006

32 sunday saturday night morning monday .002 .002 .003 .003 .003 .004

33 friday thursday tuesday monday wednesday .002 .003 .016 .006 .006 .007

34 moon space alien planet earth .006 .004 .004 .006 .004 .005

35 japan abe japanese reactor scandal .003 .005 .013 .008 .010 .011

36 china chinese hong new robot .016 .007 .006 .006 .003 .007

37 north missile korean nuclear south .000 .000 .002 .001 .001 .001

38 basketball league source trade season .004 .006 .004 .002 .004 .003

39 sigh mike right wow know .005 .009 .005 .004 .003 .003

40 twitter social medium like live .003 .002 .003 .002 .002 .003

41 miss destroyer sailor collision ship .041 .048 .041 .039 .055 .046

42 day july today year hour .006 .006 .006 .007 .003 .003

43 movie watch film play episode .001 .001 .001 .001 .001 .001

44 lobbyist intend dislike implication apology .006 .016 .002 .002 .005 .002

45 california earthquake san francisco quake .009 .003 .002 .001 .000 .000

46 hurricane florida irma storm harvey .030 .046 .054 .069 .061 .066

47 prince woman crown ebony ballroom .015 .007 .010 .001 .006 .004

48 iran iranian deal nuke president .008 .004 .006 .005 .005 .005

49 syrian attack chemical strike weapon .001 .003 .013 .008 .005 .010

50 russian russia trump investigation election .001 .000 .002 .000 .002 .001
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51 year ago month yesterday week .009 .016 .013 .017 .010 .015

52 climate trump change paris cut .001 .002 .001 .002 .008 .003

53 climate change oil paris carbon .004 .002 .002 .001 .002 .002

54 tweet chronological good evergreen great .038 .018 .037 .039 .030 .024

55 york new confederate time monument .003 .002 .003 .003 .004 .008

56 tax estate cash bank fund .001 .004 .001 .003 .003 .002

57 famine south yemen cholera venezuelan .197 .147 .136 .121 .113 .127

58 listen book talk daily new .022 .009 .003 .014 .013 .014

59 morning tomorrow good trial page .007 .008 .006 .009 .011 .008

60 week hour month year marathon .010 .008 .010 .007 .008 .010

61 million year billion spend marijuana .004 .007 .006 .007 .007 .005

62 tax republican senate health cut .023 .017 .017 .025 .031 .021

63 school high homework student college .007 .008 .006 .006 .010 .008

64 trump president donald comey house .003 .005 .003 .002 .002 .003

65 big palestinian time read story .005 .002 .003 .006 .002 .005

66 fashion week mother wear model .006 .004 .008 .005 .005 .006

67 dress leather pink skirt gown .022 .022 .025 .026 .023 .029

68 tonight weekend atlanta bachelor georgia .000 .001 .001 .001 .001 .001

69 song hip rap rock hop .005 .001 .001 .000 .000 .001

70 broadway opera theater classical music .006 .012 .002 .002 .002 .003

71 dot reporter peer time .026 .017 .011 .021 .016 .017

72 arkansas court supreme execution gay .006 .012 .010 .012 .009 .010

73 sexual harassment woman accuse allegation .024 .034 .039 .024 .016 .025

74 wait bus happen mean depend .038 .010 .007 .003 .003 .002

75 send address question shoot reach .000 .000 .000 .001 .001 .001

76 car driver drive driving self .001 .003 .001 .001 .002 .001

77 eclipse solar total delete totality .029 .038 .040 .036 .037 .037

78 story news journalist accuse public .070 .071 .084 .085 .115 .104

79 suicide trial roy conrad carter .001 .003 .005 .005 .005 .006

80 die dead york robert roger .001 .001 .005 .008 .004 .003

81 roe squeamish lisa susan collins .002 .023 .005 .004 .005 .004

82 dislike unintended implication apology culture .007 .012 .010 .011 .009 .008

83 lady girl yes elizabeth finale .003 .004 .010 .008 .007 .007

84 book soon read write editor .003 .000 .000 .000 .000 .002

85 best great video love game .006 .012 .008 .010 .010 .012

86 bad terrible hate sorry awful .002 .005 .008 .005 .005 .006

87 drug police arrest jail gang .020 .016 .016 .014 .020 .020

88 kill militant police army congo .000 .003 .007 .005 .003 .005

89 agree tweet important fascinate interesting .001 .002 .002 .003 .002 .003

90 wrong bad argue moly mean .003 .005 .011 .011 .007 .010

91 love woman genius happy sandra .004 .005 .005 .005 .002 .004

92 yes true right joke correct .002 .001 .002 .004 .004 .003

93 know vega google think blue .011 .012 .011 .011 .015 .016

94 beautiful great cool gorgeous fun .010 .012 .005 .004 .008 .006

95 good love glad great christmas .024 .030 .015 .023 .019 .019

96 god know exactly gold yes .016 .013 .012 .009 .010 .008

97 tho alex come like pat .000 .002 .002 .003 .003 .002

98 kate congratulation diane karen welcome .018 .012 .014 .028 .016 .017

99 read share contact matt paul .003 .003 .003 .006 .003 .002
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Table 16: Topics of the science writers dataset. Most characteristic
words and distribution in rings.

Topic Characteristic words (TF-IDF) R1 R2 R3 R4 R5 R6

0 daily late luck today .002 .002 .002 .003 .000 .003

1 baseball game lacrosse football player .008 .008 .006 .007 .009 .011

2 follower week new canada right .014 .013 .011 .017 .013 .016

3 video subtitle individual anonymous credit .009 .005 .006 .002 .007 .005

4 aku morning good river countryside .000 .000 .000 .000 .000 .000

5 aku morning good lake photo .010 .004 .002 .004 .005 .002

6 badge earn level middle road .009 .022 .017 .009 .006 .005

7 web nature post life plastic .000 .000 .000 .000 .000 .000

8 essay environmental educator nature conservation .009 .008 .004 .006 .007 .006

9 daily late clow soon hourly .003 .003 .002 .005 .003 .003

10 submission album cheer shoot hello .018 .008 .014 .012 .019 .023

11 submission album cheer shoot hello .003 .008 .011 .007 .008 .008

12 poker play chess player best .011 .006 .006 .006 .005 .006

13 robot human killer new job .010 .008 .008 .005 .006 .007

14 year gorilla monkey story ape .003 .008 .008 .007 .006 .007

15 white male quote diversity cause .004 .010 .010 .016 .015 .016

16 christmas holiday year tree festive .034 .049 .033 .045 .044 .056

17 plane flight fly spy airplane .001 .005 .003 .005 .003 .004

18 eclipse space moon earth solar .004 .002 .003 .002 .003 .003

19 african ancient beard genome revisit .002 .003 .004 .008 .008 .005

20 air asthma pollution risk city .003 .002 .002 .002 .002 .002

21 coffee shop drink caffeine cup .024 .029 .022 .047 .029 .031

22 drink beer brewery beach ale .001 .000 .000 .000 .000 .000

23 china chinese european scientific british .003 .006 .003 .003 .002 .002

24 morning good perambulation wake bob .003 .007 .009 .006 .011 .007

25 week virology new wildlife picture .000 .000 .001 .000 .000 .001

26 negotiation britain tax british european .013 .017 .007 .009 .005 .005

27 car driving self auto test .046 .038 .038 .025 .027 .026

28 happy birthday year mother wedding .004 .004 .008 .005 .004 .008

29 twitter mention reach social medium .003 .004 .003 .003 .004 .003

30 apple mobile search phone new .008 .005 .006 .007 .005 .009

31 weekly microbiology science episode new .000 .001 .000 .001 .000 .000

32 social medium fake news combat .011 .012 .011 .008 .009 .007

33 record hot year high warm .039 .029 .043 .056 .050 .056

34 journalist join hear sally tonight .007 .010 .007 .012 .009 .011

35 prize chemistry win medicine physiology .006 .005 .008 .005 .005 .006

36 chicken meat eat animal barn .000 .004 .003 .007 .004 .004

37 sleep bed night nap dream .034 .036 .013 .015 .015 .018

38 earthquake quake tsunami seismic big .003 .006 .009 .005 .005 .005

39 ice arctic winter snow antarctica .005 .011 .009 .007 .007 .008

40 canada canadian maple citizenship government .005 .005 .012 .011 .006 .009

41 california wildfire northern burn flee .004 .013 .006 .005 .009 .008

42 hurricane storm flood rain irma .006 .008 .012 .009 .009 .010

43 old fossil human year ancient .001 .004 .005 .004 .007 .005

44 frog otter snake amphibian rid .069 .067 .071 .067 .076 .075

45 pterosaur skull crest cornified animal .005 .002 .003 .004 .003 .001

46 bird spider bat flower moth .004 .009 .014 .011 .012 .015

47 dinosaur fossil bird mammal discover .119 .107 .146 .137 .148 .142

48 shark whale sea fish ocean .002 .002 .005 .004 .004 .006

49 bear wolf polar kill rhino .006 .007 .008 .008 .010 .011

50 dog puppy good breed love .002 .002 .003 .002 .001 .001
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51 chocolate eat pizza pie cheese .002 .003 .003 .002 .002 .003

52 food delicious fortune restaurant love .009 .002 .003 .003 .002 .002

53 cat dog kitten like think .037 .039 .032 .032 .035 .035

54 rule tobacco regulatory million health .000 .000 .000 .000 .000 .000

55 year time hour paper china .008 .007 .007 .007 .004 .002

56 woman award stem girl winner .001 .002 .003 .003 .002 .004

57 editor story wired write business .041 .033 .043 .044 .038 .041

58 car bicycle bike crash driving .001 .002 .002 .001 .004 .002

59 solar power wind energy electricity .000 .000 .000 .000 .000 .000

60 american america black prescription slavery .001 .001 .005 .003 .004 .006

61 die child woman bad parent .020 .011 .008 .009 .013 .011

62 health medical care patient doctor .009 .005 .014 .007 .007 .010

63 photo pic sharpen color apply .004 .005 .007 .007 .007 .008

64 cancer new cell mouse disease .004 .002 .001 .003 .008 .005

65 chromosome human horse embryo gene .003 .005 .006 .004 .003 .003

66 republican senate house senator white .017 .008 .008 .009 .007 .006

67 year day week halloween time .002 .000 .000 .002 .001 .000

68 trump administration president climate donald .002 .005 .002 .004 .003 .003

69 nuclear north weapon war iran .003 .006 .001 .003 .003 .002

70 coal oil climate fuel kentucky .004 .004 .012 .005 .012 .006

71 climate change carbon scientist report .007 .003 .003 .003 .004 .005

72 defense arrive plant episode week .001 .008 .009 .005 .007 .006

73 kill police murder arrest officer .010 .009 .011 .012 .009 .007

74 documentary film watch new series .013 .014 .003 .005 .002 .001

75 year end hour ago chronicle .000 .000 .000 .000 .000 .000

76 send address dot touch chat .004 .002 .001 .003 .002 .004

77 science donation match great recur .009 .003 .004 .005 .006 .008

78 like good way think know .001 .004 .002 .003 .003 .001

79 boston stereo arena queen wed .021 .016 .008 .010 .009 .008

80 great year sing night happy .000 .001 .007 .003 .006 .001

81 night stream miss catch tonight .005 .004 .006 .005 .005 .004

82 week month year new tomorrow .001 .005 .005 .004 .004 .003

83 science student school week scientist .006 .020 .011 .013 .019 .010

84 sunday saturday night come need .053 .041 .044 .032 .037 .029

85 thursday friday join wednesday tuesday .001 .001 .002 .002 .002 .002

86 science sexual harassment obituary journalism .011 .011 .005 .008 .007 .006

87 community follow rank step work .010 .007 .012 .010 .009 .012

88 free article site tweet want .011 .009 .008 .006 .009 .006

89 book read weekend science journal .000 .000 .000 .000 .000 .000

90 mean think worry thing point .000 .004 .001 .002 .004 .004

91 know right sure check want .012 .020 .008 .010 .006 .009

92 bad people medium crazy like .003 .001 .001 .001 .001 .001

93 sorry bad terrible sad weird .038 .023 .023 .031 .021 .020

94 god nope test idea know .015 .014 .011 .009 .012 .009

95 yes agree wow mean whoa .005 .007 .008 .012 .009 .011

96 glad kind great love enjoy .000 .004 .003 .006 .001 .001

97 good awesome love cool nice .002 .001 .003 .002 .003 .002

98 fan week big congratulation mull .000 .000 .000 .000 .000 .000

99 bless andy congratulation paul mate .003 .003 .004 .003 .003 .002
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Table 17: Topics of the random users #1 dataset. Most characteristic
words and distribution in rings.

Topic Characteristic words (TF-IDF) R1 R2 R3 R4 R5 R6

0 twitter mention reach week like .003 .002 .002 .002 .003 .002

1 automatically unfollowed check follow people .005 .004 .008 .004 .005 .004

2 natural naturally soon tune launch .004 .005 .005 .004 .005 .005

3 post photo atlantic raw valley .011 .012 .012 .015 .017 .017

4 week fan big boy great .001 .001 .001 .001 .001 .001

5 replacement screen ram core battery .005 .004 .005 .005 .005 .006

6 practice spanish read news post .007 .007 .007 .007 .008 .008

7 bristol story chronicle daily include .001 .001 .001 .001 .001 .001

8 cannabis marijuana medical weed industry .002 .002 .002 .003 .004 .003

9 australia visa immigration australian apply .006 .002 .002 .001 .001 .001

10 alert trance dance hit triple .007 .007 .007 .005 .005 .005

11 hire job post pro apply .000 .002 .001 .002 .004 .004

12 music available game prophesy gospel .000 .002 .002 .002 .002 .002

13 happy peep good thanksgiving holiday .022 .025 .029 .028 .026 .025

14 canada immigration apply express entry .011 .013 .006 .004 .005 .006

15 visit information weekly clue chat .001 .003 .001 .001 .001 .001

16 track rock follower today outlaw .001 .002 .002 .003 .004 .004

17 late daily innovative horse source .005 .004 .004 .005 .004 .004

18 moon space mar astronaut mission .009 .004 .004 .002 .002 .001

19 road gold world win champ .021 .017 .013 .012 .008 .009

20 link subscribe click channel registration .003 .005 .005 .005 .004 .005

21 red blue sugar mug titan .003 .003 .004 .004 .005 .004

22 catholic priest pope church prayer .000 .000 .001 .001 .001 .001

23 trading risky suitable net close .003 .002 .003 .003 .003 .005

24 life sunday breath coach insurance .004 .007 .005 .005 .005 .004

25 god lord jesus christ unto .005 .003 .003 .003 .002 .002

26 associate page log principal excerpt .001 .002 .003 .002 .002 .003

27 amazon offer bank discount author .029 .020 .017 .012 .014 .011

28 phone car tune today mobile .006 .003 .007 .008 .009 .011

29 car hire plate vat drive .006 .008 .011 .007 .008 .009

30 christmas merry gift festive day .001 .003 .003 .003 .005 .005

31 friday weekend happy day halloween .001 .001 .001 .001 .002 .002

32 tea beer drink come brewery .001 .001 .001 .001 .002 .001

33 yoga teacher japanese meditation training .006 .006 .007 .006 .007 .006

34 life weight lose people think .017 .016 .016 .018 .018 .019

35 black white american fear legging .008 .010 .009 .008 .009 .008

36 today evangelist shower angela help .009 .009 .012 .013 .013 .014

37 thing dream life right time .020 .028 .026 .027 .029 .029

38 monday week morning happy good .004 .006 .009 .007 .007 .007

39 coffee cup morning good day .009 .017 .009 .007 .005 .005

40 password best wednesday frustration day .004 .003 .004 .004 .004 .003

41 dog pet puppy love dane .006 .003 .004 .004 .005 .004

42 cat kitten home lover happy .009 .008 .011 .013 .013 .014

43 apply badge level earn job .019 .006 .006 .004 .003 .003

44 tuesday today day good life .004 .006 .005 .006 .005 .005

45 food breakfast eat recipe chris .013 .017 .015 .019 .022 .021

46 cake chocolate cream ice birthday .006 .006 .009 .006 .006 .008

47 look nice delicious yummy forward .006 .005 .008 .008 .009 .011

48 flight dana fly update gate .009 .008 .009 .010 .008 .010

49 chicken curry lunch green menu .005 .005 .003 .004 .003 .004

50 follow hey kindly smile fib .010 .009 .011 .013 .011 .010
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51 bedroom home house pool village .031 .032 .036 .035 .034 .034

52 shop fashion dress wedding buy .008 .008 .006 .005 .007 .005

53 cricket win match wicket cup .005 .004 .004 .005 .004 .004

54 win rocket game final score .001 .001 .001 .001 .001 .001

55 basketball football team game soccer .055 .051 .056 .055 .053 .057

56 beautiful cute hope bird look .004 .001 .001 .001 .001 .001

57 sorry inconvenience contact hear team .006 .006 .008 .008 .006 .007

58 sleep bed night wake nap .005 .006 .006 .006 .007 .005

59 winter snow cold ski rain .002 .001 .002 .003 .002 .002

60 tonight winner night win ticket .013 .011 .008 .009 .006 .006

61 connect let follow group family .008 .009 .009 .010 .011 .011

62 social medium hilarious engagement marketing .010 .004 .005 .003 .002 .002

63 live music official video bad .022 .024 .025 .027 .029 .025

64 dance befit class studio join .001 .001 .001 .002 .002 .002

65 video learn color alphabet child .006 .006 .006 .006 .005 .006

66 content write writer currently start .011 .010 .009 .009 .009 .007

67 climate east change late south .057 .038 .036 .033 .033 .035

68 stay park hostel hotel board .015 .022 .019 .024 .020 .019

69 oil climate join fossil fuel .089 .103 .104 .106 .098 .093

70 birthday happy wish bless year .009 .006 .009 .006 .007 .006

71 morning good golf bless day .008 .009 .008 .008 .010 .008

72 address send hello look certainly .001 .001 .001 .001 .001 .002

73 staff dudley health nurse mental .008 .010 .011 .011 .010 .011

74 vulnerable rat outstanding agency child .002 .002 .004 .005 .007 .006

75 help miss autism interested locate .004 .006 .003 .003 .003 .003

76 tutor tip directory literacy foot .003 .001 .001 .002 .001 .001

77 cancer patient therapy cell treatment .006 .003 .000 .000 .000 .000

78 west movie blast film watch .023 .022 .026 .026 .026 .024

79 million year store billion investment .001 .002 .001 .001 .001 .001

80 new salary happy year profile .002 .001 .002 .003 .002 .002

81 appreciate share shout homeless tweet .003 .002 .002 .002 .002 .002

82 school exam dismissal free generate .016 .021 .019 .019 .018 .017

83 mother brother son queen love .011 .012 .013 .015 .016 .017

84 book savvy silly society update .004 .004 .004 .004 .005 .005

85 woman ass sexy sensual sophisticated .015 .018 .018 .018 .014 .015

86 day verse valentine great grateful .002 .002 .003 .003 .001 .002

87 cloud marketing digital network robot .106 .105 .104 .107 .111 .111

88 career business support information employer .001 .003 .002 .002 .001 .002

89 year wait month code week .006 .009 .007 .005 .005 .004

90 welcome sacrifice salute nancy champagne .009 .010 .014 .015 .015 .016

91 love congratulation feedback great hug .003 .005 .005 .004 .004 .004

92 creation awesome create think look .018 .019 .020 .021 .024 .025

93 india anniversary indian birth kashmiri .017 .013 .009 .008 .007 .008

94 amen preach word naa ouch .004 .004 .005 .005 .006 .006

95 dream true agree old believe .003 .003 .003 .005 .005 .004

96 vote know people hold yes .006 .009 .008 .008 .011 .012

97 trump president russia hillary lawyer .007 .004 .007 .006 .006 .005

98 arrest police man kill murder .000 .001 .001 .002 .001 .002

99 bad sad disrespectful awful disgust .000 .000 .000 .000 .000 .000
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Table 18: Topics of the random users #2 dataset. Most characteristic
words and distribution in rings.

Topic Characteristic words (TF-IDF) R1 R2 R3 R4 R5 R6

0 temp sea pressure rain weather .008 .009 .012 .012 .011 .011

1 job check nurse advisor ref .002 .004 .006 .003 .006 .006

2 data storage file holiday song .004 .007 .011 .007 .006 .007

3 morning good kevin steve vacancy .019 .013 .015 .018 .014 .014

4 live saturday stream masquerade laugh .011 .010 .009 .008 .007 .004

5 jump long pit radio runway .002 .005 .004 .005 .002 .002

6 pitch synthetic turf artificial sport .006 .008 .006 .008 .009 .007

7 market sign september risk easy .000 .000 .000 .000 .000 .000

8 consultant resin sport pitch flooring .009 .012 .013 .008 .007 .008

9 aquarius sensational today seventy happen .017 .021 .019 .016 .019 .022

10 playground marking key stage game .012 .013 .009 .017 .011 .013

11 gallery collection art contemporary home .006 .002 .002 .003 .002 .002

12 cancer mouth breast research today .005 .008 .010 .007 .008 .008

13 safety train air cylinder pneumatic .019 .021 .019 .020 .020 .017

14 trade wale choose big car .006 .005 .004 .005 .004 .006

15 beautiful cute look amaze adorable .066 .057 .063 .077 .072 .075

16 manager director yoga technical executive .008 .011 .007 .006 .008 .011

17 course training certificate lunch click .005 .007 .004 .004 .004 .005

18 news north northern west warrior .040 .042 .045 .045 .050 .043

19 mobility product salary showroom look .002 .002 .002 .002 .003 .003

20 china chinese outbreak congo measles .022 .021 .022 .023 .023 .021

21 ref level surfacing sale representative .009 .010 .013 .009 .009 .007

22 interview job excellent benefit tip .001 .002 .003 .003 .002 .002

23 truck law year new minute .015 .017 .013 .011 .008 .008

24 privacy place data speaker security .011 .009 .010 .011 .012 .011

25 rule entry voucher submit year .007 .008 .007 .005 .007 .006

26 late daily predator bullet pip .001 .002 .002 .003 .003 .003

27 twitter mention reach week like .019 .018 .020 .021 .022 .018

28 birthday happy hope soon wish .003 .003 .004 .005 .005 .006

29 cheer agree true baby mate .004 .005 .004 .004 .004 .004

30 hockey court tennis final surface .003 .002 .002 .002 .004 .002

31 free instant horse audit tip .001 .000 .000 .000 .001 .000

32 branch rate store available buy .000 .000 .000 .000 .000 .000

33 support help child people sport .011 .017 .013 .010 .014 .014

34 tropical storm thunderstorm weather rain .010 .009 .009 .010 .012 .009

35 sleep bed night nap asleep .003 .002 .002 .004 .002 .002

36 property bedroom tax station family .018 .011 .005 .004 .004 .005

37 ship cruise new marine boat .019 .028 .029 .033 .037 .033

38 new star review unit charge .003 .004 .003 .003 .003 .004

39 wine competition enter medal sommelier .004 .004 .003 .006 .004 .005

40 cost value low decision help .007 .007 .008 .010 .009 .007

41 coffee tea cup lunch grandma .003 .004 .003 .004 .004 .005

42 christmas merry gift year festive .047 .041 .052 .054 .042 .051

43 click link workshop business poetry .040 .040 .043 .040 .046 .042

44 night tonight bar drink beer .006 .005 .006 .006 .007 .006

45 number guide model mary information .033 .022 .015 .016 .010 .012

46 cat kitten bruce love like .049 .037 .053 .052 .054 .057

47 food farm production course eat .002 .005 .001 .001 .002 .001

48 attack data breach security user .024 .039 .043 .041 .038 .035

49 garden summer plant grow flower .005 .004 .005 .007 .008 .008
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50 dog puppy pet guide animal .007 .006 .003 .004 .003 .005

51 pizza chicken cheese meat sausage .004 .005 .005 .004 .005 .004

52 miss today gemini watch courtesy .007 .004 .007 .008 .006 .007

53 health mental cigarette tobacco cricket .001 .001 .002 .002 .001 .001

54 brain injury scientist researcher science .000 .002 .001 .000 .001 .001

55 climate green change carbon environmental .022 .009 .009 .005 .007 .006

56 fisherman fish beanie fishery marine .005 .001 .002 .001 .002 .001

57 photo learn range support publish .015 .018 .018 .016 .019 .017

58 follow automatically unfollowed check person .001 .003 .002 .002 .002 .002

59 movie game best funny hot .001 .000 .001 .001 .001 .000

60 happy car customer new trade .004 .004 .004 .006 .005 .005

61 shower black halloween dance look .010 .011 .010 .010 .012 .013

62 ray order edition release win .026 .029 .028 .030 .030 .035

63 tomorrow evening close support message .006 .005 .005 .007 .004 .005

64 ticket tour sale wait announce .002 .006 .008 .007 .006 .006

65 music album new single pic .011 .011 .010 .011 .012 .013

66 monday wednesday tuesday flight fly .021 .018 .019 .022 .019 .023

67 friday library thursday fact hub .005 .008 .009 .007 .008 .007

68 pisces scorpio virgo aries stop .004 .005 .004 .004 .005 .006

69 rugby story world news cup .012 .008 .007 .006 .007 .007

70 red player play win game .003 .003 .004 .002 .002 .002

71 football league weekend win round .010 .011 .012 .012 .013 .014

72 model age commercial shoot female .014 .013 .008 .005 .004 .004

73 trump donald president like america .002 .005 .006 .006 .008 .008

74 school bullying start change cover .005 .010 .009 .007 .010 .009

75 student need require math support .002 .003 .002 .002 .002 .003

76 congratulation award woman queen category .006 .007 .007 .008 .007 .006

77 sorry order address number hear .005 .002 .002 .002 .001 .001

78 update android store form creator .005 .005 .005 .005 .008 .006

79 day valentine today good happy .019 .014 .013 .012 .013 .010

80 cement airport retail duty travel .002 .002 .002 .002 .003 .002

81 month year week contract sunday .006 .012 .009 .008 .007 .005

82 business parent feature social medium .003 .004 .003 .002 .002 .002

83 bank payment launch platform banking .009 .008 .006 .006 .007 .006

84 week hour month image shot .017 .017 .015 .020 .016 .018

85 leadership development network skill leader .003 .005 .005 .005 .005 .003

86 hug paw love send david .003 .005 .003 .003 .004 .003

87 police man old jail arrest .012 .012 .010 .010 .010 .010

88 road car driver vehicle cyclist .012 .010 .008 .008 .008 .008

89 car race drive raceway driver .017 .014 .013 .009 .011 .006

90 vote boris deal labour party .001 .002 .002 .002 .003 .004

91 tip time management try start .006 .010 .011 .007 .009 .016

92 address send password congratulation number .007 .010 .009 .007 .007 .008

93 bad hate sad sorry wrong .004 .005 .005 .005 .006 .006

94 subscription address sorry hear look .001 .001 .002 .001 .001 .002

95 echo team sorry touch order .003 .002 .002 .002 .004 .004

96 dont think know game like .011 .011 .005 .006 .004 .005

97 love sun island change book .002 .003 .003 .004 .003 .005

98 big follower fan week share .010 .005 .006 .006 .007 .007

99 yes yeah xmas amen everyday .007 .005 .009 .007 .006 .004110
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Table 19: Distribution of the optimal number of layers at each iteration of
our recursive method on the NYC dataset. Each row contains egos with
different numbers of total iterations, respectively 0, 1, and 2.

No cut 1st iteration 2nd iteration

2 3 4 5 6
Number of layers 

0

10

20

30

40

50

Co
un

t

2 3 4 5 6 7
Number of layers 

0

5

10

15

20

25

30

35

Co
un

t

1 2 3 4 6
Number of layers 

0

10

20

30

40

Co
un

t

2 3 4 5 6 7
Number of layers 

0

5

10

15

20

Co
un

t

2 3 4 5 6 7
Number of layers 

0

5

10

15

20

25

Co
un

t

Table 20: Distribution of the optimal number of layers at each iteration of
our recursive method on the Science Writers dataset. Each row contains egos
with different numbers of total iterations, respectively 0, 1, and 2.

111



No cut 1st iteration 2nd iteration 3rd iteration

1 2 3 4 5 6 7
Number of layers 

0
20
40
60
80

100
120
140

Co
un

t

1 2 3 4 5 6 7 8 9
Number of layers 

0

20

40

60

80

100

120

Co
un

t

1 2 3 4 5 6 7
Number of layers 

0

20

40

60

80

100

120

140

Co
un

t

1 2 3 4 5 6 7 8
Number of layers 

0

20

40

60

80

Co
un

t

2 3 4 5 6 7 8 9
Number of layers 

0

20

40

60

80

100

Co
un

t

1 2 3 4
Number of layers 

0

10

20

30

40

50

Co
un

t

1 2 3 4 5 6
Number of layers 

0

5

10

15

20

25

30

Co
un

t

2 3 4 5 6 7
Number of layers 

0

5

10

15

20

Co
un

t

2 3 4 5 6 7 8
Number of layers 

0

5

10

15

20

25

30

35

Co
un

t

Table 21: Distribution of the optimal number of layers at each iteration of
our recursive method on the Random #1 dataset. Each row contains egos
with different numbers of total iterations, respectively 0, 1, 2, and 3.
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Table 22: Distribution of the optimal number of layers at each iteration of
our recursive method on the Random #2 dataset. Each row contains egos
with different numbers of total iterations, respectively 0, 1, 2, and 3.
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and Robin IM Dunbar. Orbital prefrontal cortex volume predicts social
network size: an imaging study of individual differences in humans.
Proceedings of the Royal Society of London B: Biological Sciences,
279(1736):2157–2162, 2012.

[137] David Premack and Guy Woodruff. Does the chimpanzee have a theory
of mind? Behavioral and brain sciences, 1(4):515–526, 1978.

[138] Qingqing Qu, Qingfang Zhang, and Markus F Damian. Tracking the
time course of lexical access in orthographic production: An event-
related potential study of word frequency effects in written picture
naming. Brain and language, 159:118–126, 2016.

[139] Milos Radovanovic, Alexandros Nanopoulos, and Mirjana Ivanovic.
Hubs in space: Popular nearest neighbors in high-dimensional data.
Journal of Machine Learning Research, 11(sept):2487–2531, 2010.

125



[140] Francesco Ricci, Lior Rokach, and Bracha Shapira. Introduction to
recommender systems handbook. In Recommender systems handbook,
pages 1–35. Springer, 2011.

[141] Charles Ringer, Mihalis Nicolaou, and James Walker. Twitchchat: A
dataset for exploring livestream chat. In Proceedings of the AAAI Con-
ference on Artificial Intelligence and Interactive Digital Entertainment,
volume 16, pages 259–265, 2020.

[142] Peter J Rousseeuw. Silhouettes: a graphical aid to the interpretation
and validation of cluster analysis. Journal of computational and applied
mathematics, 20:53–65, 1987.
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