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1
Introduction

In the last few decades, we have been witnessing an explosive development of supercon-
ducting circuits which has reached a point where quantum effects and phase coherence
are routinely exploited in many areas of quantum technologies, from quantum comput-
ing and simulation to standards for fundamental metrology. Underlying this develop-
ment is the Josephson effect, the most famous phenomenon in mesoscopic supercon-
ductivity, in which a dissipation-free current flows through an oxide barrier between
two superconducting electrodes even in the absence of a voltage bias. Despite the pre-
dominance of tunnel junctions in the history of Josephson effect studies, since the late
1960s considerable attention has been paid to junctions with non-tunnel conductivity,
generally known as weak-links, consisting of metals, semiconductors, two-dimensional
materials or geometric constrictions of a homogeneous superconductor. Although it
took nearly 30 years to develop amicroscopic transport theory able to treat these various
weak-links in a unified way, even todaymany open questions remain and the application
of non-tunnel weak-links to superconducting circuits is still in its infancy.

This thesis investigates both fundamental aspects and applications of superconduct-
ing circuits employing Josephson weak-links made up of semiconducting and metallic
materials. The thesis is structured as follows:

• Chapter 2 serves as an introduction to the fundamental theoretical concepts that
are crucial to comprehend the subsequent works in the context of superconducting
circuits. We provide an overview of the concepts of mesoscopic superconductivity
and Josephson weak-links. We strive to avoid deep formalism in favor of a more
readable work, which highlights the most important aspects and the great variety
and richness that the field can offer.

• Chapter 3 focus on the experimental methods that have contributed to all the ex-
perimental activity presented in this thesis. We will introduce low-noise and low-
temperature electronic measurements and guide the reader through the experi-
mental workflow necessary for working with superconducting quantum devices.
Using my first-hand experience and the guidance of my senior coworkers, we will
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10 1. IntRoduction

motivate the choices we have made and highlight the advantages and potential
areas for improvement.

• In Chapter 4, we present the first experimental work on the realization of a Joseph-
son phase battery, a device that provides a persistent phase shift to the supercon-
ducting order parameter similarly to what a classical battery does with the voltage
in an electronic circuit. The phase battery consisted of a single InAs nanowire em-
bedded in an aluminum superconducting quantum interference device in which it
was possible to induce an anomalous Josephson phase. The amplitude of the shift
is consistent with the theoretical predictions and we revealed the odd parity with
respect to the magnetic field for the first time.

• In Chapter 5, we investigate the half-integer Shapiro steps in an InSb nanoflag
junction. The ballistic transport and low dimensionality of these nanoflags show
some peculiar transport features, with the coexistence of short and long conduct-
ing channels. We investigated the device response under microwave irradiation,
and unexpectedly observed strong half-integer Shapiro steps. We attribute our
findings to a non-equilibrium quasiparticle distribution in the nanoflag, which is
responsible for the double-periodic Josephson relation.

• Chapter 6 explores the impact of strong electric fields on superconducting con-
strictions, such as Dayem-bridges, in the context of the ongoing debate on gate-
induced suppression of superconductivity. We measure the change in impedance
of metallic weak-links embedded in coplanar based microwave resonators in the
presence of intense electric fields. Our results can be understood in terms of a gate
leakage-related mechanism, with hints suggesting the propagation of phonons ex-
tending throughout the chip area. We also conduct a systematic review of new and
published results on similar wires in a meta-analysis, which highlights various as-
pects of the gating phenomenon.

• Chapter 7 explores potential applications of superconducting circuits for thermal
transport, especially photonic heat rectification. We present a theoretical model of
a quantum heat diode composed of two entangled flux qubits and two heat baths,
and show how the rectification factor can be manipulated by tuning the qubits
interaction and the baths couplings. Our work belongs to the emerging field of
superconducting circuit quantum thermodynamics, with the potential to explore
quantum heat transport with high accuracy and tunability.



2
THeoretical background

2.1. WeaK-linKs
Superconducting weak-links are critical components in superconducting circuits. In the
broadest sense, a weak-link is a portion of a superconducting circuit where the criti-
cal current is locally suppressed compared to neighboring regions, which allows for the
accumulation of a phase gradient between the two ends. There are several physical im-
plementations of weak-links, such as insulating barriers, point contacts, geometric con-
strictions, and hybrid structures based on normal metals, ferromagnets, semiconductors,
quantum dots, and more (as depicted in Fig. 2.1a).

The supercurrent IJ flowing across a weak link is a function of the macroscopic and
gauge-invariant phase difference φ across its boundaries. This functional dependence is
called the Current-Phase Relation, denoted as CPR [1, 2] .

Josephson’s original prediction was that a sinusoidal supercurrent of maximal ampli-
tude Ic would result from the phase difference φ across the superconducting electrodes
of a superconductor-insulator-superconductor (SIS) junction, represented as IJ(φ) =
Ic sin(φ) [3]. In general, the shape of the CPR for a weak-link made of non-insulating
materials depends on its specific implementation and is expressed as a sum of multiple
harmonics with different weights Ic,n and phase shifts φ0,n, as given by

IJ(φ) =
∑
n

Ic,n sin(nφ+ φ0,n), (2.1)

where the phase terms φ0,n vanishes in the presence of time-reversal symmetry (and
will be discussed in the following).

While the specific form of the weak-link may impact the functional dependence of
the CPR, the voltage drop across the junction is expressed as:

V=
h̄

2e

dφ

dt
(2.2)

This expression arises from the temporal evolution of the phase difference between two
Cooper condensates at different chemical potentials and is commonly referred to as the
AC Josephson effect.

11



12 2. TheoRetical bacKgRound

SNSSIS SS’S
Superconductor-Insulator-Superconductor Superconductor-Normal conductor-Superconductor Superconductor-Superconductor-Superconductor

a)

b)

Figure 2.1: a) Illustrations of different implementations of weak-links. b) Schematic representa-
tion of the Andreev reflection process.

The free energy of the weak-link, E(φ), can be determined by integrating the CPR
with respect to phase, and conversely, the supercurrent corresponds to the slope of the
phase-dependent free energy:

E(φ) =

∫
IV dt =

h̄

2e

∫
dφIJ(φ) IJ(φ) =

2e

h̄

∂E(φ)

∂φ
(2.3)

For a sinusoidal CPR, E(φ) has the simple form E(φ) = −EJ cos(φ) with EJ =
h̄Ic/2e the Josephson energy. The standard junction has an energy minimum at φ = 0,
when there is no current flowing across the junction.

The modern description of the Josephson effect relies on the existence of bound
states in the weak-link, called Andreev bound states (ABSs). Reflections of quasiparticles
at the superconductor-interfaces lead to the formation of spatially localized electronic
states. [2, 4, 5] These quasiparticle states transfer Cooper pairs across the junction in
form of counter-propagating electron-hole pairs, as illustrate in Fig. 2.1b. Due to the
electron-hole symmetry, the ABSs come in pairs, one state has negative energy E−

n and
the other has positive energy E+

n , where the specific transport channel is denoted by n.
Each occupied state carries current proportional to the slope of its energy spectrum and
the sum over the set of all channels defines the total supercurrent:

IJ(φ) =
2e

h̄

∑
n

f(E±
n )
∂E±

n

∂φ
, (2.4)

where the functional f(E±
n ) describes the occupation of the nth Andreev bound state

and, at equilibrium, is given by the Fermi-Dirac distribution. At zero temperature and
in absence of perturbations, all ABSs with negative energies are occupied (f(E−

n) = 1),
while all ABSs with positive energies are empty (f(E+

n ) = 0), resulting in a constant
occupation of the ABS spectrum in the ground state.
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δE

a)

b) c)

Figure 2.2: a) CPRs at T = 0 for a single channel ABS for different values of transparency
τ . b) Phase-dependent energy spectrum for the same values of τ . At T = 0, only states at
negative energies are occupied. The amplitude δE quantifies the minimum transition energy,
which vanishes at τ = 1. c) Temperature dependence of the critical current, extracted as Ic =
maxφ IJ , for the same values of τ .

2.2. SNS junctions
Thephase-dependent behavior of theABS spectrum in a superconductor-normal conductor-
superconductor (SNS) junction is intricately influenced by various factors, like its geom-
etry, the specific material properties, or the presence of external fields. Of particular
significance is the regime in which the junction operates, i.e., short or long with respect
to the superconducting coherence length, as well as the nature of transport, whether it
is ballistic or diffusive. In SNS junctions, the key energy scales that come into play are
the superconducting gap∆ in the leads and Thouless energy ETh of the normal region,
representing the inverse of the average transition time through the junction. For ballis-
tic transport,ETh is given byETh = h̄vF /L, where vF is the Fermi velocity andL is the
junction length, whereas for diffusive transport in d dimensions, it is ETh =

√
h̄D/L2,

where D = vF le/d is the diffusion coefficient and le the electron mean free path. The
relative amplitude of ∆ and ETh is determining the junction behavior, whether it be-
haves as a short junction (L≪ ξ, or equivalently,ETh ≫ ∆) or a long junction (L≫ ξ,
or ∆ ≫ ETh), where ξ is the superconducting coherence length given by ξ = h̄vF /∆
for ballistic transport and ξ =

√
h̄D/∆ for diffusive transport.

2.2.1. ShoRt junction limit
In the short junction limit (ETh ≫ ∆), the ABS energies have the well-known expres-
sion E±

n (φ) = ±∆
√
1−τn sin2(φ/2), where τn is the transmission probability of the

nth channel. [4, 5] Thus, the ABS spectrum strongly depends on the transparency dis-
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a)

b) c)

Figure 2.3: a) CPR calculated for a diffusive point contact at various temperatures using
Dorokhov’s distribution function shown in the top right inset. b) Energy distribution of the phase-
modulated spectrum of the ensemble of ABSs contributing to the supercurrent, with denser spec-
tra for τ = 0 and τ = 1. c) Temperature dependence of IC is shown, with the individual traces
in (a) color-coded based on the gradient shown.

tribution, which further defines the transport regime. Applying Equation 2.4 and using
the Fermi-Dirac distribution f(E±

n ) = 1

eE
±
n /kBT+1

, it is straightforward to arrive at the
expression:

IJ(φ) =
e∆2

2h̄

∑
n

τn sinφ
En(φ)

tanh En(φ)

2kBT
. (2.5)

Figure 2.2 shows the energy dispersion, the corresponding CPRs at T = 0 and the
temperature dependence of the critical current IC = maxφ IJ for a single (n = 1) ABS
of different transparency values τ .

In the tunnel regime (τ ≪ 1), the CPR reduces to the Josephson sinusoidal CPR given
by theAmbegaokar-Baratoff formula IJ(φ) = IC sinφ, with IC = (e∆τ/2h̄) tanh(∆/2kBT ).
At perfect transparency (τ = 1), it reproduces the Kulik-Omelyanchuk expression IJ(φ) =
I0 sin(φ/2) tanh(∆ cos(φ/2)/2kBT ), where I0 = e∆/h̄ is the zero-temperature critical
current for τ = 1. The spectral gap δE = E+(π)−E−(π) = 2∆

√
1− τ quantifies the

minimal transition energy between states with negative and states with positive energies
and is vanishing at φ = π and unitary transparency.

In the short diffusive limit, the junction exhibits an ensemble of electron propaga-
tion paths, each characterized by a specific length and transparency [2]. The effect of the
diffusion is then to scramble the direction of electronic momenta and can be described
as a collection of ABSs whose transmission coefficients are continuously distributed fol-
lowing Dorokhov’s bimodal distribution ρ(τ), shown in the inset of Fig. 2.3a, describing
many channels with low transmission (τn → 0) and many with high transmission prob-
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abilities (τn → 1) [2]. This results in a dense ABS spectrum, as illustrated in Figure 2.3b.
The corresponding CPR and temperature evolution of the critical current are plotted in
panel a and c.

2.2.2. Long junction limit
In the long junction limit (ETh ≪ ∆), the phase shifts due to the traversal time inside
the weak link need to be considered, with the number of valid ABS solutions for each
possible channel increasing as the junction length increases. In general, the treatment
is more involved, so we will just briefly outline some main characteristics.

In the ballistic limit, even atφ = 0, Andreev bound stateswith energies that aremuch
lower than the gap can be possible, and they exhibit a linear energy-phase dispersion [6,
7]. In the diffusive limit, the junction develops a phase-dependent minigap that evolves
linearly at φ = π with a maximum amplitude of 3.12 ETh, following the expression
3.12ETh| cos(φ/2)| [8, 9]. In this case, the harmonic components of the current-phase
relationship can be approximated at zero temperature as: [10]

Ic,n = −(−1)n
10.82ETh

eRN

3

(2n+ 1)(2n− 1)
, (2.6)

while this expression can be derived analytically in the short diffusive limit with the
substitution 3× 10.82ETh → ∆.

An important feature that distinguishes the long-junction limit from the short-junction
limit is the temperature dependence of the critical current. This has been calculated and
experimentally measured by [11] which feature a crossover to an exponential decay with
temperature on a scale given by the Thouless energy as the junction length increases.

2.3. SS’S junctions
A Josephson junction formed by a constricted region separating two superconducting
banks in a single superconducting film is known as an SS’S junction [2, 14, 15]. These
structures can range from mesoscopic metallic microbridges to atomic-scale break junc-
tions, where the distance between the two banks is only a few atoms thick. They are
also referred to by various names, such as nanobridges, constrictions, Dayem-bridges,
variable-thickness bridges, and so on, with each name highlighting a specific geometri-
cal aspect of the weak-link type. In this study, we will focus on investigating Dayem-
bridges, which are planar structures with the same film thickness (although bridges
with varying thicknesses are also possible), with length being of the order of the zero-
temperature coherence length ξ (as sketched in the inset of Fig. 2.4b).

Similar to SNSweak links, diffusive SS’S weak links can be categorized based on their
normalized length, but the skewness of the CPR increases with the length unlike the
former. Figure 2.4a illustrates the CPR of a one-dimensional SS’S weak link of different
lengths. In the short limit, the superconducting properties resemble those of a standard
Josephson junction, with a distorted sin(φ) dependence. However, as the junction length
increases (i.e. for L/ξ > 3.4 [15, 16]), a multi-valued CPR develops corresponding to
different windings of the superconducting phase along the superconducting wire (as
shown by the blue trace in Fig. 2.4a).

The calculated CPR for the 2D geometry presented in the inset is shown in Fig. 2.4b,
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Figure 2.4: a) CPR for a metallic SS’S junction in the one-dimensional limit for different values
of the normalized length L/ξ. In the long junction limit, the CPR becomes multi-valued. b) The
CPR calculated for a planar 2D geometry shown in the inset. c) Evolution of the phase drop
and pairing amplitude on the 2D geometry for different values of φ, corresponding to the dots
in panel b). The colorbar |∆| indicates the transparency of the data. Note that the unstable
reverse branch (violet panel) features the nucleation of a phase-slip center in middle of the weak-
link, where the superconducting order parameter ∝ |∆| is locally suppressed. These simulations
were obtained by numerically solving the Usadel equation in 1D and 2D using the open-source
packages usadel1 [12] and usadelnd [13].
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V ~ dφ/dt

TAPS
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IDC= 0

IDC= 0.5 Ic

IDC> Ic

Iext = IDC

a) b)
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Figure 2.5: a) The junction’s free energy for various values of DC current bias, characterized by a
tilted washboard potential. Thermally activated phase slips (TAPS) or quantum phase slips (QPS)
processes are also indicated. The inset depicts the circuit representation of the RCSJ model. b)
Simulated V (I) curves, with negligibly small (black line) and finite (cyan line) Cj . Here, ⟨V ⟩
represents the time-averaged DC junction voltage. The solid/dashed cyan line corresponds to the
current sweep direction shown by the arrows. c) The junction voltage V (t) is displayed for the
bias points presented in (b), in units of normalized time τ = 2eIcRj/h̄. The dashed lines indicate
their average ⟨V ⟩ value. All the simulations are done by numerically solving the time dynamics
of the phase described by Eq. 2.8 using a Runge-Kutta method.

which describes the type of weak-links discussed in Chapter 6. Here, the channel width
W is on the order of the coherence length ξ. The phase distribution across the junction
geometry is shown in panel (c) for different values of φ.

2.4. Phase dynamics
So far, we have described the equilibrium CPR of different types of weak-links with
respect to their geometrical properties and material, without any external bias. If the
junction is biased with an external current Iext = IDC , the junction phase difference
φ∗ adjusts such that IDC = IJ(φ

∗), as long as IDC < IC . For currents larger than the
critical one, a zero-voltage solution does not exist, and the dissipative transport channels
need to be taken into account. An accurate phenomenological model to describe the elec-
trical characteristics of a junction under a current bias is the resistively and capacitively
shunted junction (RCSJ) model, which can capture the main physical features of the de-
vice despite its microscopic details. [1, 17] Here, the physical junction is schematized as
the parallel combination of an ideal Josephson weak-link of given IJ(φ) = CPR(φ), a
resistor R accounting for the quasiparticle current, and a capacitor Cj accounting for
the junction capacitance:
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Iext = IJ(φ) +
VJ
Rj

+ Cj
dVJ
dt

(2.7)

By substituting VJ = h̄
2e

dφ
dt , we can rewrite the above expression as:

Iext = IJ(φ) +
h̄

2eRj
φ̇+

h̄Cj

2e
φ̈. (2.8)

These equations describe a dynamics analogous to a phase particle of mass M =
(h̄/2e)2Cj and damping η = (h̄/2e)2/Rj moving in the so called tilted washboard po-
tential U(φ):

Mφ̈+ ηφ̇+∇U(φ) = 0, U(φ) = EJ

(
1− cos(φ) + Iext

Ic
φ

)
, (2.9)

where we assumed a sinusoidal dependence for the CPR IJ(φ) = Ic sin(φ). The gen-
eralization to the case of an arbitrary current-phase relation, which has higher-order
terms, CPR(φ) =

∑
n Ic,n sin(nφ), is straightforward.

When the external current is given by a DC current Iext = IDC , the potential will
start to tilt. As long as IDC < Ic, the phase difference is trapped in a local minimum
corresponding to a dissipationless state. For IDC > Ic, the phase particle will slide
down, resulting in a running state with a finite DC voltage drop ⟨V ⟩ = h̄

2e ⟨φ̇⟩ ̸= 0,
where the average is calculated over serval cycles of the normalized time τ = 2eIcRj/h̄.
In the limit of small junction capacitance Cj ∼ 0, the DC voltage drop can be derived
analytically and is given by ⟨V ⟩ = Rj

√
I2DC − I2c (black line in Fig. 2.5).

Damping can cause capacitive hysteresis in the V (I) curve for SIS junctions with
non-negligible Cj (cyan line in Fig. 2.5b). Meanwhile, SNS junctions are immune to
capacitive hysteresis but may experience thermal hysteresis, leading to overheating of
the proximized metal’s quasiparticles during the switch from the supercurrent branch
to the dissipative voltage state (which is not accounted for in the RCSJ model) [18].

Although the RCSJ model provides a meaningful description of the dynamics of
Josephson junctions, it has some limitations, some of which will be addressed in the
following. Firstly, the phase variable is considered a classical variable, which neglects
any effects associated with its quantum mechanical quantization [19, 20]. This means
that the model does not account for the discrete energy levels that can exist in the min-
ima of the washboard potential, which form the basis of superconducting qubits. At low
temperatures, phase diffusion can be altered by quantum tunneling, whereas at high
temperatures, it can be dominated by thermal activation, as depicted in the green line
in Fig. 2.5a [1]. The quasiparticle transport in the junction is approximated by a nor-
mal resistance Rj , which fails to capture the non-linear dependence Rj(V ) or coherent
higher-order processes such as multiple Andreev reflections [21, 22]. Finally, a nontriv-
ial phase dynamics can result from a non-equilibrium quasiparticle population, which
is particularly relevant in the presence of additional AC driving for highly transmissive
junctions [23–25]. Therefore, while the RCSJ model provides a useful framework for
understanding the basic behavior of Josephson junctions, it is crucial to understand its
limitations when analyzing the behavior of real-world devices.
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Figure 2.6: a) In the presence of a finite AC amplitude, the washboard potential changes the
tilt angle by ∼ IAC around the average tilt IDC . b) The numerically simulated V (I) curves are
shown in violet in the presence of an AC current bias, while the black line corresponds to the
case without AC bias. The voltage step amplitude is quantized in units of the driving frequency
hf/2e. The colored arrows depict the step amplitude. c) The full evolution of the V (I) curves
as a function of IAC . The dashed white line indicates the violet curve shown in (b). d) The step
widths are shown as a function of IAC and follow Bessel behavior when f/τ ∼ 1, with τ being
the normalized time unit τ = 2eIcRj/h̄.

2.5. Effects of micRowave iRRadiation
When an external bias contains an AC component Iext = IDC + IAC sin(2πft) at
frequency f , the washboard potential oscillates with an amplitude of IAC around the
average tilt IDC . During a portion of the AC cycle, when IDC + IAC > Ic, the phase
particle can move, while for the remainder of the cycle, it is trapped again in a local
minimum. Because the synchronization of the particle movement and oscillatory tilt of
the potential is possible for a range of DC current values, a voltage step appears in the
V (I) characteristic, as illustrated in Figure 2.6b. The motion of the phase particle is said
to be phase-locked to the external drive. For instance, if the phase particle jumps one
minimum for each period of the AC cycle, there is a phase change of φ̇ = 2πf for a
given IAC . Increasing IAC can result in the phase particle jumping two minima in one
cycle, which corresponds to φ̇ = 2× 2πf . It is clear that if the phase jumps n minima,
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then φ̇ = n× 2πf , and this corresponds to an average voltage given by:

⟨V ⟩ = h̄

2e
⟨φ̇⟩ = n

hf

2e
, (2.10)

where n is an integer, if the CPR is purely sinusoidal. This remarkable relation gives
rise to quantized voltage plateaus, known as Shapiro steps, and is now widely used as a
metrological voltage standard [26, 27]. Whenever the phase φ advances by 2πp in q AC
cycles, fractional steps of number n = p/q will result. This is particularly relevant when
the junction potential U(φ) has additional minima, for example in the case of a non-
harmonic CPR. The step width has a non-trivial dependence on the drive amplitude and
depends both on the bias scheme (i.e., whether the radiation couples via an AC voltage
bias or current bias) and on the circuit environment surrounding the junction [28, 29].
It can be shown that for current biased, for f/τ ∼ 1 (where τ = 2eIcRj/h̄ is the
normalized time unit), the step width is approximately described by the Bessel function
of nth order:

∆In = 2Ic|Jn(IAC/Ic)|, (2.11)

while this expression is exact for the AC voltage bias case. The effect of the electromag-
netic environment in which the junction is embedded can be accounted for appropriately
by extending the RCSJ model. A particularly relevant case for our setup involves the ad-
ditional AC shunting and dissipation formed by the device bonding pads and backgate
when irradiated by the microwave drive using a coaxial antenna. This circuit is exten-
sively discussed in [30–32], and will be employed in Chapter 5.

2.5.1. CPR undeR micRowave dRive
If the CPR contains higher order harmonics, additional fractional steps appear in the
V (I) curves. It is instructive to observe their evolution with the microwave irradiation
in the voltage-biased case, since simple analytical results can be derived [1, 24]. The eas-
iest approach is the so-called adiabatic approximation, where the phase-particle follows
adiabatically the Josephson potential under AC drive without changing the occupancy
of the ABSs that realize it. In this case φ(t) = φ0 + 2w sin(2πft), where w = eVac/hf
is the normalized oscillating AC voltage on the junction, and

IJ(φ) =
∑
n

Ic,nJ0(2nw) sin(nφ). (2.12)

We illustrate the results of this approximation in Figure 2.7 for the zero-temperature
case. In particular, the two upper panels show the CPRs for two different transparencies
and values of the AC amplitude w. Panel a corresponds to the tunnel limit (τ = 0.1)
where the CPR is sinusoidal irrespective of the radiation power, while in panel (b), we
show the results for a high transmission (τ = 0.99). The panels in the bottom row
show the current amplitudes of the first (n = 1) and second (n = 2) harmonic Ic,n
in the supercurrent. Notice that, independent of the value of driving w, only in the
highly transmissive case it is possible to obtain a range of distorted CPRs with different
values of higher harmonic components. For instance, for values of ac driving close to
the first zero of the Bessel function w ∼ 1.2, we observe a transition to double periodic
CPR, where the Josephson supercurrent has a sin(2φ) dependence. The results of the
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Figure 2.7: a) and b) CPRs for different values of the normalized microwave drive w for a sinu-
soidal and skewed CPR (obtained with Eq. 2.5 and a single channel of transparency τ = 0.99),
respectively, in the absence of driving. c) and d) Show the magnitude of the first and second
harmonic components in the CPRs.

adiabatic approximation have been experimentally verified by Fuechsle et al. [33] and
Dou et al. [34].

2.5.2. Non-equilibRium effects
Non-equilibrium effects arise when the occupation f(E, T ) of the Andreev bound states
contributing to the supercurrent in Eq. 2.4 deviates from the equilibrium one given by the
Fermi-Dirac distribution [23–25, 35]. These effects become significant in highly trans-
missive SNS and metallic junctions, where even small energy differences near φ ∼ π
can excite a considerable number of quasiparticles out of equilibrium.

When considering the non-equilibrium effects related to a microwave drive, transi-
tions can occur between different ABSs as well as between ABSs and the continuum due
to the absorption of (multiple) microwave photons resonant with the respective transi-
tion energies. This absorption leads to the promotion of a quasiparticle into an excited
state, resulting in a negative contribution to the supercurrent and, therefore, a dip in the
CPR. [24]

Although the understanding of non-equilibrium dynamics has gradually improved
over time, many questions remain unanswered. For example, the Dayem-Wyatt effect,
which refers to the enhancement of critical currents in metallic microbridges upon ex-
posure to microwaves, has only recently received a satisfactory microscopic descrip-
tion [23, 36].

However the applicability of non-equilibrium theories is limited to diffusive SNS
junctions or zero-length quantum point contacts, and there is still a gap between these
predictions and some experimental observations, such as the observation of strong half-
integer Shapiro steps discussed in Chapter 5.
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In Chapter 6, we will discuss the gate-induced supercurrent suppression, which
drives the superconducting condensate into a non-equilibrium state. Although this state
is not induced by microwave radiation, the hypothesis regarding its origin will be dis-
cussed in greater detail in that chapter.

2.6. Anomalous supeRcuRRents
All CPRs discussed so far share the property that, in the absence of a phase gradient,
no supercurrent can flow, i.e., IJ(φ) = 0 when φ = 0. This property reflects the sym-
metry of the junction free energy under time-reversal and spatial inversion symmetries,
which constraints IJ(φ) = −IJ(−φ) [2]. However, in superconductors in which these
two symmetries are broken, this feature can be violated, leading to spontaneous super-
currents even in the absence of a phase difference. In this case, the CPR can have an
arbitrary phase shift φ0 and in its simplest form takes the expression:

I(φ) = Ic sin(φ+ φ0) (2.13)

The Josephson energy is given by E(φ) = −EJ cos(φ + φ0), and the ground state
corresponds to φ = −φ0, where a finite supercurrent at zero phase difference Ian =
Ic sin(φ0) flows, known as the anomalous supercurrent.

2.6.1. 0− π phases
When a Zeeman field breaks time-reversal symmetry, the possible values for φ0 are
limited to either 0 or π. This is referred to as a Zeeman-induced 0−π transition. Histor-
ically, this transition has been studied in junctions with ferromagnetic layers. [38–43]
However, the same effect can also occur in semiconductors with a spin-splitting field
generated by either an external Zeeman field or a local exchange interaction, which is
described by the Hamiltonian

HZ = gµBh · σ. (2.14)

Due to the spin splitting of the semiconducting bands induced by Eq. 2.14, as de-
picted in Fig. 2.8a, electrons with opposite spin at the Fermi level will acquire different
momenta, k↑

F = kF + Q/2 and k↓
F = kF − Q/2. Thus, a Cooper pair, made up of two

electrons with opposite spin and momentum, will acquire a finite center-of-mass mo-
mentum Q. In turn, this translates to a spatial modulation of the superconducting order
parameter, given by

∆(r) = |∆| cos(Q · r). (2.15)

Depending on the length of the electrons’ trajectories |r|, the order parameter is
either positive or negative, corresponding to the ground state of the junction being at 0
or π superconducting phase difference. This spatially modulated superconducting state
is widely known as the Fulde-Ferrel-Larkin-Ovchinnikov (FFLO) phase. [44, 45]The 0−π
transition has been experimentally reported in SFS and SNS junctions. [41–43, 46, 47]

2.6.2. φ0 phase
To observe anomalous phase shifts of arbitrary value, the weak-link energy must also
lack parity-reversal symmetry. One typical example of a system that lacks inversion
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Figure 2.8: a) Energy of a single band in the presence of a Zeeman field. b) Energy of a single
band in the presence of spin-orbit coupling without a Zeeman field. c) Energy of a single band
with spin-orbit coupling and a Zeeman field in the x − y plane. d) Anomalous phase φ0 as
a function of the junction length L for a diffusive junction in the presence of a Zeeman field
h = 5∆, where ∆ is the superconducting gap. e) Anomalous phase as a function of the Zeeman
field h for L = ξ0, with ξ0 being the zero-temperature coherence length. The different traces
in (d) and (e) represent varying strengths of κα, related to the spin-orbit coupling strength. For
more detailed information, see [37].
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symmetry is the widely-known Rashba Hamiltonian, which describes spin-orbit cou-
pling (SOC): [48]

HSO =
αR

h̄
(σ × p) · z (2.16)

where αR is the Rashba spin–orbit coupling strength, p and σ are the momentum and
spin of the electron, respectively, and z is the unit vector along which inversion symme-
try is broken ¹

The Rashba Hamiltonian produces single-particle states known as helicity states,
which are depicted in Fig. 2.8b. The energy spectrum of these states is referred to as he-
lical because they create circular bands in momentum space with fermion spins locked
tangential to the momentum. [50]

When a Zeeman field in thex−y plane is applied, the spin states shift asymmetrically,
resulting in an asymmetric energy spectrum as shown in Fig. 2.8c. This same asymmetry
is also reflected in the Andreev bound state energies of an SNS junction featuring such
material, leading to E(φ) ̸= E(−φ), which is already indicative of the presence of an
anomalous phase. [51]

Also in this case, the order parameter will become spatially modulated, with

∆(r) = |∆|eiq0r, (2.17)

where q0 is the helical modulation vector, which in the ballistic limit at strong SOC and
weak magnetic field is given as q0 = 2α

v2
F
(h× ẑ), with vF the Fermi velocity. [50]

The presence of the SOC Hamiltonian in the junction free energy is shown through
the Lifshitz invariant [37, 52, 53], which is proportional to the gradient of the supercon-
ducting order parameter and has the general expression

FL = f(α) T · ∇⃗φ (2.18)

where f(α) is a function of the spin-orbit strength and T is a polar vector odd under
time reversal symmetry (T = h × ẑ for Rashba SOC). Including the Lifshitz invariant
in a minimal Ginzburg-Landau treatment for a ballistic junction close to Tc leads to the
emergence of an anomalous phase φ0, which has a simple expression: [53]

φ0 =
4αhL

v2F
, (2.19)

where vF is the Fermi velocity and L the junction length.
A deeper connection between the functional in Eq. 2.18 and magneto-electric ef-

fects in superconductors can be established [37, 54]. These effects are reminiscent of
the widely studied spin Hall and Edelstein effects in normal conductors [55, 56]. The
spin Hall and Edelstein effects describe the generation of a spin current or spin den-
sity, respectively, by a charge current. The inverse Edelstein effect, also known as the
spin-galvanic effect, describes the generation of an electric current via a spin density.

¹In planar low-dimensional systems, the breaking of inversion symmetry in the Rashba Hamiltonian is always
perpendicular to the current transport, although the direction of the Rashba generating electric field can de-
pend on the confinement, dimensionality, and local potential asymmetries. There are still unsolved questions
about how the spin-orbit interaction arises in semiconducting nanowires, which we partially tried to explore
in [49].
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These effects exist in the superconducting state and were first studied by Edelstein him-
self [57]. The flow of a supercurrent can generate a spin polarization in the normal
region (the Edelstein effect). A Zeeman field then can induce an anomalous supercur-
rent through the junction, even if the phase difference between the electrodes vanishes
(inverse Edelstein effect).

To deal with magneto-electric effects, Bergeret and Tokatly [37] adopted the SU(2)-
covariant formalism, which enables easy inclusion of magneto-electric Hamiltonians in
superconducting systems and provides a direct method for determining the conditions
for the emergence of anomalous currents. An extensive calculation of anomalous super-
currents has been performed in [37]. We summarize some central results in Figure 2.8d,
where we plot the predicted φ0 as a function of the junction length L (top) and the Zee-
man field h (bottom). The factor κα is the spin-charge inverse length and depends on the
strength of the Rashba spin-orbit coupling. As we can see, in the absence of spin-orbit
coupling, only 0− π values are possible. A finite κα breaks this phase rigidity, allowing
for a continuum of φ0 values. Moreover, the anomalous phase φ0 is an even function of
the Zeeman field h, a feature that we will experimentally probe in Chapter 3.

Finally, intrinsic phase shifts are challenging tomeasure because the phase difference
adjusts itself such that φ = φ0 to prevent a single junction from conducting any current.
Nonetheless, we can create interference experiments to detect anomalous phases and
their changes with spin-splitting fields, as we will further discuss in Chapter 3.

2.7. Phase biasing
By applying an external magnetic field, it is possible to externally control the gauge-
invariant phase difference of Josephson junctions. [1, 58] In the case of a single junction,
the field generates a phase gradient along the width of the junction, which can lead to
interference effects and the well-known Fraunhofer pattern under uniform current den-
sity. In the case of two junctions connected in a loop in a superconducting quantum
interference device (SQUID), the two junction phase differences become constrained
to the external flux, enabling control of the supercurrent and detection of anomalous
phases.

2.7.1. Single junction
In the presence of an external magnetic field, the gauge-invariant phase difference φ
of Josephson junctions becomes spatially modulated [58]. For example, in the geometry
shown in Fig.2.9a, with a junction of lengthL andwidthW , in the gaugeA = (0, Bx, 0),
we have:

φ′(x) = φ− 2π

Φ0

∫
C

A · dl = φ− 2π

Φ0

∫ L/2

−L/2

Aydy = φ− 2π

Φ0
BxL, (2.20)

where we integrated the vector potential A along the contour C shwon in Fig. 2.9a. The
current through the junction is given by:

IJ(φ) =

∫
j(x, y)IJ(φ

′)dxdy =

∫ W/2

−W/2

J(x)IJ(φ− 2π

Φ0
BxL)dx, (2.21)
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Figure 2.9: a) Top: Top view of the junction schematic indicating the junction length L, width
W , magnetic fieldB, and the integration contourC . Bottom: Local phase difference occurring at
magnetic flux values of Φe = 0 and Φ0. b) Current distribution Jx in three cases: homogeneous
short (top), along the edges (center), and homogeneous long (bottom). c) Resulting magnetic
interference patterns displaying Fraunhofer modulation (top), SQUID (center), and monotonic
decay (bottom).

where we assume the current density distribution per unit length in y to be dependent
on x only, J(x).

For a uniform J(x) = Ic/W current density, the critical current as a function of
the flux through the junction Φe = BWL is Ic(Φe) = maxφ IJ(φ) and results in the
well-known Fraunhofer pattern:

Ic(Φe) = Ic

∣∣∣∣ sin (πΦe/Φ0)

(πΦe/Φ0)

∣∣∣∣ (2.22)

When the current flows along the edges of the junction, J(x) = Ic[δ(−W/2)+δ(+W/2)],
it gives rise to an equivalent SQUID behavior. In this case, the phase difference is de-
termined by the spatial modulation of the phases at the edges, and there is no phase
gradient accumulated in the junction areas (assumed as delta functions δ), see Fig.2.9b
(center row). The critical current Ic can be similarly derived as:

Ic(Φe) = Ic| cos(πΦe/Φ0)| (2.23)

Thus, magnetic interference allows for investigation of the homogeneity of the super-
current density and the presence of possible edge states. However, the junction should
be in the short junction limit for the trajectories to be straight, and the CPR should be
sinusoidal. For long and narrow junctions (L/W ≫ 1), the interference pattern devi-
ates from the Fraunhofer pattern and exhibits a monotonous decay of the critical current
with field (Fig. 2.9b, bottom row) [59, 60]. In the infinitely long junction limit the decay
is approximately Gaussian:

Ic(Φe) = Ic exp (−Φ2
e/(2σ)

2) (2.24)
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Figure 2.10: a) Schematic of a SQUID interferometer with the corresponding junctions’ phase
polarities. b) SQUID critical current Ic as a function of the external magnetic flux in the limit of
low ring inductance. Top: for different values of junction critical current asymmetry. Bottom: for
different values of anomalous phase present in one of the junctions in the symmetric current case.
c) Complete V (I) evolution for a SQUID with negligible loop inductance and symmetric critical
currents. The top panel shows horizontal cuts (indicated in the map by dashed lines) highlighting
the periodicity of the interference pattern even in the dissipative state.

with the value of σ depending on the exact geometry of the junction. The decay can be
understood as dephasing caused by the magnetic field, where different Andreev paths in
the normal region accumulate different phases. When the junction is short and wide, as
discussed previously, the phase gradient along the NS boundary dominates with negli-
gible phase accumulated along the junction length L. However, this is no longer true in
the opposite limit. This behavior remains qualitatively similar for ballistic and diffusive
transport, has been experimentally verified [60, 61], and will be relevant in Chapter 4.

2.7.2. SQUID
The superconducting quantum interference device (SQUID) is a system comprised of two
Josephson junctions connected in parallel within a loop. The SQUID behaves as an effec-
tive single junction, whose critical current periodically depends on the external applied
magnetic fluxΦe piercing the loop area, making it a highly sensitive magnetometer [17].
Additionally, the SQUID can be used to obtain information about one of the junction’s
CPR or to detect anomalous phases.

When the phase polarities are taken as shown in Figure 2.10a, the flux quantization
inside the loop constrains the difference of the junction phases, φ1,2, to be proportional
to the total magnetic flux, Φ, as given by:

φ1 − φ2 = 2π
Φ

Φ0
(2.25)

where φ1 = φC − φL and φ2 = φC − φR. The total flux inside the loop is given
by both the external flux Φe and the circulating screening current IL in the case of a
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non-negligible ring inductance L:

Φ = Φe + LIL, (2.26)

where we assumed for simplicity symmetric inductances between the two arms. The
total supercurrent passing through the SQUID is given by

ISQUID(φ1, φ2) = I1(φ1) + I2(φ2), (2.27)

where I1,2(φ1,2) are the junctions’ CPRs. The system of three equations above com-
pletely determines the interferometer’s behavior in the superconducting state (φ̇1,2 = 0).

In the limit of low loop inductance L ∼ 0, the flux inside the loop equals the external
flux Φ = Φe. Assuming sinusoidal CPRs, the SQUID supercurrent can be rewritten in
terms of the external magnetic flux as

ISQUID(Φe, ψ) = Ic(Φe) sin(ψ), (2.28)

where Ic(Φe) =
√
I2c,1 + I2c,2 + 2Ic,1Ic,2 cos(Φe), and the average phase is introduced

asψ = φ1+η = φ2+η−Φe, where tan η = −2Ic,1 = tan(Φe/2)(Ic,++Ic,− tan2(Φe/2))
−1,

and Ic,± = Ic,1 ± Ic,2. In Fig. 2.10b (top), the SQUID’s critical current is shown for dif-
ferent values of the critical current asymmetry between the two junctions, where the
maximum current varies between |Ic,1+ Ic,2| and |Ic,1− Ic,2|. For symmetric junctions
Ic,1 = Ic,2, one recovers the expression of Eq. 2.23.

In Chapter 4, we use SQUIDs to detect anomalous phases, for which the CPR has the
form Ii = sin(φi + φ0,i) with i = 1, 2. In this case, the interference pattern will be
shifted by φ0,i/2 with respect to the zero-phase value as a result of the self-generated
flux due to the anomalous current, as shown in Fig. 2.10b (bottom).

The SQUID equations can be straightforwardly included in an RCSJ-like model to
account for the dynamical evolution of the phase when in the presence of an exter-
nal current I , and to describe the dissipative state ⟨V ⟩ ̸= 0. This is demonstrated in
Fig. 2.10c, which shows the full evolution of the V (I) curves in the case of symmetric
junctions and negligible ring inductance. The traces in the top panel show how the volt-
age drop in the dissipative state still reflects the periodicity of the interference, which is
given by V (Φe) =

Rj

2

√
I2DC − Ic(Φe)2, with Rj being the junction resistance.

2.8. Josephson inductance
Although not explicitly expressed thus far, Josephson junctions behaves like (non-linear)
inductors. By taking the time derivative of the CPR and making use of the AC Josephson
relation, we can express

LJ(φ) =
V

∂IJ(φ)/∂t
=

h̄

2e

∂φ/∂t

∂IJ(φ)/∂t
=

h̄

2e

(
∂IJ(φ)

∂φ

)−1

. (2.29)

Thus, the Josephson inductance is proportional to the inverse of the slope of the
junction CPR. In the case of a sinusoidal CPR, it takes the simple expression:

LJ(φ) =
LJ,0

cosφ or LJ(I) =
LJ,0√

1− (I/Ic)2
, (2.30)
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Figure 2.11: a) Circuit schematic of a λ/4 resonator coupled to a feedline and shorted to ground
via a weak-link. b) Transmission coefficient S21 for different coupling regimes.

where LJ,0 = h̄
2eIc

is the linear part of the inductance, which is inversely proportional
to the junction critical current Ic. The latter expression also shows the nonlinear depen-
dence of the inductance with respect to the supercurrent flowing through it, an impor-
tant feature used for amplification processes, since it allows four-wave mixing paramet-
ric interaction.

In Chapter 6, we will probe the inductive component of metallic weak-links by em-
bedding them in superconducting microwave resonators based on coplanar waveguides.
Such resonators have been extensively used in the field of microwave detectors and cir-
cuit quantum electrodynamics [62, 63]. Our design will focus on hanging λ/4 resonators
capacitively coupled to a feedline, as schematically depicted in Fig. 2.11a, which allows
for easy multiplexing of several weak-links. The transmission coefficient S21 for this
design can be derived as: [64]

S21 = 1− κe
κi + κe + 2iδ

= 1− 1/Qe

1/Ql + 2i(f/fr − 1)
(2.31)

where the internal and external loss rates are given by κi,e = 2πfr/Qi,e, the de-
tuning by δ = 2π(f − fr), and the loaded quality factor by 1/Ql = 1/Qe + 1/Qi.
Figure 2.11b shows the evolution of S21 in magnitude, phase and polar plot for different
values of the coupling factor g = Qi/Qe. The resonator frequency fr ∝ 1/

√
LC al-

lows to detect small changes in the weak-link critical current as a shift of the resonator
frequency:

δf

fr
= −δL

L
. (2.32)





3
Experimental metHods

In this Chapter, we outline the procedures and techniques used to investigate the prop-
erties of quantum nanoscale devices. The experiments were conducted in a newly in-
stalled dilution refrigerator, which provided the low-temperature environment suitable
for low-noise quantum measurements. The experimental setup included both a DC
and microwave setup, with the former assembled according to well-established prac-
tices in our group, while the latter was constructed from scratch to extend the range
of frequencies investigated to the radiofrequency regime. The measurement techniques
employed careful signal filtering, which will be extensively described for both the DC
and RF setups. In addition, the fabrication process of the devices under study will be
discussed, with a particular focus on the challenges associated with creating hybrid
superconductor-semiconductor structures and metallic thin-film structures on highly
insulating substrates.

3.1. CRyogenics
The cryostat used in our experiments is a 3He-4He dilution refrigerator that operates
based on the low-temperature properties of a 3He-4He mixture. A more detailed expla-
nation of the working principle can be found in [65]. This type of refrigerator is widely
used and allows continuous cooling of large masses to ultracold temperatures as low as
∼ 10 mK. A picture of the cooling unit is shown in Figure 3.1a. The cryostat itself con-
sists of two vacuum chambers: the inner vacuum chamber (IVC), which houses the Still,
the 50 mK, and the mixing chamber (MC) plate, and the outer vacuum chamber (OVC),
which isolates the cryostat from room temperature. The OVC contains the 50 K and 4
K plates that are cooled by a two-stage pulse tube refrigerator, eliminating the need for
liquid helium. During the cooling process to 4K, a small amount of helium exchange gas
is inserted into the IVC (of the order of 3-4 mbar at room temperature) for thermal cou-
pling of the remaining plates to the pulse-tube cooled 4 K plate. The cooling process to
4K takes approximately 2-3 days. The mixing chamber plate can reach temperatures as
low as 35 mK for our machine. The 3He-4He circulation process is maintained by a series
of pumps housed in the gas handling system (GHS), which can be remotely controlled
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Figure 3.1: a) Picture of the dilution refrigerator with the various thermal stages. At the mixing
chamber, a cold finger and an RF sample holder arae thermally anchored. b) Temperature of the
mixing chamber plate is measured as a function of the power delivered to a 100Ω resistor, which
is anchored on the plate. c) Cooling power at the mixing chamber at 100 mK (in orange) and 120
mK (in violet), as a function of the current delivered to an heater on the Still.
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via a front panel. The cryostat features a superconducting magnet that can provide mag-
netic fields up to 2T. For the experiments discussed in Chapter 3, a similar cryostat with
a 3-axis vectorial magnet was used, with magnetic fields up to 1-1-5 T in the x-y-z plane.
The sample stage of the cryostat has a cooling power of 250 µW at 100mK and 400 µW
at 120mK, as shown in Figure 3.1b and 3.1c. The dilution fridge features 48 DC twisted
pairs line, 14 high-frequency semi-rigid coaxial lines (13 CuNi and one superconducting
NbTi), and up to 12 flexible coax lines that extend down to the mixing chamber stage.
These lines are thermally anchored at various stages and filtered accordingly, as will be
discussed later in the text. At the mixing chamber, a custom-made cold finger allocates
two sample sockets, each with up to 24 pins, which can be inserted into the magnet
and provided with a microwave antenna to irradiate the samples. A microwave sam-
ple holder featuring up to 8 lines is also directly anchored to the mixing chamber plate.
Additional details on the filtering of the two setups will be given in the following.

3.2. DC tRanspoRt measuRements
3.2.1. MeasuRement setup
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Figure 3.2: a) Cold finger featuring both π and RC filters, with two sample sockets located at
the bottom. b) Detailed view of the π filters, along with corresponding circuit. c) Detailed view
of the PCB with the RC filters, along with corresponding circuit.

To accurately measure Josephson junctions with small switching currents in the nA
range, careful noise filtering is necessary. Our DC measurement setup, schematically
depicted in Fig. 3.2, includes cascaded low-pass filters, both at room temperature and
cryogenic temperatures, to achieve this. The circuit outside of the dilution refrigerator
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Figure 3.3: Typical device with aluminum wire bondings connecting the metal pads to the dual
inline package.

includes breakout boxes with π-filters, which have a cutoff frequency of approximately
100MHz. Inside the dilution fridge, a series of Oxley π filters and two-poleRC filters are
used to heavily low-pass the lines (Fig. 3.2b and 3.2c). The RC filter consists of a 1.1 kΩ
surface mount metal-film resistor and 10 nF capacitances, corresponding to a cutoff fre-
quency of ∼ 6 kHz and 40 dB/decade isolation. Care needs to be taken on the resistor
type, and thick film resistors must be avoided as they typically use oxide compounds
(like ruthenium oxide) as the resistive film showing a strong temperature dependence
below 1K which makes the filters unreliable. Above∼ 100MHz, radiation starts to leak
through again due to stray capacitances and parasitic inductances, so we further use
π-filters (FLTM/P/1500) which guarantee 70 dB isolation up to 10 GHz. To prevent any
stray microwave radiation, the sample and the cold finger are enclosed within both an
outer and inner bronze shield. The inner surface of both shields is coated with commer-
cially available Aeroglaze Z306 paint, which absorbs far-infrared stray radiation.

The connections are made by wire bonding the sample to a commercially available
24-pin ceramic dual inline package from NTK Ceramics. The sample is glued to the
package using a small drop of cryogenic glue and the dual-inline is thermalized to the
cold finger with Apiezon cryogenic grease. During the bonding process, the sample
is inserted into a socket and electrically shorted and grounded to minimize the risk of
damage from electrical discharge. A typical device is shown in Figure 3.3.

3.2.2. FouR-wiRe measuRements
The DC transport measurements are a crucial aspect of the experiments, as they involve
the measurement of the V (I) characteristics of small Josephson junctions. To ensure ac-
curate measurements, a four-point measurement configuration is utilized, which elimi-
nates the resistance introduced by wiring, filtering, and leads. As illustrated in Fig. 3.4a,
the device under test (DUT) is biased through one set of leads using either a current
source or a voltage source in series with a resistor. Another pair of leads is used to mea-
sure the voltage drop across the DUT. A preamplifier and a voltmeter with a high input
resistance are employed, which ensures that negligible current flows through the second
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Figure 3.4: a) Example schematic of a four-wire measurement setup. b) Example circuit used to
measure the leakage current discussed in Chapter 6.

pair of leads, and improve the signal-to-noise ratio, thus enabling an accurate measure-
ment of the voltage drop across the DUT. Additional gate voltages are applied with low
noise voltage sources on capacitive-coupled gate lines that are either fabricated on the
chip or on the backgate of heavily doped Si/SiO2 substrates.

In Chapter 5, the experiments on Shapiro steps involve coupling the microwave exci-
tation to the junction using an open-ended coaxial cable that has been transformed into
a monopole antenna with a center frequency of approximately 1.5 GHz. The antenna is
positioned about 1 cm above the surface of the sample, and when aligned, the metallic
sample leads act as a receiver of the environmental RF radiation.

3.2.3. LeaKage cuRRent measuRements
In Chapter 6, the impact of leakage currents when applying high voltages to electrostatic
gates will be discussed. Wewill carefullymeasure it by applying a voltage to the gate line
and amplifying the small current (typically 10 fA - 100 pA) flowing into the device using
a room temperature current preamplifier, while leaving all other lines floating, as shown
schematically in Fig. 3.4b. The DL instruments 1211 current preamplifier, operated in
battery mode, is used with a sensitivity of around 109 − 1010 V/A to convert the small
current into a sizable voltage signal.

While the above method is the most accurate way to measure small leakage cur-
rents, it does not allow for monitoring them during standard four-wire measurements
or for other device designs (like weak-links embedded in microwave resonators). As an
alternative, we monitored the amount of current flowing directly at the voltage source.
However, this method may include spurious current paths that flow to other grounds in
the setup, resulting in additional contributions to the estimated leakage current value
and thus an overestimation of the leakage current.

3.3. RF measuRements
3.3.1. MeasuRement setup
Extending the capabilities of experimental setups to the microwave frequency range
poses significant challenges in terms of noise reduction and signal amplification. Mi-
crowave filtering requires attenuation at multiple stages to reduce noise and ensure
proper thermalization. [66] Excessive attenuation can overload the cooling power of
the mixing chamber, so the CuNi microwave lines are attenuated with 20 dB, 10 dB, and
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Figure 3.5: a) Mixing chamber plate featuring the microwave lines tower and the flexible DC-
filtered coaxial lines. Below is a zoomed-in view of the mounted microwave sample holder with
connected cabling. b) Full schematic of the microwave setup lines and filters.
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a) b) c)

Figure 3.6: a) Microwave sample holder with its own copper lid hosting a prototypical device.
A 20 cent coin is displayed as a length metric. b) Examples of fabricated PCBs. c) The S21 and
S11 parameters of the PCB shown in (b) (third row) measured using a VNA. Two SMP connectors
were soldered onto two shorted CPWs for the measurements.

30 dB at 4K, 50 mK, and the MC plate, respectively, using cryogenic XMA attenuators.
To suppress stray far-infrared radiation, custom-made Eccosorb filters provided by KIT
are used at the MC. The output line is made of superconducting NbTi up to 4K to reduce
signal losses and is amplified at 4K using a commercial HEMT amplifier from Low Noise
Factory with 4-8 GHz bandwidth. To prevent noise from the amplifier reaching the sam-
ple, a cryogenic triple junction circulator from Quinstar is used at the MC, ensuring 60
dB isolation. At room temperature, two MITEQ low-noise amplifiers are used to further
boost the signal strength and improve the signal-to-noise ratio. At the mixing chamber,
we use 5 flexible coax lines to bring filtered DC signals to the microwave sample holder.
The lines are heavily low-pass filtered and feature VLFX-80 DC-80 MHz low-pass filters
with 40 dB isolation up to 20 GHz and RC filters as discussed earlier. To combine DC
and RF signals at low temperatures, additional cryogenic bias tees can be used. A full
schematic of the setup lines and filtering is shown in Figure 3.5.

The microwave sample holder, shown in Figure 3.6a, features a practical Octobox de-
sign [67] that can accommodate samples up to 10×10 mm, 7×7 mm, or two 7×2 mm
(as shown in Fig. 3.6b). The holder is completely shielded by a copper lid and can ac-
commodate up to eight microwave lines. These lines are connected via SMP connectors
to a 48 mm circular PCB based on high-frequency Rogers 3010 dielectric. The dielectric
has a relative dielectric constant of ϵr ≃ 11 at 10 GHz, which is similar to the Sap-
phire substrate employed for the devices. This helps to minimize impedance mismatch
at the interface between the chip and PCB, since the waveguide launchers have similar
dimensions.

The PCB is coated with 18 µm thick copper (front and back) and has vias with a spac-
ing of approximately 1mm to suppress any resonance modes between these two plates.
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Figure 3.7: a) Circuit schematic of a typical transmission measurement. b) Transmission spec-
trum of λ/4 thin film microwave resonators with different coupling factors. The inset shows a
CAD design of the device.

Additionally, there are 50Ω coplanar waveguides (CPWs) for signal routing. Figure 3.6c
shows the transmission and reflection of an identical PCBwith shorted CPWs. It exhibits
a reflection below 20 dB at 5 GHz and a nearly flat transmission band.

3.3.2. SpectRum analyzeR measuRements
Chapter 6 presents the results of our investigation into changes in the impedance of
Dayem-Bridge weak-links, which we achieved by embedding the constrictions into a
microwave resonant network. To measure the S−parameter of the device, we used a
standard Vector Network Analyzer (VNA). Figure 3.7a shows a typical circuit schematic,
which consists of λ/4 resonators coupled to a common feedline. When the resonators
are on resonance, they load the feedline and produce a dip in the transmission spectrum,
allowing for easy testing of multiple devices in parallel.

Figure 3.7b shows a typical transmission spectrum of a testing chip that comprises
six Ti/Nb thin film (5/50 nm) microwave resonators without any weak-link embedded.
We can easily distinguish different coupling factors over a wide, flat band.

3.4. Device design and fabRication
This thesis presents the results of two different device designs: superconductor-semiconductor
Josephson junctions (Chapter 4 and 5) and planar metallic Dayem-bridges (Chapter 6).
The former were fabricated by our collaborators, and we will provide only a brief outline
of their fabrication process.

The devices involving semiconductor-superconducting Josephson junctions require
generally a two-steps fabrication process. In the first, Ti/Au pads and markers are pat-
terned via electron-beam lithography and are thermally evaporated on a Si-doped/SiO2

substrate. The semiconductors are then dropcasted on the substrate via IPA droplets
and are inspected under scanning electron microscope (SEM) to determine their location
with respect to the marker positions. A CAD is produced to realize four-wire contacts
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Figure 3.8: CAD designs of two prototypical samples for (a) DC transport and (b) microwave
measurements discussed in Chapter 6.

and gate lines from the semiconductors to the closest bonding pads, which are realized
in a second aligned EBL step. Before the metal deposition, a passivation step in H2SO4

is done to remove the natural oxide, and the mask is immediately placed in the vacuum
chamber for metal deposition. Finally, electron-beam evaporated Al or sputtered Nb is
deposited, in the latter case with an Ar ion-milling step to improve the semiconductor-
metal contact.

For planar metallic Dayem-bridges, we focused on two designs shown in Figure 3.8,
where a thinweak-link of typical widthW ∼ 100 nm is positioned in close proximity to a
gate line at a distance of d ∼ 50−100 nm. Typical film thickness ranges from t ≃ 25−50
nm. The first design, shown in Fig.3.8a, allows for standard DC characterization of the
weak-link properties, while the second, shown in Fig.3.8b, embeds the weak-link galvan-
ically in a resonant microwave network. The galvanic coupling of very large and very
small structures, as well as the challenges of working with thin films and dealing with
the Sapphire substrate, make the fabrication of the second design particularly challeng-
ing. Wewill discuss in detail the two approaches that we followed: a double-step etching
process (top-down approach) and a single-step lift-off process (bottom-up approach).

Devices fabricated through the top-down approach (Nb and Al devices) involve the
deposition of a thin metal film via sputtering (Nb) or electron-beam evaporation (Al),
followed by optical lithography steps to define the large structures, and RIE/ICP etching
to remove the unwanted metal. Aligned electron-beam lithography (EBL) steps then
define the small structures, which are also etched using ICP. A detailed schematic of the
process flow is illustrated in Figure 3.9.

Devices fabricated using the bottom-up approach (Al and Ti devices), involve defin-
ing both large and small structures in a single electron-beam lithography step, followed
by metal deposition through electron-beam evaporation of Al or Ti. For microwave de-
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Figure 3.9: Example of a double-step etching process for the microwave devices.
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Sapphire cleaning and baking Spin coat PMMA Electron beam lithography

Development Metal deposition Stitching

Figure 3.10: Example of a single-step lift-off process for the microwave devices. The zoom-in on
the bottom right illustrates the division in writing field areas of the pattern and the corresponding
beam deflection areas. A further zoom-in shows the large and small features together, placed
concentrically, and requiring careful alignment.

vices, this requires exposing the majority of the mask, resulting in a total exposure time
of approximately 12 hours using themaximum beam current available in our EBL system
(∼ 10 nA). A detailed schematic of the process flow is illustrated in Figure 3.10.

While both approaches seem straightforward, caution and consideration must be
taken into account.

Challenges for etched devices:

• It is important to havewell-definedmarkers for aligning the two lithography steps.
The contrast of the metal structure under a scanning electron microscope is deter-
mined by the atomic number Z of the element. Therefore, gold markers (Z = 79),
are often used. In our case, we defined the markers during the first etching step
of the thin metal. While this approach worked reasonably well for Nb (Z = 41),
it was nearly impossible to see the markers for Al (Z = 14). To avoid the need for
additional markers, in the latter case we decided to reverse the lithography steps.

• While big structures can be etched using either RIE or ICP etching, only ICP etch-
ing can achieve sufficient resolution (below 100 nm) for small structures. RIE
etching is isotropic, meaning that for our typical thickness film of 50 nm, it would
etch the lateral side of the structures to a distance of 100 nm, limiting theminimum
achievable pitch to this distance.

Challenges for lift-off devices:

• When designing structures that extend over multiple writing fields of the beam,
careful stitching is required. Furthermore, if the design includes small and large
structures in precise contact, extra attention is necessary to align the different
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apertures of the beam. This is depicted in Figure 3.10 (lower right corner), where
we show the division of the CAD design in different writing fields along with
the corresponding beam deflection areas. The zoom-in image provides a closer
look at the additional small features. Specifically, if the writing field is not well-
aligned with respect to the sample coordinate, any angle error could cause the
stitching to fail between the areas. Additionally, big and small features need to be
concentrically placed to ensure proper alignment between the two.

Challenges in dealing with Sapphire substrates:

• Sapphire is an extremely insulating substrate, and charging effects can deflect the
beam during exposure. To mitigate this issue, a thin layer of conductive polymer
is spun above the PMMA for each exposure.

• Since Sapphire is transparent, extreme care must be taken not to flip the devices.
The transparency further complicates the autofocus procedure in the optical laser
writer lithography machine.

3.5. MeasuRement acquisition
The control over the instrumentation was performedwith a custom Python library based
on the open-source framework QCoDeS (Quantum Control and Dynamics in Experi-
ment) [68]. QCoDeS is designed for controlling and acquiring data from scientific exper-
iments, particularly those in the field of condensedmatter physics and quantum comput-
ing. The library provides a set of tools for building and controlling experimental setups,
including a comprehensive set of instrument drivers that enable communication with
various types of laboratory equipment.

The decision to switch from LabVIEW programs previously adopted in the group to
Python-based instrument control represents a significant improvement in experimen-
tal efficiency and flexibility. Unlike LabVIEW, which requires specific software licenses
and training, QCoDeS can be easily installed, customized, and adapted to specific exper-
imental needs. We also developed comprehensive acquisition routines to adapt to our
needs, which, when combined with real-time plotting packages and Jupyter notebooks,
allowed for fast acquisition, logging, and analysis of the experimental data.

Despite the many benefits of using QCoDeS, the lack of a graphical user interface
(GUI) can make the learning curve more steep for a new user. However, we believe that
the overall advantages just mentioned, the user-friendly Python syntax and extensive
documentation outweigh the initial learning curve.
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A JosepHson pHase battery

4.1. IntRoduction
A classical battery converts chemical energy into a persistent voltage bias which can
power electronic circuits. Similarly, a phase battery is a quantum device which provides
a persistent phase bias to the wave function of a quantum circuit. It represents a key ele-
ment for quantum technologies based on phase coherence. Here we demonstrate a phase
battery in a hybrid superconducting circuit. It consists of an n-doped InAs nanowirewith
unpaired-spin surface states and proximitized by Al superconducting leads. We find
that the ferromagnetic polarization of the unpaired-spin states is efficiently converted
into a persistent phase bias φ0 across the wire, leading to the anomalous Josephson
effect [37, 53]. We apply an external in-plane magnetic field and, thereby, achieve con-
tinuous tuning of φ0. Hence, we can charge and discharge the quantum phase battery.
The observed symmetries of the anomalous Josephson effect in the vectorial magnetic
field are in agreement with our theoretical model. Our results demonstrate how the com-
bined action of spin-orbit coupling and exchange interaction induces a strong coupling
between charge, spin and superconducting phase able to break the phase rigidity of the
system.

At the base of phase-coherent superconducting circuits is the Josephson effect [3]:
a quantum phenomenon describing the flow of a dissipationless current in weak-links
between two superconductors. The Josephson current IJ is then intimately connected
to the macroscopic phase difference φ between the two superconductors via the current-
phase relationship IJ(φ). If either time-reversal (t → −t) or inversion (r⃗ → −r⃗) sym-
metries are preserved, IJ(φ) is an odd function of φ and the CPR, in its simplest form,
reads IJ(φ) = IC sin(φ) [2], with IC being the junction critical current. Thismeans that,
as long as one of these symmetries is preserved, an open Josephson junction (JJ) (IJ = 0)
cannot provide a phase bias or, accordingly, a JJ closed on a superconducting circuit
(φ = 0) cannot generate current. As a consequence, the implementation of a phase
battery [69] is prevented by these symmetry constraints which impose a rigidity on the
superconducting phase, a universal constraint valid for any quantum phase [70, 71].

Our demonstration consists of an n-doped InAs nanowire with unpaired-spin surface
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states and proximitized by Al superconducting leads. We find that the ferromagnetic
polarization of the unpaired-spin states is efficiently converted into a persistent phase
bias φ0 across the wire, leading to the anomalous Josephson effect [37, 53]. We will
discuss later what these unpaired-spin surface states might be.

The breaking of time-reversal symmetry (alone) maintains the phase-rigidity but en-
ables two possible phase shifts 0 or π in the CPR.The 0-π transition has been extensively
studied in superconductor/ferromagnet/superconductor junctions [72, 73], and has ap-
plications in cryogenic memories [74, 75]. On the other hand, if both time-reversal and
inversion symmetry are broken, a finite phase shift 0 < φ0 < π can be induced [37, 76]
and the CPR reads:

IJ(φ) = IC sin (φ+ φ0). (4.1)

A junction with such CPR, called as a φ0-junction [53], will generate a constant phase
bias φ = −φ0 in an open circuit configuration, while inserted into a closed supercon-
ducting loop it will induce a current I = IC sin (φ0), usually denoted as anomalous
Josephson current. Recently, anomalous Josephson currents have been the subject of
theoretical [69, 77] and experimental works [78–80] envisioning direct applications in
superconducting electronics and spintronics [69, 81].

If we apply an external in-plane magnetic field and, we achieve continuous tuning
of φ0. Hence, we can charge and discharge the phase battery.

Lateral hybrid junctions made of materials with a strong spin-orbit interaction [78,
80] or topological insulators [79] are ideal candidates to engineer Josephsonφ0-junctions.
The lateral arrangement breaks the inversion symmetry and provides a natural polar
axis ẑ perpendicular to the current direction. Moreover, the electron spin polarization
induced by either a Zeeman field or the exchange interaction with ordered magnetic im-
purities breaks the time-reversal symmetry. In this case, the anomalous φ0-shift is ruled
by the Lifshitz-type invariant in the free energy (FL), which has the form [37]:

FL ∼ f(α, h)(nh × ẑ) · vs, (4.2)

where f(α, h) is an odd function of the strength of the Rashba coefficient α and the
exchange or Zeeman field h, nh is a unit vector pointing in the direction of the latter,
and vs is the superfluid velocity of the Cooper pairs flowing in the JJ. The scalar triple
product then defines the vectorial symmetries of φ0, while the amplitude of the shift
depends on sample-specific microscopic details as well as macroscopic quantities like
temperature.

4.2. Device chaRacteRization
Driven by the geometric condition for a finite φ0-shift (Eq. 4.2), we realized a phase
battery (Fig. 4.1a and b) consisting of a JJ made of an InAs nanowire (in red) embedded
between two Al superconducting poles (in blue). The supercurrent, and hence vs, flows
along the wire (x-direction) which is orthogonal to the effective SU(2) Rashba magnetic
field vector pointing out of the substrate plane (z-direction) hosting the InAs nanowire.
In the same nanowire, surface oxides or defects generate unpaired spins behaving like
ferromagnetic impurities (represented by yellow arrows in Fig. 4.1a) that can be polarized
along the y-direction to provide a persistent exchange interaction h in this direction.
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Figure 4.1: Josephson phase-battery device. a, Conceptual scheme of a Josephson phase bat-
tery composed of an InAs nanowire (red) embedded between two superconducting poles (blue)
converting the spin polarization of surface unpaired spins (yellow) into a phase bias φ0. The bat-
tery, inserted into a superconducting circuit, can generate a supercurrent proportional to sin (φ0).
b, Schematic illustration of the hybrid InAs nanowire-aluminum SQUID interferometer used to
quantify the phase bias φ0 provided by the two JJs (in red). The ring lies in the x− y plane with
the nanowire parallel to the x-axis. A magnetic field Bz piercing the ring is used to modulate
the SQUID critical current (IS ) measured in a 4-wire setup. I is the current flowing through the
interferometer, whereas∆V is the resulting voltage drop across the device. c, False-colored SEM
image of the active region of the phase battery composed of the two φ0-junctions. By is the
in-plane magnetic field orthogonal to the nanowire. d, Temperature dependence of the normal-
state resistance R(T ) of the interferometer showing a Kondo upturn at low temperatures which
is consistent with a background of magnetic impurities. From the fit (yellow curve) we estimate
a spin density of ∼ 4 ppm. Error bars indicate the resistance standard deviation between two
temperature points. e, Voltage drop∆V measured across the SQUID vs current bias I and mag-
netic flux (field) Φ(Bz). The periodicity of IS as a function of Bz translates into a periodicity in
the flux Φ = BzA through the ring with an effective area A ≃ 4.9 µm², consistent with the area
estimated from Fig. 4.12 in the Additional material. c The green line is the best-fit of the SQUID
critical current IS(Φ) (Eq. 4.3) defined by the interface between the dissipationless (red area) and
the dissipative regime (colored). f, Traces of∆V (Φ) from e, measured for two selected values of
the current bias (below and above 2IC ) which demonstrate the Φ0-periodicity both in the dissi-
pationless and in the dissipative regime. Data in e and f were recorded at a bath temperature of
50mK.
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This leads to a finite triple product in Eq. 4.2 and, consequently, to an anomalous φ0

phase bias.
An Al-based superconducting quantum interference device (SQUID) is used as a

phase-sensitive interferometer made with two φ0-JJs (in red), as shown in Fig. 4.1b, c
(see Additional material for fabrication detail). The device geometry has been conceived
to maximize the symmetry of the two JJs [82] to accumulate the two anomalous φ0-
shifts when applying a uniform in-plane magnetic field. The anomalous phase shift in
the SQUID critical current is then given by:

IS(Φ) = 2IC

∣∣∣∣cos(π Φ

Φ0
+
φtot

2

)∣∣∣∣ , (4.3)

where IC is the critical current of each JJ,Φ is the magnetic flux piercing the ring, φtot =
2φ0 is the total anomalous phase shift in the SQUID interference pattern resulting from
the φ0-shifts in each JJs (see Section 4.6.5 of the Additional material for details), and
Φ0 = 2.067 × 10⁻¹⁵Wb is the flux quantum. This model provides a good description
of the SQUID interference pattern displayed in Fig. 4.1e, which shows the voltage drop
across the SQUID as a function of the out-of-plane magnetic field Bz and bias current
I . The red-colored region of Fig. 4.1e, corresponding to zero-voltage drop, indicates the
dissipationless superconducting regime and the edge of this region provides the IS(Φ)
dependence. The green line on top of the color plot is the best-fit of IS(Φ) from Eq. 4.3,
with Ic ≃ 300 nA and no phase-shift φtot ≃ 0. The latter condition is consistent with
the absence of the anomalous phase when the magnetic field has only a component in ẑ
direction and the magnetic impurities are not polarized (i.e. nh ∥ ẑ in Eq. 4.2). Notably,
there is a replica of the IS(Φ) oscillations in the voltage drop ∆V (Φ) when I > IS ,
and the SQUID operates in the dissipative regime (blue region and curve in Figs. 4.1e-f),
as conventionally realized with strongly overdamped JJs [83]. This oscillation provides
a complementary and fast method to quantify the SQUID phase shifts and is used in
the following analysis. Additional measurements on similar devices can be found in
Section 4.6.7 of the Additional material.

4.3. Phase batteRy
The temperature dependence of the device normal-state resistance shows an upturn be-
low ∼ 80 K (see Fig. 4.1d) which is a clear signature of the presence of magnetic impu-
rities that increase, at low temperature, the electron scattering events. The upturn can
be well fitted by the Kondo model (yellow line of Fig. 4.1d) for spin 1/2 of magnetic im-
purities with a density of∼ 4 ppm (see Section 4.6.2 of the Additional material for more
details on the fitting procedure). The presence of these unpaired spins can be ascribed
to the nanowire surface oxides, as already observed in undoped metal oxide nanostruc-
tures [84], even if defects in the nanowire crystalline structure [85] cannot be excluded
a priori. Although, the amount of intrinsic magnetic impurities is not fully controllable,
their presence is crucial for the operation and implementation of the phase battery, as
discussed below.

Following the condition imposed by a finite Liftshitz invariant term (Eq. 4.2) we ap-
ply an in-plane magnetic field orthogonal to the nanowire axis (By) to maximize the
effect. The IS(Φ) dependence then evolves with a clear generation of an anomalous
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phase shift, as presented in the panels of Fig. 4.2. The evolution of ∆V (Φ) as a func-
tion of By ranging from −60mT up to 60mT is visible in Fig. 4.2a and in the selected
single traces of Fig. 4.2b. The resulting phase-shift φtot exhibits a non-monotonic evo-
lution as a function of By , with a maximum shift at By ≃ 5mT and a saturation for
|By| ≳ 30mT (yellow curve in Fig. 4.2c). When the field is reversed, a hysteretic be-
havior is observed (green curve in Fig. 4.2c), and the evolution of φtot reverses with a
minimum shift at By ≃ −5mT. The change in sign of the phase-shift agrees with the
theoretical prediction of Eq. 4.2 when h → −h, whereas the observed hysteretic behav-
ior suggests a ferromagnetic coupling between the magnetic impurities in the nanowire.
Trivial hysteretic phase shifts induced by a trapped flux in the superconductor [86] or
in the SQUID ring can be excluded (see Section 4.6.6 of the Additional material for more
details). At low temperatures, the coexistence of Kondo effect and ferromagnetism is
not unusual [84] and well describes the hysteretic non-monotonic behavior observed
in φtot(By). Indeed, due to the antiferromagnetic nature of the Kondo interaction, the
effective exchange field created by these unpaired spins is opposite to the Zeeman field
generated by By so that the two contributions are competing in the anomalous phase
with a partial cancellation.

This additional component is confirmed by the observation of an intrinsic phase-
shift, φint, which is present even in the absence of the in-plane magnetic field (By = 0)
if a finite By has been previously applied, as shown in Figs. 4.2d and e. Since it stems
from a ferromagnetic ordering, φint depends only on the history of By , and again, the
evolution of φint(By) can be extracted and is presented in Fig. 4.2f. In contrast to the
total phase-shift, φint follows a clear and almost monotonic behavior which shows a
hysteresis in the back and forth sweep direction (blue and red curves of Fig. 4.2f). φint

saturates for |By| ≳ 15mT in the two asymptotic limits with total phase drop of ∼ π.
Furthermore, during the first magnetization of the SQUID, a curve resembling the initial
magnetization curve of a ferromagnet has been observed (see Fig. 4.5 in the Additional
material), confirming the ferromagnetic nature of the impurity ensemble.

4.4. Anomalous φ0-phase
We now analyze the extrinsic contribution, φex, to the phase shift which stems directly
from the external B-field. Due to the additive nature of the anomalous phase in the
exchange field h in Eq. 4.2, it is possible to extract from φtot the extrinsic contribu-
tion φex = φtot −φint. This is depicted in Fig. 4.3a, where the evolution of φex in By is
shown. Here, the agreement between the back (blue) and forth (red) traces inBy demon-
strates implicitly the absence of any hysteresis ensuring the complete extraction of the
intrinsic contribution. Notice also that the behavior ofφint andφex in the magnetic field
is opposite in sign as expected from the competition between the exchange interactions
induced by the Kondo antiferromagnetic coupling and a Zeeman field, further support-
ing our analysis. The dependence φex(By) is characterized by a linear increase at low
magnetic fields (|By| < 15mT) up to a maximum phase-shift of±π/2. Remarkably, our
measurement reveals the odd parity of the anomalous phase with respect to the mag-
netic field, one of the main symmetry hallmarks of this effect [37, 53]. This parity is a
consequence of the odd parity of the free energy FL with respect to the exchange field.
At higher fields, non-linearities appear suggesting a non-trivial evolution of φex in mag-
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Figure 4.2: Charging loops of the Josephson phase battery. a, Voltage drop∆V (Φ) at con-
stant current bias I = 1 µA vs in-planemagnetic fieldBy applied orthogonal to the nanowire axis.
At large |By|, the amplitude of ∆V (Φ) is lowered due to the suppression of superconductivity
inside the wire. b, Selected traces ∆V (Φ) extracted from a for different By . Data are vertically
offset for clarity. c, Extracted phase shift φtot from the curves in a with back (green) and forth
(yellow) sweeps inBy . The shifts are extracted by comparing the single traces to the RSJ relation

∆V = R
2

√
I2 − 4I2C cos (πΦ/Φ0 + φtot/2)

2 [83], see the dashed line in b which serves as an
example. d, Color plot of the persistent voltage drop∆V (Φ)measured atBy = 0 after the mag-
netic field was swept to the values shown on the y-axis. e, Selected traces of ∆V (Φ) extracted
from d. f, Intrinsic phase shift φint extracted from d. φint stems from the ferromagnetic polar-
ization of the unpaired spins. Error bars in c and f indicate the 1σ standard errors resulting from
the fit of the curves in b and e. All data were recorded at 50mK of bath temperature.
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Figure 4.3: Vectorial symmetry of the anomalous phase φ0. a, Dependence of the extrin-
sic anomalous phase φex on By , showing an odd symmetry and non-hysteretic back and forth
sweeps (blue and red traces). Inset: The φex(By) dependence obtained from the theoretical
model (see Section 4.6.5 of the Additional material for details). b, Sketch of the interferometer
with the reference axes of the in-plane magnetic field (Bin) and the angle θ with respect to the
nanowire axis. c, Dependence of the anomalous phase φex on θ and Bin. The single traces on
the right show the behavior of φex for a longitudinal θ = 0 (green curve), canted θ = π/4
(violet curve) and orthogonal field θ = π/2 (blue curve). d, dφex/dBin vs θ together with a
sinusoidal fit (red curve) to Eq. 4.4. The slope has been evaluated by a linear fit of the data in c
for |Bin| < 10mT. The error bar is the 1σ standard error of the fit. All data were recorded at
50mK of bath temperature.

netic field. In order to understand this behavior, we have modeled the φ0-junction setup
by a lateral junction treated within the quasi-classical approach presented in Ref. [37]
(see Section 4.6.5). The resulting φ0 obtained from the above model is shown in the in-
set of Fig. 4.3a. It nicely reproduces the main features of φex: the linear dependence
at small magnetic fields and the saturation at larger ones. Notice that, within the scale
of the magnetic field applied in the experiment, the field dependence of the anomalous
phase looks as if it saturates at a value close to π/2. This value is however non-universal
and depends on the characteristics of the nanowire. Moreover, if larger values of Bin

could be reached¹, the anomalous phase of each junction would increase up to the uni-
versal plateau at π, as expected also for planar junctions [37].

At small in-plane fields (Bin =
√
B2

x +B2
y ) the model leads to a simple expression

for the anomalous phase:

φex ≃ C1α
3Bin sin (θ) +O(B3

in), (4.4)

¹Higher magnetic field values in our device result in the suppression of the interference pattern, as can be seen
in Fig. 4.2a.
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where θ is the angle between the field and the nanowire axis and C1 is a parameter
dependent on the temperature and the microscopic details of the JJ. By using typical
values of the parameters for the InAs/Al junction we obtained C1 ≈ 0.04 radmT⁻¹, in
very good agreement with the experimental data (see Section 4.6.5).

The odd symmetry of the anomalous phase dictated by the triple product in Eq. 4.2
can be further investigated bymeasuringφex over all directions of the in-planemagnetic
field. Figure 4.3c shows the full dependence ofφex on the angle θ (see sketch in Fig. 4.3b).
As predicted from Eq. 4.2, the phase-shift is very small for fields along the nanowire axis
(θ = 0, green trace in Fig. 4.3c), showing the maximum slope for an orthogonal magnetic
field (θ = π/2, blue trace in Fig. 4.3c). The odd symmetry manifests clearly as well in the
slope ∂φex

∂Bin
in the low-field limit (Fig. 4.3d). The latter is perfectly fitted with a sinusoidal

function of θ in agreement with Eq. 4.4 (red trace in Fig. 4.3d).

4.5. Conclusions
In summary, our results demonstrate the implementation of a quantum phase battery.
This quantum element, providing a controllable and localized phase-bias, can find key
applications in different quantum circuits such as energy tuner for superconducting
flux [87] and hybrid [88] qubits, or persistent multi-valued phase-shifter for supercon-
ducting quantummemories [75, 89] as well as superconducting rectifiers [90]. Moreover,
the magnetic control over the superconducting phase opens new avenues for advanced
schemes of topological superconducting electronics [91] based on InAs JJs [78, 92]. The
weak control over the density of unpaired spins makes our proof-of-concept device dif-
ficult to reproduce in a massive reliable process. Further technological improvements
can be envisioned by a controlled doping of the wires with magnetic impurities [93] or
by the inclusion of a thin epitaxial layer of a ferromagnetic insulator, like EuS [94], as
recently integrated in similar nanowires [95].

4.6. Additional mateRial
4.6.1. Device fabRication
Hybrid proximity DC SQUIDs devices were fabricated starting from gold-catalyzed n-
doped InAs nanowires with typical length of 1.5 µm and diameter of ∼ 85 nm grown by
chemical beam epitaxy [96]. The n-doping was obtained with Se [97] and the metalor-
ganic precursors for the nanowire growth were trimethylindium (TMIn), tertiarybuty-
larsine (TBAs), and ditertiarybutylselenide (DTSe), with line pressures of 0.6, 1.5, and 0.3
Torr, respectively. Nanowires were drop-casted onto a substrate consisting of 300 nm
thick SiO2 on p-doped Si. Afterwards, a 280 nm-thick layer of positive-tone Poly(methyl
methacrylate) (PMMA) electron beam resist was spun onto the substrate. The devices
were then manually aligned to the randomly distributed InAs nanowires and patterned
by means of standard electron beam lithography (EBL) followed by electron beam evap-
oration (EBE) of superconducting Ti/Al (5/100nm) electrodes. Low-resistance Ohmic
contacts between the superconducting leads and the InAs nanowires were promoted by
exposing the InAs nanowire contact areas to a highly diluted ammonium polysolfide
(NH4)Sx solution, which selectively removes the InAs native oxide and passivates the
surface, prior to EBE. The fabrication process was finalized by dissolving the PMMA
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Figure 4.4: Kondo upturn in the resistance of the InAs nanowire. Resistance versus tem-
perature R(T ) of one of the devices measured during the cooldown of the refrigerator showing
a clear increase of resistance for temperatures below 80 K. This behavior is consistent with the
Kondo scattering model as demonstrated by the good fit of the R − T data with the model of
Eq. 4.7.

layer in acetone.
From transport characterization on similar wires and normal metal electrodes [98],

we estimate a typical electron concentrationn ≃ 2 × 10¹⁸ cm⁻³ andmobilityµ ≃ 1200 cm²/Vs.
The corresponding Fermi velocity vF , mean free path le, and diffusion coefficient D =
vF le/3, are evaluated to be vF ≃ 2 × 10⁶m/s, le ≃ 30 nm, and D ≃ 200 cm²/s.

4.6.2. Kondo Resistance R(T )
To quantify the amount of unpaired spins in our system the temperature dependence of
the normal-state resistance R(T ) has been studied in the range 10 K to 300 K. The data
exhibits an upturn at T ∼ 80 K (see Fig. 4.4) suggesting a Kondo scattering mechanism
between the free electrons and the unpaired spins in the weak-links. Since the InAs
nanowires were synthesized without incorporating any magnetic impurity (to the best
of our knowledge, Se doping cannot provide by itself anymagnetism), we conjecture that
unpaired spins are originated from oxides states at the nanowire surface, in analogy with
what is observed in metallic nanowires [84, 99]. Indeed, the R(T ) of a diluted magnetic
alloy follows the universal non-monotonic relation [100]

R(T ) = R0 +Rel−ph(T ) +RK(T ), (4.5)

where R0 is the residual resistance while Rel−ph(T ) and RK(T ) are the contribution
given respectively by the electron-phonon and the Kondo scattering. The temperature
dependence of the former can be expressed according to the Bloch-Grüneisen model
as [101]

Rel−ph(T ) = a

(
T

θD

)5 ∫ θD/T

0

x5

(ex − 1)(1− e−x)
dx. (4.6)

For the Kondo contribution, many analytical approximations are available according to
the range of temperature investigated. In the full range of temperature, the exact solution
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Figure 4.5: First magnetization curve of φint. a, Color plot of the voltage drop∆V (Φ) mea-
sured at By = 0 after the magnetic field was swept to the values shown on the y-axis straight
after the thermal cycle. b, Selected traces ∆V (Φ) corresponding to the cuts in a. c, Intrinsic
phase shift φint extracted from b, showing the first polarization of the unpaired spins (violet
curve) and the hysteresis loop followed in the subsequent back and forth sweeps of By , blue and
red curves, respectively.

is obtained from the numerical renormalization group theory (NRG). In the following we
use an empirical fitting function derived as an analytical approximation of the NRG given
by [102–105]

RNRG
K = RK(0)

(
T ′2
K

T 2 + T ′2
K

)s

, (4.7)

with T ′
K related to the actual Kondo temperature TK by T ′

K = TK/(21/s − 1)1/2. Note
that Eq. 4.7 is defined such thatRK(TK) = RK(0)/2, and the parameter s is fixed to s =
0.22 as expected for a spin 1/2 impurity. In Fig. 4.4 we show the fit of the experimental
data with Eq. 4.7, from which we extract a Kondo temperature TK = 58±5 K, a residual
magnetic impurity resistance RK(0) = 13.5± 0.3 Ω, a coefficient a = 87± 6 Ω, and a
Debye temperature θD = 551± 31 K. From RK(0) it is possible to estimate the density
of unpaired spins, that from the Hamann expression of the residual Kondo resistance in
the unitary limit is given by [106]

RK(0) =
L

A

4πch̄

nkF e2
, (4.8)

with L ∼ 80 nm junction lenghts, A ∼ πr2 with r ∼ 45 nm nanowire cross-sectional
area, kF Fermi wavevector and n electron carrier density, from which we estimate the
density of magnetic impurities c ≃ 1.36 × 10¹⁷ cm⁻³. This corresponds to a concentration
of ∼ 4 ppm (= c/nInAs, with the InAs atomic density nInAs = 3.59 × 10²² cm⁻³) of
unpaired spins in the InAs nanowire.

4.6.3. FiRst “magnetization” cuRve
The persistent hysteretic loops of the φ0-shift, shown in Fig. 4.1d-f, are consistent with
the presence of a ferromagnetic background of unpaired spin. To support this hypothe-
sis, we show in Fig. 4.5a and b the first magnetization curve of this spin ensemble mea-
sured in the same device. Initially, the magnetization of the sample is lifted by warming
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Figure 4.6: Comparison between SQUID geometries. The SQUID geometry employed in this
work a allows a simple readout of the anomalous phase φtot generated by a uniform magnetic
fieldBin due the opposite direction of the supercurrents in the two JJs. This would not be possible
in a conventional geometry as the one shown in b.

the system above 3 K. Then, the SQUID voltage drop∆V (Φ) is measured in the absence
of an in-plane magnetic field By which is then gradually turned on thus polarizing the
unpaired spins. The resulting∆V (Φ) shows no shifts at low By while, only above 5mT
a clear shift is generated. The resulting φint extracted by fitting∆V (Φ) is shown in the
violet curve of Fig. 4.5c. By reversing By the φint then evolves to the hysteretic curve
typical of a ferromagnetic system (blue and red curves in Fig. 4.5c).

4.6.4. SQUID with anomalous Josephson junctions
The critical current of a SQUID interferometer can be evaluated from the CPR of the two
JJs forming the interferometer. Using a sinusoidal CPR, the currents through the two
junctions can be written as

i1 = Ic sin
[
(φC − φL) + φ

(1)
0

]
i2 = Ic sin

[
(φC − φR) + φ

(2)
0

]
, (4.9)

where φL, φC , φR are the left,central and right superconducting phases and Ic is the
critical current of each JJ (assumed to be equal).

The supercurrent of the SQUID is the sum of the two contributions (Is = i1 + i2,)
and, with the constraint on the superconducting phases of the flux quantization

(φL − φC) + (φC − φR) + 2π
Φ

Φ0
= 2π (mod n), (4.10)

it has the form

Is = 2IC sin(δ0) cos
[
1

2

(
2π

Φ

Φ0
+ φtot

)]
, (4.11)

where δ0 = φC− φL+φR

2 +
(φ

(2)
0 +φ

(1)
0 )

2 andφtot = φ
(2)
0 −φ(1)

0 the total anomalous phase
accumulated in the interferometer. With the geometry depicted in Fig. 4.6a, the two
junctions experience the same in-plane magnetic field orientation but the supercurrents
flow in opposite directions, resulting in φ(2)

0 = −φ(1)
0 = φ0 and φtot = 2φ0. The stable

configuration of the SQUID is achieved by minimizing the total Josephson free energy
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Figure 4.7: Schematic view of the S-N-S junctions. At |x| > L/2, the InAs nanowire (red
region) is partially covered by the Al superconducting leads (dark blue regions). The gray region
corresponds to the substrate. This schematic view corresponds to the z-x plane of Fig. 4.3b (top
panel).

obtained at δ0 = π/2, and then the maximum sustainable supercurrent results to be

IS(Φ) = 2IC

∣∣∣∣cos(π Φ

Φ0
+
φtot

2

)∣∣∣∣ . (4.12)

It follows that in the absence of magnetic flux, the maximum supercurrent is reduced by
a factor ∼ | cos(φtot/2)| compared to the non-anomalous case as a consequence of the
anomalous supercurrent already present in the interferometer. In a more conventional
geometry such as the one shown in Fig. 4.6b, the anomalous phases acquired by the two
junctions would be the same φ(1)

0 = φ
(2)
0 = φ0, making its detection impossible in the

phase-to-current readout mode employed in the present work.

4.6.5. TheoRy of lateRal φ0-junction
The origin of the anomalous phase φ0 is the singlet-triplet conversion mediated by the
spin-orbit coupling (SOC), which in the normal state corresponds to the charge-spin con-
version [37]. The calculations of the anomalous Josephson current in φ0-junctions have
been done for ideal planar S-N-S junctions, in which the superconducting electrodes and
the normal region with SOC are separated by sharp boundaries [37, 53, 107], where the
singlet-triplet coupling takes place only in the N region. As shown in Ref. [37], this as-
sumption leads to a monotonical increase in the anomalous phase φ0 as a function of the
applied magnetic field, which contrasts with curves extracted from our experiment (see
Fig. 4.3a). It is however clear that our experimental setup (Fig. 4.1) differs from an ideal
S-N-S junction. Indeed, in each junction, the superconducting leads are covering part of
the wire over distances larger than the coherence length. This means that the SOC, and
hence the spin-charge conversion, is also finite in the portion of the wire covered by the
superconductor. As we will show in this section, this feature is essential to understand
the experimental findings; in particular, the dependence of φ0 on the external magnetic
field. In this calculation, we focus on the dependence of φ0 on the y direction of the
field, i.e., Bin at θ = π/2 (see Figs. 4.3a and b).

To be specific, we consider the junction sketched in Fig. 4.7. We assume an infinite
diffusive quasi-one dimensional nanowire along the x-axis, which is partially covered
by two semi-infinite Al superconducting leads at x < L/2 and x > L/2. We assume, for
simplicity, that the proximity effect is weak and that the wire is diffusive. In such a case,
the condensate function, which determines the Josephson current, obeys the linearized
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Usadel equation, which results in two coupled differential equations for the singlet and
triplet components, as shown in Ref. [37]. Because the wire lies on a substrate, the sys-
tem has an uniaxial asymmetry in the z direction perpendicular to the substrate (see
Fig. 4.7). In the presence of SOC, this allows for a gradient in singlet-triplet coupling
generated by a differential operator of the form Ca

k∂k ∼ (ẑ × ∇)a, which converts a
scalar (the singlet) into a pseudovector (the triplet) and vice-versa [37, 107]. We consider
the case when the external field is applied in the y direction, and hence the supercon-
ducting condensate function has the form f = fs+iftsgnωσy , where fs,t are the singlet
and triplet components and ω the Matsubara frequency. The linearized Usadel equation
reads:

D

2
∇2fs − |ω|fs + (h− iDκsc∂x) ft = 0 ,

D

2
∇2ft − |ω|ft − (h− 2iDκsc∂x) fs = 0 .

(4.13)

HereD is the diffusion coefficient and h = µBgsBin/2 is the Zeeman field. The last term
in both equations describes the spin-charge conversion due to the SOC. It is proportional
to the effective inverse length κsc and the spatial variation of the condensate in the di-
rection of the wire axis. The form of this term is determined by the uniaxial anisotropy
of the setup in combination with the fact that we assume that the field is applied only in
y direction.

Equation 4.13 is written for the full 3D geometry. To obtain an effective 1D Usadel
equation, we integrate Eq. 4.13 over the wire cross-section and use boundary conditions
imposed on the condensate function at the surface of the wire. In the part of the wire
which is covered by the superconductor, the interface between the wire and the super-
conductor is described by the linearized Kupryianov-Lukichev boundary condition:

∂xfs|InAs/Al = γfBCSe
iϕ, (4.14)

where γ is a parameter describing the InAs/Al interface, fBCS = ∆/
√
ω2 +∆2 is the

BCS bulk anomalous Green’s function in the superconducting leads, and ϕ is the phase
of the corresponding lead. In the uncovered parts of the wire, we impose a zero current
flow which corresponds to ∂xfs/t

∣∣
InAs/vac. = 0. The integration of Eq. 4.13 over the

cross-section of the wire results in two coupled equations for the singlet and triplet
components:

∂2xfs − κ2ωfs +
(
κ2h − 2iκsc∂x

)
ft = S(x) ,

∂2xft − κ2ωft −
(
κ2h − 2iκsc∂x

)
fs = 0 ,

(4.15)

with

S(x) = γfBCS

[
Θ

(
x− L

2

)
ei

φ
2 +Θ

(
−x− L

2

)
e−iφ

2

]
, (4.16)

κ2ω = 2|ω|
D , κ2h = 2h

ℏD , and φ the phase difference between the two Al leads. After a
cumbersome but straightforward procedure, we solve Eq. 4.15 for continuous and finite
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a b

Figure 4.8: Theoretical model for the extrinsic anomalous phase. The dependence of the
extrinsic anomalous phase on magnetic field applied in y direction (Bin at θ = π/2) for a) differ-
ent temperatures, with α ≃ 0.24 eVÅ, and (b) for different values of α, with T ≃ 10mK. In (a),
the solid blue line coincides with the one shown in Fig. 4.3a, with T ≃ 25mK and gs ≃ 12. For the
dashed orange line, we choose T ≃ 10mK and gs ≃ 5, and for the dashed-dotted line, T ≃ 5mK
and gs ≃ 2. In (b), the solid blue line corresponds to α ≃ 0.1 eVÅ and gs ≃ 37, the dashed
orange line to α ≃ 0.18 eVÅ and gs ≃ 7, and the dashed-dotted green line to α ≃ 0.4 eVÅ and
gs ≃ 3. In both (a) and (b), the dashed grey line corresponds to the measured slope at low fields.

fs,t. From the knowledge of the singlet and triplet components one determines the
Josephson current as follows [37]:

j(x) =
πσDT

e

∑
ω

Im{f∗s ∂xfs − f∗t ∂xft − iκsc (f
∗
s ft + fsf

∗
t )} . (4.17)

The resulting current can be written as j = Ic sin(φ + φ0), with the anomalous-phase
given by:

φ0 = arctan


∑

ω Im
{
f2BCSe

−qL sinh(κscL)(q2+κ2
sc)+2qκsc cosh(κscL)

q(q2−κ2
sc)

2

}
∑

ω Re
{
f2BCSe

−q∗L cosh(κscL)(q∗2+κ2
sc)+2q∗κsc sinh(κscL)

q∗(q∗2−κ2
sc)

2

}
 , (4.18)

where q2 = κ2ω+κ
2
sc−iκ2h. In order to compare with the experimental data, we assume a

Rashba-like SOC and use the expression derived in Ref. [37] for the spin-charge coupling
parameter, namely κsc = 2τα3m∗2/h̄5. By using typical values for the parameters of a
InAs/Al system: ξ0 ≃ 100 nm, ∆ ≃ 150 µeV, m∗ = 0.023 me, T ≃ 25mK, gs ≃ 12,
and α ≃ 0.24 eVÅ, we find the φ0(Bin) dependence corresponding to the one shown
in Fig. 4.3a. We see that our model provides a good qualitative explanation of the two
main observed features. Namely, the linear increase of φ0 for small fields and a kind of
saturation at φ0 ≈ ±0.5π.

In Fig. 4.8, we show different φ0(Bin) curves obtained from the general expres-
sion 4.18. Whereas for small fields the experimental slope (dashed grey line) can be ob-
tainedwith various parameters sets, the behaviour ofφ0 at larger fields depends strongly
on these parameters.

Indeed, it is important to emphasize that the saturation value atφ0 ≈ ±0.5π is not an
universal property of the phase-battery. This value depends on the intrinsic properties
of the system. In particular, larger values α of the SOI leads to larger values of φex at
values of the field larger than those accessed in the experiment. This is shown in Fig. 4.8b,
where we plot the φ0(Bin) dependence for different values of α, with T ≃ 10mK. In
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0.8 mT

Figure 4.9: Fluxon-induced phase shifts at highBz . Voltage drop∆V (Bz) across the SQUID
for Isd = 1 µA versus applied magnetic field Bz up to 8mT recorded at T = 100mK. The grey
area indicated in the plot (corresponding to 0 ≤ Bz ≤ 0.8mT) is the one used to track and
evaluate the induced phase shift in our interferometer. For Bz ≳ 3mT, abrupt jumps in the
phase start to appear due to trapped fluxons piercing the SQUID area. Inset: back (gray) and
forth (red) traces at high Bz in the same conditions as before show an hysteretic behavior which
is expected for fluxons pick-up.

Fig. 4.8a, we change the gs value to maintain the experimental slope in the low-field
region. The linear behavior for the low-field region is shared by all φ0(Bin) curves, as
shown in Fig. 4.8. In this regime, we can thus find the slope value by linearizing Eq. 4.18:

φ0 ≃ C1Bin +O(B3
in), (4.19)

with C1 ≃ 0.035 radmT⁻¹, which is in good agreement with the value extracted from
the experiment.

4.6.6. TRivial mechanisms to induce phase shifts
Trivial hypotheses, alternative to the anomalous φ0 effect, have been also considered
for the generation of a hysteretic phase shift: trapped magnetic fluxes and Abrikosov
vortices.

• Trapped magnetic fluxes can be observed in superconducting loops with a non-
negligible ring inductance L and, more precisely, for a screening parameter βL =
2πLIc
Φ0

≳ 1, with IC the critical current of a single junction [83]. This indeed
can lead to a hysteretic behavior due to the presence of a circulating current in
the ring. For our interferometer we estimated βL ≲ 10−2 (IC ∼ 300 nA and
L ∼ 10 pH [108]) that is very unlikely to induce any magnetic hysteresis. Still,
if circulating currents are present, hysteretic jumps should be sharp, periodic,
and visible even at low Bz . The absence of any hysteretic behavior at low mag-
netic field is further confirmed by the continuous interference patterns shown in
Fig. 4.1e and 4.1f.

• Abrikosov vortices, also known as fluxons, can be often induced in type-II super-
conductors – like the thin Al film used in our SQUID devices – when an out-of-
plane magnetic field is applied. To avoid vortex intrusion into the ring surface,
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which might induce a parasitic phase shift, we limit our out-of-plane component
to |Bz| < 0.8mT, which guarantees the absence of any fluxon. Indeed, upon the
application of a larger field Bz ≳ (3− 4) mT, also in our case abrupt phase shifts
appear with a density that increases by increasing Bz , as shown in Fig. 4.9.

This is what is expected for fluxons pinning in the Al, i.e., stochastic and abrupt
events providing a discrete jump of the phase [86]. Notice also the hysteretic
behavior expected for fluxon inclusion, which is underlined in the inset of Fig. 4.9
showing a local back and forth measurement.

With respect to the in-plane magnetic fields, the thickness of the Al film (thinner
than the superconducting coherence length) ensures the complete penetration of
themagnetic field, and thereby the absence of generated fluxons. This is consistent
with the lack of any stochastic shift upon the application of Bin.

4.6.7. SupplementaRy device measuRed

a b c

d e f

10
 m

V
10

 m
V

0.
75

 π

Figure 4.10: Charging loops of the Josephson phase battery (second device). a, Voltage
drop ∆V (Φ) at constant current bias I = 1 µA versus in-plane magnetic field By applied or-
thogonal to the nanowire axis . At large |By|, the amplitude of ∆V (Φ) is lowered due to the
suppression of superconductivity inside the wire. b, Selected traces∆V (Φ) extracted from a for
different By . Data are vertically offset for clarity. c, Extracted phase shift φtot from the curves
in a. d, Color plot of the persistent voltage drop∆V (Φ)measured at By = 0 after the magnetic
field was swept to the values shown on the y-axis. e, Selected traces ∆V (Φ) corresponding to
the cuts in d. f, Intrinsic phase shift φint extracted from d. φint stems from the ferromagnetic
polarization of magnetic impurities. All data were recorded at 30mK of bath temperature.
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a b c

Figure 4.11: Vectorial symmetry of the anomalous phase φ0 (second device). a, Depen-
dence of the extrinsic anomalous phase φex with By . b, Evolution of the anomalous phase φex

on θ and Bin. c, dφex/dBin versus θ together with a sinusoidal fit (red curve) to Eq. 4.19. The
slope has been evaluated by a linear fit of the data in b for |Bin| < 10mT. The error bars are the
RMS of the fit. All data were recorded at 30mK of bath temperature.

In this section we repeated the same magnetic characterization of the Josephson phase
battery shown in Fig. 4.2 and 4.3, performed on a different device to demonstrate the high
reproducibility of the effect, apart sample-specific details. Notice that the behaviour of
φtot and φint (Fig. 4.10) is qualitatively similar, but with a smaller total phase shift of
∼ 0.4π stemming from a weaker exchange interaction induced by the unpaired-spin.
Moreover, the angle dependence of φex(θ) shown in Fig. 4.11 is in very good agree-
ment with the evolution observed in Fig. 4.2 and expected from the model presented in
Section 4.6.5.

4.6.8. Low magnification SEM image of the device

1 μm

Figure 4.12: Low magnification SEM image of the device. As shown in Fig. 4.1c.





5
Half-integer SHapiro steps in

InSb JosepHson junctions

5.1. IntRoduction
The advancing quantum technologies have made the investigation of low-dimensional
hybrid superconducting nanostructures a major area of research in recent years. When a
normal conductor is coupled to a superconductor, the superconducting correlations can
penetrate into the non-superconducting region through the proximity effect [109, 110].
As a result, the hybrid system can exhibit unique properties derived from both the nor-
mal and superconducting components, offering exciting possibilities for novel function-
alities. This phenomenon has been investigated in various solid-state platforms, includ-
ing semiconductors [31, 111], two-dimensional electron systems [46, 112, 113], mag-
netic and ferroelectric materials [114, 115] and topological insulators [116–118]. In this
context, Indium Antimonide (InSb) is a particularly promising semiconductor, known
for its high electron mobility, narrow bandgap, strong Rashba spin-orbit coupling, and
large g∗-factor [46, 119–122]. Due to the challenges of growing InSb quantum wells
on insulating substrates, free-standing InSb nanoflags have emerged as a highly flexible
platform, as they can be grown without defects on lattice-mismatched substrates [123–
134]. They have also been referred to as nanoflakes, nanosheets, or nanosails in the
literature [124–126, 135]. Recently, InSb nanoflags have been used to realize proximity-
induced superconductor-normal conductor-superconductor (SNS) Josephson junctions,
which exhibit ballistic and gate-tunable supercurrents [127, 136, 137], clear subharmonic
gap structures [128, 136], and non-local and non-reciprocal supercurrent transport [125,
137]. These developments highlight the potential of InSb nanoflags as a platform for ex-
ploring the complex dynamics between charge, spin, and superconducting correlations,
including topological superconductivity [138, 139], gate-tunable hybrid superconduct-
ing qubits [32, 140, 141], and non-equilibrium quasiparticle dynamics [141–143].

In this work, we present a thorough investigation of highly transmissive ballistic
Josephson junctions on InSb nanoflags made with niobium (Nb) contacts. Compared to
previous works [136, 137], our device has a higher junction transparency, which enables

62
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the investigation of unexplored transport regimes. Our findings reveal the coexistence
of parallel short and long conducting channels, as confirmed by the temperature de-
pendence of the critical current and magnetoresistance. Under microwave irradiation,
we observe Shapiro steps at half-integer values of the canonical voltage hf/2e, which
exhibit a non-monotonic evolution with temperature. The observation suggests that a
non-equilibrium state is formed in the junction due to the microwave drive.

5.2. Device chaRacteRization
The device depicted in Figure 5.1a and 5.1b consists of a planar SNS junction made of
an InSb nanoflag with two Nb contacts. Previous studies have revealed that these InSb
nanoflags are defect–free and exhibit a zincblende structure with high mobility (up to
29 500 cmV⁻² s⁻¹) and a mean free path le ≃ 500 nm at 4.2 K [134]. The Fermi wavelength
λF ≃ 30 nm for a carrier concentration of ns ≃ 8.5 × 1011 cm−2 is comparable to the
thickness of the nanoflags (≃ 100 nm), resulting in a strong quasi two-dimensional char-
acter. Measurements were performed using a standard four-wire technique at the base
temperature of T = 75mK of a dilution refrigerator. A highly doped Si backgate allows
for control of the carrier density of the InSb and was set to VG = 40V for the results
shown in the following. Microwave signals are applied via an open-ended attenuated
coaxial cable placed ∼ 1 cm away from the chip surface. The junction dynamics is mod-
eled using an extended resistively and capacitively shunted junction (RCSJ)model, which
takes into account the dissipative environment surrounding the junction, as depicted in
Fig. 5.1c [28, 31, 145]. Further information on materials, fabrication, and measurement
techniques can be found in the Additional material.

We first characterize the device in the absence of microwave irradiation. A typical
back and forth sweep V (I) is presented in the inset of Figure 5.1d, in which a current
bias I is applied and the resulting voltage drop V across the junction is measured. The
V (I) characteristics shows a considerable hysteresis with a switching current Isw ≃
170 nA and a retrapping current Irt ≃ 30 nA. The hysteresis in planar SNS junctions
is commonly due to electronic heating in the normal region [18], with a finite junction
capacitanceCj potentially contributing ¹. Additional contributions to the hysteresis can
arise from the cross-capacitance of the bonding pads via the backgate electrode, resulting
in the underdamping of the junction [149, 150].

Figure 5.1d shows the temperature dependence of the switching and retrapping cur-
rents on a semi-log scale. We can distinguish two distinct regions in the data. For tem-
peratures T > T ∗, with T ∗ ∼ 500mK (see Figure 5.1d), the switching current follows
the predictions of a short junction model (shown as a red shaded area). However, for
T ≤ T ∗, we see a deviation from the short junction behavior, and the switching current
follows an exponential increase with decreasing T , which is characteristic of long junc-
tions (blue shaded area). The data can be well-reproduced over the entire temperature
range using a simple model that considers the transport predominantly determined by
two conducting channels, long and short, as illustrated in Figure 5.1b and demonstrated
by the green line in Figure 5.1d. The coincidence of the separation of switching and
retrapping currents occurring approximately at T ∗ is purely coincidental.

¹In our device, the geometric junction capacitance is estimated ∼ aF, which may not cause a noticeable hys-
teresis, but intrinsic capacitance effects cannot be ruled out [146–148]
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Figure 5.1: (a) Upper part: sketch of the sample with the relevant dimensions and a simplified
measurement setup. The junction length is L = 80 nm and the width is W = 650 nm. Lower
part: scanning electron micrograph of the SNS junction. The InSb nanoflag has a trapezoidal
shape, and the Nb contacts are patterned on top of it. (b) Schematic cross-section of the device,
where the superconducting Nb contacts with gap ∆ proximitize an induced gap ∆∗ in the InSb
layer [144]. The red and blue lines represent, respectively, the short and long conducting channels
that are discussed in (d). (c) Extended RCSJ model, with the Josephson junction of critical current
Ic in parallel with a shunt resistanceRj and capacitanceCj . Additional shunt capacitanceC and
resistor R take into account the dissipative environment around the junction. (d) Temperature
dependence of the switching current Isw (black dots) and the retrapping current Irt (grey dots).
The blue and red areas indicate the contributions of the long and short conducting channels,
respectively, as estimated from the corresponding models. The green line represents the sum of
the two contributions. Inset: forward (black line) and backward (grey line) current sweeps used
to extract the switching Isw and retrapping Irt currents, respectively. (e) Differential resistance
R = dV /dI plotted as a function of the bias current I and the out-of-plane magnetic fieldB. The
red curve takes into account both the long and short model contributions. The grey line shows
the Fraunhofer pattern resulting from the short channel only. The inset provides a zoomed-in
view of lobes in the low-bias region.
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In the short junction limit L≪ ξN (where ξN = h̄vF /∆ ≃ 720 nm is the coherence
length, with vF ≃ 1.5 × 106 m/s [134] and ∆ = 1.764kBTc ≃ 1.35meV, with Tc ≃
8.9 K being the Nb critical temperature), the supercurrent flows directly through the InSb
region between the Nb contacts separated by L = 80 nm. For simplicity, we assume that
all modes in the junction have equal effective transmission τ , which can be described in
the ballistic limit (L≪ le) by [5]:

IS(T ) = max
φ

Ne∆∗2

(T )

2h̄

τ sinφ
EA(φ, T )

tanh EA(φ, T )

2kBT
, (5.1)

with N the number of effective modes, EA(φ, T ) = ∆∗(T )
√

1− τ sin2(φ/2) the An-
dreev bound state (ABS) energy of the mode,∆∗(T ) = ∆∗ tanh

(
1.74

√
T ∗
c /T − 1

)
the

temperature-dependent induced energy gap², and φ the macroscopic phase-difference
across the junction. The best fit with the short junction model yields the red dashed line
in Figure 5.1d, with a single mode N = 1, τ ≃ 0.93 and T ∗

c ≃ 1.85 K (∆∗ ≃ 280 µeV),
and a value of critical current IS ≃ 25 nA at T = 75mK. The observed lower values of
currents are consistent with the transport mechanism illustrated in Fig. 5.1b, where the
supercurrent flows between the two proximized InSb regions with an induced gap ∆∗,
rather than being dominated by the Nb gap ∆.

The exponentially enhanced conduction at low temperatures is typical of long chan-
nel states (of length d). The conduction via these states holds in the long junction limit
d≫ ξN and reads [11]:

IL(T ) =
ETh

RNe
a

[
1− 1.3 exp

(
− aETh

3.2kBT

)]
, (5.2)

where ETh = h̄vF le/2d
2 is the Thouless energy [110], RN is the junction resistance

and a = 3 ³. The best fit of the long junction model is shown as the blue dashed line
in Figure 5.1d and yields ETh ≃ 20 µeV, corresponding to d ≃ 3.5 µm, close to the total
length of the InSb nanoflag (3.35 µm), RN ≃ 400Ω and a critical current IL ≃ 140 nA at
T = 75mK.

Previous studies have documented similar results in highly transmissive ballistic SNS
junctions with topological insulators or graphene [111, 150, 152–156], with the behavior
being attributed to contributions from both surface and bulk states [153, 155]. One study
linked the low-temperature enhancement to a low-energy Andreev bound state localized
around the circumference of the junction [152]. In our nanoflags, this could be consistent
with electronic transport at the edges of the nanoflag due to band-bending, similarly
to what has been reported by de Vries et al. [125]. Compared to earlier works on InSb
nanoflags that employed a Ti sticking layer between Nb and InSb [136, 137], the increase
of Isw at low temperature is consistent with the increased transparency achieved in this
study through the direct deposition of bare Nb on the passivated surface of InSb, without
the use of additional metallic layers.

Magnetotransport measurements further confirm the coexistence and magnitude of
the two current conducting channels in the junction, providing additional insight into

²We are assuming for simplicity a BCS gap [151].
³The constant a is dependent on the ratio ETh/∆

∗ [11].



66 5. Half-integeR ShapiRo steps in InSb Josephson junctions

the current density distribution across the channels. The differential resistance of the
junction R = dV /dI as a function of magnetic flux is presented in Figure 5.1e. An
unconventional Fraunhofer pattern, with a first lobe much more pronounced than the
side lobes, is visible and well-described by the superposition of a conventional Fraun-
hofer pattern typical of short junctions, and a monotonic quasi-Gaussian decay, which
is characteristic of long SNS junctions [59–61, 154, 157, 158]. The forward-biasing of
the current results in a non-symmetrical supercurrent region for switching and retrap-
ping currents (black area). The periodicity of the Fraunhofer pattern corresponds to one
flux quantum inside the junction, taking into account a London penetration depth of
λL ≃ 100 nm [159] and a flux enhancement of a factor of Γf ∼ 1.8 due to flux focusing
within the planar geometry. The critical current values from short and long transport
channels estimated in Figure 5.1d are used here to model the magnetic interference pat-
terns. The red line in Figure 5.1e shows the combined contribution of both channels
to the supercurrent I(Φe) = IS(Φe) + IL(Φe), where Φe = ΓfB(L + 2λL)W is the
applied magnetic flux on the uncovered junction area, with W = 650 nm the junction
width. The standard Fraunhofer pattern IS(Φe) = IS | sin(π(Φe/Φ0))/(πΦe/Φ0)| ex-
pected for a wide-short junction, and a Gaussian decay IL(Φe) = IL exp(−σΦ2

e/Φ
2
0),

typical of a narrow-long junction, are accounted for in the calculation. We have included
a possible different effective area of the long junction directly in the estimated value of
σ ∼ 0.329 while preserving the same flux dependence.

Our conclusions are further supported by the temperature-dependent change in the
magnetoresistance, which exhibits an exponential reduction of the Gaussian component
and limited variation in the Fraunhofer lobes up to T = 800mK (refer to Figure 5.6 of
the Additional material). This further excludes the hypothesis that non-uniformity in
the current distribution within the short exposed junction area, though possible in our
device, is the cause of the anomalous interference pattern, as it would imply a simulta-
neous decrease in both the central and side lobes with temperature. The lack of distinct
oscillations in the magnetoresistance indicates that possible edge states are not interfer-
ing coherently with magnetic fields perpendicular to the nanoflag. However, the impact
of flux screening, phase decoherence, and transport along various facets of the flag make
it challenging to arrive at more definitive conclusions.

5.3. Half-integeR ShapiRo steps
Having established the response of the junction at equilibrium, we will now examine
how the system behaves when subjected to a microwave irradiation. In Figure 5.2a, we
present a sample V (I) curve with a microwave tone at frequency f = 1.75GHz and
applied power PRF = 12 dBm. As it can be difficult to estimate the precise power deliv-
ered to the sample, we will only refer to the power provided by the signal generator in
the following discussion. Quantized voltage steps of amplitude n×hf/2e appear in the
V (I) characteristic (black line), as a result of the phase-locking between the microwave
frequency and the junction Josephson frequency [26]. In addition to integer steps occur-
ring at n = ±1,±2,±3, . . ., half-integer steps appear with n = ±1/2,±3/2,±5/2, . . . .
The overlapping grey trace displays dV /dI and shows peaks associated to both integer
and half-integer steps, some of which are highlighted by red arrows. Steps with frac-
tions different from multiples of 1/2 are not observed. A histogram, resulting from the
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Figure 5.2: (a) Sample V (I) curve (black) in the presence of microwave irradiation at PRF =
12 dBm and frequency f = 1.75 GHz. The grey line represents the differential resistance R =
dV /dI with arrows highlighting half-integer Shapiro steps. The histogram on the left shows
the distribution of the voltage data. The bin unit is equal to the current step size, such that the
number of counts corresponds to the width of the voltage plateaus. The value of PRF refers to
the one provided by the signal generator. (b) Full evolution of R as a function of current bias
I and microwave power PRF at f = 1.75 GHz. Pairs of bright peaks indicate the presence of
half-integer steps. The white dashed line corresponds to the data shown in (a). Label numbers
refer to the corresponding step index n. The right side shows the colormaps for f = 1.50 GHz
and f = 2.00 GHz. (c) Histograms, as shown in (a), are displayed based on the data in (b) in a
colorplot as a function of microwave power PRF .

binning of the voltage data, is shown on the left and provides an immediate visual repre-
sentation of the length of each step. The bin unit equals the current step size, such that
the number of counts corresponds to the width of the voltage plateaus.

Figure 5.2b shows a color plot of R as a function of I and PRF . Sharp jumps in
voltage appear as bright peaks in R, while voltage plateaus correspond to dark regions.
The pattern of bright peak pairs in the data provides stark evidence of fractional steps
that occur over a wide range of power and frequencies, as demonstrated by the maps at
f = 1.50GHz and f = 2.00GHz. The region between the plateaus±1 displays bistability
at around PRF = 10 dBm of applied power, with sudden switching occurring between
the two overlapping plateaus (see the Additional material for further discussion). Fig-
ure 5.2c better highlights the emergence of Shapiro steps by depicting the evolution of
the histogram data as a function of microwave power for various frequencies. In the Ad-
ditional material, we present additional measurements for different backgate voltages,
magnetic field values, and temperatures. These measurements confirm the robustness
of the observed half-integer steps, indicating that the effect is not related to variations
in current density or flux motion.
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Figure 5.3: (a) Shapiro maps at different temperatures T = (75mK, 400mK, 800mK, 1.0 K, 1.3 K,
1.5 K) at f = 1.75 GHz. (b) Step width for n = 0 (left) and n = 1/2 (right) extracted from the
temperature maps show in (a). As temperature increases, a monotonic decrease is observed for
n = 0, while a non-monotonic evolution with a maximum at 400mK is observed for n = 1/2.
Traces are offset for clarity, with an offset of 50 nA (left) and 5 nA (right). (c) Step widths displayed
on a semi-log scale as a function of T for integers n = 0, 1 (top) and half-integers n = 1/2, 3/2
(bottom). Microwave powers PRF = 0 dBm for n = 0, PRF = 8 dBm for n = 1, PRF = 5.5 dBm
for n = 1/2, and PRF = 11 dBm for n = 3/2. (d) Step width of half-integer n = 1/2, 3/2, 5/2
(top) and integer n = 0, 1, 2 (bottom). Each trace is a horizontal slice of Figure 5.2c. The dashed
black lines represent the numerical simulations obtained from the extended RCSJ model using
the non-equilibrium CPR shown as the thick grey line in (e). The dashed grey lines represent
the simulations using the equilibrium CPR. (e) CPRs under microwave irradiation for τ = 0.98
and driving w = 1.3 at different temperatures (kBT = 0.05, 0.1, and 0.5 ∆∗) are depicted by
light to dark orange lines. The dashed grey line represents the equilibrium CPR at w = 0 and
kBT = 0.05 ∆∗, for the same value of τ . The thick grey line represents the effective non-
equilibrium CPR used in panel (d).
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We then study the behavior of the system by increasing the temperature. Figure 5.3a
displays Shapiromaps at temperatures ranging from T = 75mK (∼ 0.02∆∗/kB) to T =
1.5 K (∼ 0.5 ∆∗/kB). The temperature rise leads to a decrease of the supercurrent and
an increase in thermal fluctuations, resulting in rounded voltage plateaus. However, the
half-integer steps remain stable from base temperature up to around 1K (∼ 0.3 ∆∗/kB),
where the current-phase relationship (CPR) given by the equilibrium supercurrent is
expected to be mostly sinusoidal (as illustrated in Figure 5.13).

Figure 5.3b shows the change in step width for the steps n = 0 and n = 1/2 ex-
tracted from Figure 5.3a. The amplitude of the integer step decreases monotonically with
increasing temperature, while the half-integer step shows a non-monotonic trend, with
a maximum at T ≃ 400mK ∼ 0.12 ∆∗/kB . This is also demonstrated in Figure 5.3c,
where the step widths for n = 0, 1 and n = 1/2, 3/2 are plotted on a semi-log scale
as a function of T . While the integer steps show an exponential decrease, the width of
the half-integer steps first increases, then decreases, and eventually saturates due to the
noise level at high temperatures. This remarkable evolution points to a non-equilibrium
origin of the half-integer steps, where the supercurrent is altered by a non-equilibrium
population of the ABSs that is induced by the microwave drive. This is consistent with
theoretical predictions and experimental observations that non-equilibrium supercur-
rents are less sensitive to temperature compared to equilibrium supercurrents, which
are exponentially suppressed [33, 112, 160–163].

In the Additional material, we provide data from an additional device with lower
transparency. While the junction behaves similarly under microwave irradiation, the
signatures of the half-integer steps are considerably weaker.

5.4. Discussion
Despite their frequent occurrence, the origin of fractional steps in superconducting de-
vices is not univocal. Measurements of fractional Shapiro step are commonly used to
identify non-sinusoidal CPRs in highly transparent SNS junctions [164], or in junctions
incorporating ferromagnetic layers [114, 115, 165, 166] or those exhibiting exotic su-
perconducting states [167, 168]. Geometric or intrinsic capacitance [61, 146–148, 169],
and circuit feedback [28, 170, 171] can also contribute to the appearance of fractional
steps or hysteretic behavior. Sub-harmonic structures may also indicate a unique mode
of a more complex circuit network, as seen in junction arrays [172–177] and supercon-
ducting quantum interference devices (SQUIDs) [174, 178, 179]. These manifestations
are also visible even in the absence of multiple superconducting terminals, as in grain
boundary or step-edge junctions [180–183], as a consequence of the complex evolution
of multiple phase-locked states.

The fractional steps reported in the previous examples, including both ballistic and
diffusive SNS junctions, are ascribed to the equilibrium properties of the supercurrent
and can be understood within a phenomenological extended resistively and capacitively
shunted junction (RCSJ) model, which takes into account the dissipative environment
surrounding the junction, as depicted in Fig. 5.1c [28, 31, 145]. In the phase-particle
picture, neglecting capacitive effects, the phase evolves in a washboard potential that is
tilted by the applied bias current and modulated by the time-dependent drive. Shapiro
steps arise as time-dependent phase slips between theminima of the Josephson potential,
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and for a typical sin(φ) CPR, integer steps arise as 2πn phase slips. Within this picture,
half-integer Shapiro steps require an energy-phase relation that displays a secondary
minimum and arise when the second harmonic of the CPR is stronger than the first one.

However, a microwave drive can also significantly alter the supercurrent’s steady-
state behavior, exciting non-equilibrium supercurrents [23, 24, 33, 35, 112, 142, 160–
163, 184–188]. The adiabatic changes in the ABS energies, as well as the multiple tran-
sitions induced by microwave photons between the ABSs or between the ABSs and the
continuum, can result in a non-trivial dynamics of the supercurrent-carrying states [23,
24, 35, 160]. Such effects can give rise to highly distorted CPRs, which exhibit sign-
reversals of the supercurrent and π-periodic oscillations at twice the Josephson fre-
quency [34, 112, 161, 162, 184, 186, 187].

We notice that in the experiment the induced gap ∆∗ ≃ 280 µeV (67GHz), so that
we cover values hf ≃ 0.03 ∆∗. In an effort to capture the emergence of half-integer
Shapiro steps, we describe the junction dynamics by adiabatically incorporating non-
equilibrium effects into the RCSJ model of Fig. 5.1c through a single effective CPR. The
latter is provided by the thick grey line in Fig. 5.3e, and its origin will be discussed
later. In Figure 5.3d, we plot the step width for integer and half-integer values of n vs.
PRF , obtained as horizontal slices of Figure 5.2c at constant V . The dashed black line in
the figure shows the results of the simulation using the effective non-equilibrium CPR,
while the dashed grey line represents the equilibrium one. Although the equilibrium
CPR effectively reproduces the integer steps in the oscillatory pattern (bottom row), it
completely fails to capture the half-integer steps (top row). This is despite the presence
of higher-order harmonics in the highly skewed CPR, which are often attributed to the
origin of half-integer steps [164].

To gain further insight into the origin of such a distorted CPR, we used a tight-
binding method within the Keldysh-Green’s function approach [24, 35] to numerically
calculate the current-phase relationship of an SNS junction irradiated by a microwave
tone. The model describes a single-channel Josephson junction with an arbitrary junc-
tion transparency τ and gap∆∗. Themicrowave driving is included as a time-dependent
modulation of the phase difference across the junction with amplitude w = eVRF /hf .
Figure 5.3e shows the simulated CPR for microwave irradiation of hf = 0.1 ∆∗ at a
microwave driving of w ∼ 1.3 and τ = 0.98 for different temperatures. The dashed
grey line represents the equilibrium CPR. The microwave irradiation significantly alters
the CPR, boosting a strong second harmonic, which results in the development of an ad-
ditional minimum. This provides insight into the origin of the effective non-equilibrium
CPR used in the RCSJ model. The wiggles in the CPR are due to non-equilibrium popula-
tion of Floquet sidebands produced by the microwave driving and disappear at tempera-
tures on the order of the driving frequency, kBT ∼ hf . In turn, the secondary minimum
is robust and still visible at kBT = 0.1 ∆∗, as shown in Figure 5.3e, and it qualitatively
agrees with the robustness of the half-integer steps with respect to temperature. In the
Additional material, we detail the theoretical model and present additional simulations
showing that reducing the junction transparency results in the disappearance of the
CPR’s secondary minimum (Figure 5.13).

The outlined procedure should be regarded as an attempt to reconcile the results of
the adiabatic approximation, typical of the RCSJ model, with the microscopically calcu-
lated CPR in the presence of microwave driving and in the absence of a steady voltage
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across the junction. In particular, the model reproduces the two-minima shape of the
effective non-equilibrium CPR only within a limited range of w values, which is incon-
sistent with the experimental observations and highlights the limitations of the present
description. Alternative phenomenological theories of non-equilibrium supercurrents
have been proposed [112, 161, 184], which model the system by considering both the
ABSs and their occupation distributions oscillating at the Josephson frequency. The
specific structure of the ABSs, including the effects of finite junction length or ballis-
tic quasi two-dimensional transport, may be responsible for the discrepancies between
different predictions, which calls for more comprehensive theories.

5.5. Conclusions
In conclusion, we have investigated a highly transmissive Josephson junctionmade of an
InSb nanoflagwithNb contacts. Our results indicate strong evidence of parallel transport
in both long and short conducting channels, confirmed by the temperature-dependent
supercurrent and magnetic field interference. Under microwave irradiation, we observe
strong half-integer Shapiro steps, showing a non-monotonic temperature evolution that
points to non-equilibrium effects induced by the driving. The observed phenomenology
is only partially captured by the predictions based on the adiabatic approximation in
terms of a non-equilibrium CPR. Further theoretical developments are needed to address
the presence of strong second harmonic supercurrents in ballistic, highly transparent
SNS junctions. Future experiments should investigate the potential of InSb nanoflag
Josephson junctions for exploring the coherent manipulation of Andreev states and their
non-equilibrium dynamics.

5.6. Additional mateRial
5.6.1. Sample InfoRmation and MeasuRement Techniques
The InSb nanoflags utilized in this work have been extensively described in previous
studies [129, 134]. They are defect-free structures that exhibit excellent electrical prop-
erties, including high mobility (up to 29 500 cmV⁻² s⁻¹) and a large mean free path (le ≃
500 nm) at T = 4.2 K. The devices were fabricated by placing nanoflags on a p-doped
Si/SiO2 substrate, which served as a backgate, and connecting them with 150 nm of Nb
deposited via DC magnetron sputtering at a deposition rate of approximately 1 nm s⁻¹ in
a chamber with a base pressure of 2 × 10−6 mbar. Prior to metal deposition, a passiva-
tion step was performed to improve the semiconductor-metal transparency. The critical
temperature of Nb was measured to be 8.9 K on two independently connected electrodes
on the same device, corresponding to a gap ∆ = 1.76kBTc ∼ 1.35meV. Further in-
formation on device fabrication can be found in the supporting material of Salimian
et al. [136] and Turini et al. [137]. We conducted transport measurements using a low-
temperature Leiden Cryogenics dilution refrigerator with a base temperature of 75mK.
The cryostat is equipped with a three-level filtering system, comprising π filters at room
temperature as well as cryogenic π andRC filters at base temperature. The V (I) curves
were acquired in a standard four-wire configuration, with the junction current-biased
using a Yokogawa GS200 voltage source over a 10MΩ resistor. The voltage drop over
the junction was amplified by a factor 1000 using a room temperature DL1201 voltage
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preamplifier operated in battery mode and acquired by an Agilent 34410 multimeter. We
applied voltage to the backgate using a Keithley 2602 voltage source. Microwave signals
were applied using an R&S SMR20 microwave source to an attenuated semi-rigid open-
ended coaxial cable in close proximity to the sample holder, which had been attenuated
by 20 dB and 10 dB at 3K and Cold plates, respectively. For measurements in magnetic
field, we used a low-noise Keithley 2400 sourcemeter connected to a 2 T American Mag-
netics superconducting magnet.

5.6.2. Dependence on BacKgate Voltage
Figure 5.4(a-d) displays V (I) curves in a higher current range at different backgate volt-
ages VG ranging from 10V to 40V. For negative gate voltages, the InSb nanoflag is in-
sulating, and no supercurrent can flow. The black dashed line fitted to the Ohmic region
allows obtaining the normal state resistanceRN and excess current Iexc. In panel (e), we
present the switching current Isw and retrapping current Irt over the same range of gate
voltages. The switching current Isw decreases from 170 nA to 75 nA as the gate voltage
is varied, while the retrapping current Irt remains roughly constant at approximately
30 nA.
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Figure 5.4: (a-d) Sample I-V traces for different VG values (10,20,30,40) V. The black dashed line
is the linear fit to the Ohmic region used to extract RN and Iexc. (e) Full backgate dependence
of the switching and retrapping current in the same gate voltage range.

Figure 5.5a depicts the evolution of RN and GN = 1/RN as a function of VG, with
the resistance decreasing from 3 kΩ (at VG = 10V) to 1 kΩ (at VG = 40V). The high
transparency of the junction is confirmed by the high values of the excess current Iexc
and the IswRN product. Figure 5.5b shows the excess current as a function of VG in the
same range. The product IexcRN remains roughly constant at about 350 µV (1.2 ∆∗/e)
over the entire gate voltage range, close to the theoretical value of 8/3 ∆∗/e predicted
for the ballistic case (Fig. 5.5c) [189]. Moreover, the product IswRN is expected to be
IswRN = 10.82 ETh/e for a long diffusive junction in the limit∆∗ ≫ ETh [11]. In our
device, IswRN varies from 180 µV to 250 µV (7 − 10 ETh/e) (Fig. 5.5d). Additionally,
we can estimate the transparency of the superconductor-semiconductor interface to be
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γB ∼ 7 [190], which is almost half the value reported in [136], confirming the increased
transparency.
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Figure 5.5: (a) Normal state resistance RN , (b) excess current Iexc, (c) IexcRN product, and (d)
IswRN product plotted as functions of the backgate voltage VG.

5.6.3. Magnetic InteRfeRence Maps
Figures 5.6 and 5.7 present additional measurements of magnetic interference patterns at
different temperatures, T = (300, 500, 800)mK, and backgate voltages, VG = (30, 20, 10)V.
The magnetoresistance maps in Figure 5.6 demonstrate a decrease in the Gaussian-like
contribution as the temperature increases, further confirming that the exponential sup-
pression of Isw is related to states in the long junction limit. The Fraunhofer diffraction
side-lobes remain unchanged up to a temperature of 500mK, consistent with the limited
dependence of Isw(T ) for modes in the short junction limit, and eventually begin to
disappear only for T > 800mK.
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Figure 5.6: Magnetoresistance maps at temperatures of (a) 300mK, (b) 500mK, and (c) 800mK.
Below each panel, a zoom-in on the low bias region shows the behavior of the side-lobes with
respect to T .

Figure 5.7 shows the magnetoresistance evolution in VG. States in the long junction
limit are more sensitive to changes in the semiconductor depletion level at low gate
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voltages VG, as evidenced by the corresponding changes in the Gaussian amplitude.
Only a little variation of the Fraunhofer diffraction lobes is observed confirming the high
homogeneity of the current density in the short junction area between the electrodes.
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Figure 5.7: Magnetoresistance maps at backgate voltage VG of (a) 30V, (b) 20V, and (c) 10V.
Below each panel, a zoom-in on the low bias region shows the behavior of the side-lobes with
respect to VG.

5.6.4. ShapiRo Maps at finite Magnetic Field
Figure 5.8 depicts the Shapiro maps obtained at a frequency of f = 1.75GHz for differ-
ent out-of-plane magnetic field values ranging from 0 to 11 mT. As the magnetic field
suppresses Ic, the reduced drive frequency Ω = 2πf

2eIcRj/h̄
increases, and the V (I) maps

follow the Bessel function dependence on the applied RF power [28, 145].
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Figure 5.8: Shapiro maps at f = 1.75 GHz for various out-of-plane magnetic field strengths B
ranging from 0 to 11 mT.

5.6.5. ShapiRoMaps at diffeRent BacKgate Voltages and TempeRatuRes
The evolution of the half-integer steps is robust in temperature and backgate voltage, as
detailed by the scans in Fig. 5.9 for VG = 40V (top row) and VG = 10V (bottom row).
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Figure 5.9: Top row: Shapiro maps at f = 1.75 GHz for different temperatures of 0.1 K, 0.8 K,
and 1.3 K at a backgate voltage of 40V. Bottom row: same maps for a backgate voltage of 10V.

5.6.6. ShapiRo Maps at ZeRo CRossing Step
We present in Fig. 5.10 a more detailed scan of the Shapiro map at f = 1.75GHz, cov-
ering a restricted range of microwave power and currents as shown in Figure 5.2. Zero-
crossing steps (red line) are visible as a result of the overlapping±1 lobes. The presence
of zero-crossing steps has been extensively investigated in Larson et al. [145] and ex-
plained as a consequence of the shunting RC environment and the high IcRj product.
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Figure 5.10: Left: A zoom-in view of the Shapiro maps at f = 1.75 GHz, as shown in Figure 5.2,
highlighting the zero-crossing steps and providing finer details of the half-integer plateaus. Right:
The red and blue V (I) cut shown on the left for PRF = 9 dBm and PRF = 12 dBm, respectively.
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Figure 5.12: (a) 1D tight-binding model describing the Josephson junction. The driving appears
as a time-dependent phase in the left-right hopping amplitude. (b) Floquet side bands shifted in
energy by nhf . The different bands are coupled at the interface by the time-oscillating phase.

5.6.7. Data fRom an additional Device with loweR TRanspaRency
An additional device has been measured in a similar way, which had a 5 nm Ti adhesion
layer embedded under the niobium layer. In this case, only weak signatures of half-
integer steps are visible.

Figure 5.11: Shapiro maps for f = 1.25, 1.50 and 1.75GHz for a device with reduced trans-
parency.

5.6.8. TheoRy
CPR undeR micRowave iRRadiation
Our microscopic model for a microwave-irradiated Josephson junction is based on the
works of Bergeret et al. [24], Cuevas et al. [35], Cuevas and Yeyati [191] and consists of
a highly transparent junction, with a short ballistic region between the left and right su-
perconducting leads (L and R, respectively), as schematically displayed in Figure 5.12a.
We describe the system through the 1D tight-binding Hamiltonian H = HL + HR +∑

σ(vc
†
LσcRσ + v∗c†RσcLσ), where the left and right leads are described by Hα =

−µ
∑

nσ c
†
α,n,σcα,n,σ − t

∑
n,σ(c

†
α,σ,ncα,σ,n+1 + H.c.) + ∆α

∑
n c

†
α,n,↑c

†
α,n,↓ + H.c.,
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Figure 5.13: Different CPRs: (a) in the absence of microwave irradiation for different trans-
parencies, (b) in the absence of microwave irradiation for different temperatures, (c) for different
microwave drive strengths at v/t = 1, and (d) for different transparencies at driving w = 1.3.

with c and c† being the annihilation/creation operators for particles with spin σ in
the superconducting leads and ∆α = ∆eiφα , with φR − φL = φ their phase differ-
ence. The normal state transmission of this single channel model is τ = 4(v/W )2

(1+(v/W )2)2 ,
whereW = 1/(πρF ) =

√
4t2 − µ2/2 and ρF is the density of states at the Fermi en-

ergy in the leads. The current takes the form Î(t) = ie
h̄

∑
σ(vc

†
LσcRσ − v∗c†RσcLσ),

and under microwave irradiation, the phase difference acquires the time dependence
φ(t) = φ0 + 2w sin(2πft) with w = eVac/hf , so that v → veiφ(t)/2.

The microwave source can inject and absorb photons of frequency f , so that an in-
cident carrier with energy ϵ can be scattered into states with energy ϵ+ nhf . Introduc-
ing the Floquet sidebands, which are replicas of the system shifted in energy by nhf ,
the hopping term v̂LR can couple different sidebands v̂n,m =

∫
dtei(n−m)2πftv̂(t) =

v
(

Jn−m(w)eiφ0/2 0

0 −Jm−n(w)e−iφ0/2

)
, where Jn(w) are Bessel functions of the first kind,

and we have absorbed the possible phase of v in the phase difference φ0. The hopping
between the L and R leads acquires a matrix structure that connects the rightmost site
in the L lead and Floquet band n with the leftmost site of the R lead and Floquet band
m, as schematized in Fig. 5.12b.

We now apply the microscopic theory and calculate different CPRs under microwave
irradiation. In the absence of driving (w = 0), the model accurately reproduced the CPRs
of the junction in both the highly transparent and tunneling regimes by varying the ra-
tio v/t, as shown in Fig. 5.13a, and for different temperatures, as shown in Fig. 5.13b.
We then apply increasing microwave driving and observe a second zero of the CPR in
the interval 0-π, along with a region of negative current for positive phase bias, which
indicated the occurrence of a secondary minimum (Fig. 5.13c). At high driving ampli-
tude, the CPR exhibits wiggles due to the presence of Floquet sidebands, which decay
with temperature, as shown in Fig. 5.3e. Finally, Figure 5.13d shows that the CPR loses
its secondary zero for low transmission. These features are qualitatively similar to those
observed in the additional device reported in the experiment. Including additional bands
up to 6 does not qualitatively change the discussion above.
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RCSJ model
In the previous section, we described the microscopic theory of non-equilibrium super-
currents in a microwave irradiated Josephson junction in the presence of an AC voltage
bias. However, modeling the time-dependent phase dynamics in the presence of non-
equilibrium effects, particularly for the experimentally relevant current-bias scenario,
is more challenging. Moreover, we find that the environment surrounding the junction
plays an important role, as confirmed by the deviations from the Bessel regime and the
presence of zero-crossing steps. We opted for a simplistic approach that employs a mod-
ified version of the resistively and capacitively shunted junction (RCSJ) model, which
includes the dissipative environment surrounding the junction [31, 145] and incorpo-
rates the non-equilibrium effects only in a single effective CPR. Despite the simplicity
of the assumptions, we are able to capture the main findings of this work. The junction,
which has a critical current Ic, is shunted by a capacitance Cj and resistance Rj , and is
additionally shunted by an RC environment represented by a parallel capacitor C and
resistorR. The entire circuit is biased by a current I , which accounts for the external DC
and AC bias. The equations for the current I and the voltage V , shown in Figure 5.1c,
are:

I = IDC + IRF sin (2πft)

= C
dV

dt
+ CPR(φ) + h̄

2eRj

dφ

dt
+
h̄Cj

2e

d2φ

dt2

V =
h̄

2e

dφ

dt
+R

(
CPR(φ) + h̄

2eRj

dφ

dt
+
h̄Cj

2e

d2φ

dt2

)
,

(5.3)

where φ is the macroscopic phase difference across the junction, IDC and IRF are the
DC and RF current biases, respectively, and CPR(φ) is the junction’s current-phase re-
lationship. We use a fourth-order Runge-Kutta method to solve for φ(t) and obtain the
DC voltage across the junction as Vj =

〈
h̄
2e

dφ
dt

〉
.

In the limit of small Ic, the Shapiro map follows the Bessel function dependence,
with steps centered at In = Vn

Rj
and an extension of ∼ Ic|Jn(2w)|, where Vn = nhf

2e

and w = eVAC/hf . Figure 5.14a shows the Shapiro map at lower Ic with an applied
external magnetic field of B = 5mT. From the position of the centers, we can extract
Rj ∼ 420Ω (dotted white lines), while the dashed lines show a good agreement with
the Bessel behavior, depicting the amplitudes Ic|Jn(2w)|, with VAC = α × 10PRF /20,
α ∼ 0.8 and Ic ∼ 10 nA.

Figures 5.14b and 5.14c show the complete maps for the simulation presented in
Fig. 5.3d for the equilibrium and non-equilibrium CPRs, respectively, obtained by the
model in Eq. 5.3. While the equilibrium CPR well describes the overall trend, it com-
pletely lacks half-integer steps, which are instead captured by the effective non-equilibrium
CPR. This is despite the presence of higher-order harmonics in the skewed equilibrium
CPR. In the simulation, we estimate the geometric capacitance of the junction to be∼ fF
and neglect Cj . The capacitance C is determined by the bonding pads’ capacitance to
the SiO2 backgate, which we estimate to be C ∼ 15 pF, while the value of R is set to
R ∼ 150Ω to achieve the best agreement with the experiment. The CPR is expressed
as CPR(φ) =

∑
n Ic,n sin(nφ), where Ic = maxφ CPR(φ), which is set to 35 nA. The

current IRF is given by IRF = β × 10PRF /20 with β ∼ 20.
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a) b) c)

Figure 5.14: (a) Experimentally measured Shapiro map in the Bessel regime at B = 5mT. The
dotted white lines are used to extractRj , while the continuous lines show the dependence on the
Bessel function Jn. (b) Numerical simulation of the Shapiro map with the equilibrium skewed
CPR. The amplitudes of the harmonics are Ic,n = (0.91, -0.33, 0.19, -0.12, 0.09, -0.06, 0.04, -0.03,
0.03, -0.02). (c) Same as in (b) for the effective non-equilibrium CPR with the amplitudes Ic,n =
(-0.38, 0.75, 0.44, 0.22).





6
Gate-tunable

superconductivity

In the last few years, a series of exciting experiments have shown that superconductiv-
ity in a metallic weak-link can be controlled by applying voltages to electrostatic gates,
in a similar experimental way as semiconducting transistors are controlled by the field
effect. This discovery has the potential to revolutionize the world of supercomputing,
leading to a technology that would combine the advantages offered by semiconductors
and superconductors. However, the underlying physical mechanism behind this effect
is still unclear, and it has been demonstrated only at low frequencies. In this chapter,
we will provide a historical overview and the current state of understanding of the gat-
ing effect in metallic superconductors. We will discuss the experimental results of the
gating effect on weak-links embedded in microwave resonators fabricated during this
thesis. Finally, we will conclude with a comprehensive review of the experimental data,
comparing relevant parameters and providing insights into the potential for future ap-
plications.

6.1. IntRoduction
The effect was first reported in 2018, when De Simoni et al. [192] demonstrated the sup-
pression of supercurrents in superconducting titanium and aluminum Dayem-bridges
when subjected to a gate voltage applied on a nearby gate line. This finding was unex-
pected as the gate voltage was not thought to affect a metallic wire since electrostatic
fields are rapidly screened in superconductors, similar to normal metals. The results
were initially interpreted as an electrostatic-field suppression of the supercurrent. Since
then, numerous experimental publications have extended the materials used, investi-
gated the effect on the superconducting phase in SQUIDs, and examined the distribution
of the switching currents under gating [193–197]. Additionally, microscopic theoretical
analyses of the electrostatic field effect were developed, based on electric field-induced
surface orbital polarization, Rashba-like surface effects, and pair-breaking phenomena
due to Schwinger-like effects [198–201].
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Metallic supercurrent field-effect transistor 

Magnetotransport Experiments on Fully Metallic Superconducting Dayem Bridge 
Field-Effect Transistors

Field-Effect Controllable Metallic Josephson Interferometer

Gate-Controlled Suspended Titanium Nanobridge Supercurrent Transistor
Electrostatic control of phase slips in Ti Josephson nanotransistors

Electrostatic field-driven supercurrent suppression in ionic-gated metallic 
Josephson nanotransistors

On the Role of Out-of-Equilibrium Phonons in Gated Superconducting Switches

On the origin of the controversial electrostatic field effect in superconductors

Thermalization and dynamics of high-energy quasiparticles in a 
superconducting nanowire

High-Energy Quasiparticle Injection into Mesoscopic Superconductors

Schwinger effect in a Bardeen-Cooper-Schrieffer superconductor
Electrically Tunable Superconductivity Through Surface Orbital Polarization

Figure 6.1: Historical development of the gating effect. In dark grey the publications related to
the electrostatic-field hypothesis, in green theoretical proposals, in orange publications opposing
the electric-field hypothesis.
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Figure 6.2: Typical characterization of the gating effect. a) V (I) curves for a Ti Dayem-bridge
shown as a function of the applied gate voltage VG. The current is swept from negative to positive
values. Top: typical simplified device schematic. b) Differential resistance dV /dI as a function
of current and gate voltage. A bipolar modulation of the switching current is observed with
respect to VG. The retrapping current is only affected at high VG. c) The temperature evolution
of the switching current is shown for different temperatures T . As the temperature increases, the
effectiveness of the gate is reduced. Top: an increase in leakage current IL is measured, occurring
at the same time or at a slightly higher value of VG than at supercurrent suppression. The black
trace is shown on a log scale, while the grey trace on a linear one. The leakage current is measured
as described in Section 3.2.3.

In the years that followed, several publications have questioned the interpretation
of the electrostatic-field effect [202–206]. It has been argued that a small leakage cur-
rent originating from the gate electrode is primarily responsible for the suppression of
the supercurrent. This leakage current can suppress the supercurrent by either causing
highly energetic electrons to flow through the substrate (or vacuum) and impinge upon
the superconducting wire, or indirectly by propagating out-of-equilibrium phonons re-
sulting from charge injection into the substrate. We will discuss each of these scenarios
inmore detail. Figure 6.1 illustrates the (brief) historical development of the gate-tunable
supercurrent suppression in metallic nanowires, highlighting experimental publications
supporting the electrostatic field-effect hypothesis in dark grey, publications opposing
this interpretation in orange, and theoretical ideas proposed behind the phenomenon in
green.

6.2. ExpeRimental phenomenology
The effect is typically measured in a four-wire configuration, as shown in Fig. 6.2, where
a thin superconducting film (typically of the order of the coherence length ξ0) is de-
posited to create a device that features a narrow wire or constriction. The device is then
current-biased, and the voltage drop V across the device is measured while sweeping
the current at various gate voltage values VG. It has been observed that the gate voltage
VG reduces the switching current Isw at which the device switches to the normal from
the superconducting state, as shown in Fig. 6.2a and b. Typically, a device employs side
gates, although back gates have also been used. The gate-superconductor separation
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is very small, usually between d = 50 − 150 nm, while the effect is not observed for
higher gate-wire distances. The main findings indicating the gate effect are summarized
in Fig. 6.2 and are as follows:

• Switching current suppression: The average switching current remains unaltered
at voltages below a threshold, and then starts to decrease monotonically. The
suppression is bipolar in the gate voltage, although not always symmetric.

• Switching current distribution: The switching current distribution broadens from
its non-gate voltage counterpart [196, 205, 207]. This broadening does not cor-
respond to thermal equilibrium broadening, which indicates a non-equilibrium
state induced in the weak-link. This is a very important hallmark, as it excludes
any model of simple thermal Joule heating.

• Temperature and spatial dependence: The suppression is less effective as the tem-
perature increases, and the gate voltage threshold also increases. The spatial decay
is reported to extend over a typical length scale of ∼ 1 µm [192, 205].

• Materials: The gating effect has been demonstrated for various superconducting
materials, including Ti, Al, Nb, Vd, superconductors epitaxially grown, and prox-
imitized metals. The processing of the material (i.e., lifted-off or etched) might
be relevant. On one hand, the lateral profile of the material can be different,
with lifted-off materials leaving a less smooth and rougher surface compared to
etched devices, and thus can produce locally higher electric fields. On the other
hand, lifted-off processes are naturally more prone to contamination, with poten-
tial residues left on the substrate.

• Impact on the phase: Two works reported measurements of the gating effect in
SQUID devices [194, 208]. A reduction of the critical current of the device, an
increase in the current noise, and a shifting of the SQUID interference pattern are
observed, indicating a non-trivial impact on the superconducting phase.

• Leakage current: The gating effect is correlated with an exponential-like increase
in leakage current IL flowing from the gate to the wire [142, 202, 203, 205]. The
amount of leakage depends on the substrate, with Si and SiO2 substrates being
more prone to high values of leakage compared to Sapphire. For lower gap ma-
terials like Ti, the increase in leakage does not always occur concomitantly with
the threshold voltage for supercurrent suppression (see also Fig. 6.2c). Two stud-
ies [209, 210] have shown suppression in suspended wires or with ionic gating,
where the effects of leakage current should be reduced.

6.3. PRoposed explanations
There is an ongoing debate regarding the underlying mechanism behind gate-controlled
superconductivity. Several hypotheses have been proposed, each of which could con-
tribute to the observed effect. The relative importance of these mechanisms may vary,
and understanding their individual role could help unravel the complex interplay of fac-
tors at play. The main hypotheses, illustrated in Figure 6.3, include:
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Figure 6.3: Illustrations of different possible mechanisms involved in gating-induced supercur-
rent suppression, which may occur simultaneously. a) Purely electrostatic field effect. b) High-
energy electrons leaking from the gate, flowing through the substrate or vacuum, and relax-
ing into the weak-link. c) High-energy electrons injected into the substrate, generating out-of-
equilibrium phonons that relax in the weak-link.

1. Electric field-effect: This is a purely electrostatic field effect associated with the
applied gate voltage VG. The necessary values ofE are typically in the range of∼
GV/m. Several theories have been formulated, which mostly focus on electrically
driven effects at the surface of the superconductors, which become relevant when
the thickness of the film is of the order of the superconducting coherence length
∼ ξ0. These theories include induced surface orbital polarization due to spin-
orbit coupling effects, surface depairing by magnetic impurities, or pair-breaking
phenomena due to Schwinger-like effects [198, 199, 211].

2. High-energy electrons: The emission of high-energy electrons of energies ∼ eV
from the gate through vacuum or the substrate that impinge on the supercon-
ductor and relax, generating quasiparticles [202–205]. Direct evidence of this
phenomenon comes from a small leakage current (typically of the order of pA
- nA) flowing from the gate to the constriction. This scenario is similar to the
hotspots created by photons on superconducting nanowire single photon detec-
tors [212, 213]. The specific mechanisms leading to the leakage current flow can
be different, including Schottky emission into the substrate or Fowler–Nordheim
emission from the metal either to the vacuum or the substrate.

3. Out-of-equilibrium phonons: Out-of-equilibrium phonons are generated when
the high-energy electrons discussed in (2) partially relax into the substrate, excit-
ing non-thermal phonons [206]. These phonons can reach the nanowire and then
relax, generating quasiparticles. This mechanism is qualitatively similar to high-
energy particle events in superconducting quantum processors and microwave
resonators, where cosmic or gamma rays hit the substrate, propagate as phonons,
and reach the superconductors [214, 215]. It is still not clear what the relative
weight of this process is compared to the former. The only study on this phe-
nomenon has investigated only Si substrate and reported phonons traveling up to
a distance of ∼ 1− 2 µm [206].
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Figure 6.4: a) Circuit schematic of a notch-coupled λ/4 resonator coupled to a feedline. The
resonator is shorted to ground via the weak-link, which provides tunable inductance when a gate
voltage (VG) is applied. b) Optical and SEM images of the chip and the microwave resonator
section shorted to ground. The magnification is a zoom-in of the weak-link region. c) Transmis-
sion S21 for different values of gate voltage VG. The solid lines represents the corresponding fit
(Eq. 6.1). The extracted values of fr , Qint and Qext are shown in Fig. 6.5 for the full range of
applied VG.
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6.4. Gated micRowave ResonatoRs
In this thesis, we further elucidated some of the possible mechanisms behind the gate
induced suppression. We present a detailed study of the impedance changes in gated
Dayem-bridges achieved by embedding them into a microwave resonant network. We
monitored the real-time change in the network’s scattering parameters as a function of
the applied gate voltage. This design has been motivated by different factors:

• It allows probing both the inductive and reactive part of the Dayem-bridge, moni-
toring not only a decrease in its critical current (hence increase in its inductance),
but also any possible increase in the dissipation, which are more indicative of sce-
narios 2 and 3.

• Microwave resonators are a crucial building block in the context of superconduct-
ing qubits and detectors. The realization of fully metallic gate-tunable microwave
resonators, regardless of the microscopic origin behind the gate tunability, can
hold great promise for potential applications.

• At the time of our research, there is only one published result on the gating effect
withmicrowave resonators, pointing towards a leakage-inducedmechanism [203].
However, this result was obtained on a SiO2 substrate, which is more prone to
leakage compared to Sapphire and has never been replicated.

Fig. 6.4a shows the circuit schematic, which consists of a λ/4 coplanar waveguide
resonator terminated to ground via a Dayem-bridge. The gate voltage allows to change
the Dayem-bridge impedance Z = R + iωL by altering either the wire’s inductance
(L ∝ 1/Ic) or the dissipation R, thereby modifying the amplitude and phase of the
microwave probe signal transmitted past the circuit. By notch-coupling the resonator to
a feedline, we are able to multiplex multiple devices.

The devices were fabricated in a single lift-off step on a highly insulating Sapphire
substrate, onwhich 25 nmofAluminiumwere deposited via an electron beam evaporator
with a base pressure of∼ 10−11 Torr. The gate voltages were applied using single coaxial
lines with high dielectric resistance above 1 TΩ at room temperature.

6.4.1. Gating
Figure 6.4 shows the transmission S21 of a resonator with a center frequency of fr =
2πωr = 4.72 GHz at different values of the applied gate voltage VG = (0, 80, 85) V.
The gate-wire separation is ∼ 70 nm. Each panel displays the magnitude, phase and the
complex resonator scattering data. Solid lines represent the fits obtained for the complex
data with the expression:

S21 = 1− κe
κi + κe + 2iδ

= 1− 1/Qext

1/Ql + 2i(f/fr − 1)
, (6.1)

which allows to extract the resonance frequency fr and the internal and external Q-
factors, Qint and Qext.

Figure 6.5a and b display the full transmission spectra of two resonators with center
frequencies of f = 4.72 GHz and 8.67 GHz as a function of the applied gate voltage VG.
The behavior of the resonance frequency fr and internal Q-factor Qint as a function of
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Figure 6.5: a) and b) Magnitude of the transmission coefficient S21 as a function of the gate
voltage VG for two resonance frequencies. c) Top: resonance frequency fr , center: internal and
external quality factor Qint and Qext, and bottom: leakage current IL as a function of VG. The
values of fr , Qint and Qext are extracted from the fit of the complex data (Eq. 6.1).
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Figure 6.6: a) and b) Magnitude of the transmission coefficient S21 as a function of the gate
voltage VG for two resonance frequencies after a soft-breakdown event happened. c) and d) Top:
resonance frequency fr , center: internal and external quality factor Qint and Qext, and bottom:
leakage current IL as a function of VG. The values of fr , Qint and Qext are extracted from the
fit of the complex data (Eq. 6.1).

VG, extracted as explained above, are shown in Fig. 6.5c and d. During the measurement,
the leakage current IL flowing from the gate is also recorded as 100 averages of the cur-
rent provided by the gate source and is plotted in the bottom row in log (black) or linear
(gray) scale. The resonance frequency exhibits a bipolar shift towards lower frequencies
with increasing gate voltage, indicating an increase in the wire inductance. The internal
Q factor Qint decreases, indicating an increased dissipation in the wire. This trend is
evidently correlated with an approximately exponential increase in IL for |VG| > 50V.

6.4.2. Gating afteR soft-bReaKdown
During the gate sweeps, the application of high electric field conditions on the metal and
substrate can result in significant device instabilities. We have observed instances where
sudden modulation occurs simultaneously with a spike in the leakage current, even after
several sweeps with no apparent effects. This behavior can cause irreversible changes
to the device, resulting in modest leakage currents at lower threshold voltages. Previous
studies, such as Elalaily et al. [216], have also described this behavior and it emphasizes



90 6. Gate-tunable supeRconductivity

a) b)

Figure 6.7: a) Transmission spectrum as a function of elapsed time when a gate voltage VG =
100 V is applied to the gate line. b) Top: resonance frequency fr , center: internal and external
quality factor Qint and Qext, and bottom: leakage current IL as a function of elapsed time.

the importance of monitoring the leakage current flow throughout the experiment.
In Figure 6.6, we present two examples of this phenomenon, where device (a) is

less affected by the breakdown than device (b). The frequency shift achieved in terms
of modulation is on the order of ∆f ∼ 100MHz, and the threshold voltages at which
this modulation occurs are VG ∼ 25V and 5V, respectively. These results suggest that
the considerable variation in the reported threshold gate voltages in literature, after ac-
counting for differences in the substrate used, is also likely related to phenomena of soft
dielectric breakdown. We have obtained analogous results for identical wires measured
in DC on the same Sapphire substrates.

In Figure 6.7, we demonstrate our ability to track and detect the development of
the soft-breakdown process thanks to the high-sensitivity provided by the resonator
design. The data shows the spectrum of the resonator depicted in Figure 6.6(b) before
the breakdown occurred. We measured the spectrum as a function of elapsed time when
the gate was left fixed at a voltage of VG = 100V. We observed a shift in fr and Qint

after approximately t ∼ 800s, coinciding with an increase in the leakage current IL ∼
10−100 pA. As time progressed, the leakage increased considerably until we stopped the
measurement. Whenwe repeated the gate sweep, we observedmodulation occurring for
threshold voltages as low as 5 V, as already discussed in Fig. 6.6(b).

6.4.3. Non-local gating effects
While previous results have focused on the effect of gate lines on nearby resonators,
we also conducted experiments to investigate the impact of gating a single weak-link
while monitoring all six resonators on the chip simultaneously. Figure 6.8 illustrates
our findings. We applied the gate voltage on line #4 while tracking all the resonances in
real time. We found that there was no frequency shift recorded for VG < 47V, but a shift
was observed in all resonators across the 7 × 7 mm chip when VG reached 47V. This
shift was accompanied by a spike in leakage current, which reached a value of∼ 100 pA.

Our observations are compatible with the generation of high-energy phonons in the
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Figure 6.8: Top: resonance frequency fr , center: internal quality factor Qint, and bottom: leak-
age current IL as a function of VG. The gate is applied to resonator #4 while monitoring the
transmission on all the resonators on the chip measured at the same time.

substrate emitted from the highly energetic leakage current spike, similarly to what was
reported in [206]. A single electron with energies in the range of a dozen eV can produce
a considerable amount of energetic phonons inmost dielectrics (which have typical max-
imum energies ∼ meV). Part of these phonons can either relax into the nearby metal,
creating quasiparticles, or reach other parts of the sample traveling through the sub-
strate and relaxing at the other weak-links. Indeed, the phonons can propagate through
the substrate ballistically over centimeter scales, as also observed in high-energy events
recorded on superconducting qubits [215] and in phonons injected from voltage-biased
tunnel junctions [217–220].

We did not observe a significant trend that correlated the resonator shifts with their
position on the chip with respect to the injection point, which would probably require
higher sensitivity and control over the stability of the injection mechanism. Indeed, also
in this case, the intense electric field led to a soft breakdown of the substrate, resulting
in the formation of a resistive current channel at the gate line, and with subsequent gate
sweeps leading to the heating of the entire sample.

6.5. Systematic Review
This section presents a systematic review of experimental data on gated superconducting
nanowires measured in a standard DC configuration. The review compares different de-
vice properties, including materials, substrates, and leakage currents. The meta-analysis
includes all the data published in literature and the data obtained during this work, which
are available in the Additional material.

Figure 6.9a (left) shows the dependence of the electric field at full suppression, E, as
a function of the employed substrate (Si in blue, SiO2 in green, Al2O3/Sapphire in red)
and the gate-wire separation d. For simplicity, we define E = V /d, where V is the gate
voltage at full suppression, if available, or at the highest suppression point reached, and
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Figure 6.9: a) Electric fieldE at full supercurrent suppression as a function of the substrate (left)
and the gate-wire distance d (right). b) Power dissipated by the gate, ILVG, at full suppression
as a function of the superconducting gap ∆. c) Ratio between the power dissipated by the gate,
ILVG, and the power at the retrapping current, I2rRN , for different devices. The dashed line
indicates a ratio equal to 1. All data were extracted from the corresponding publications shown
in the legend at the bottom. The colors indicate the different substrates: blue for Si, green for
SiO2, and red for Al2O3 (Sapphire).
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d is the wire-gate distance. The majority of devices have E values in the range of 0.1 to
1 GV/m (1 to 10 MV/cm), which are close to the electrical breakdown of the substrates.
The lowest E values were found for devices with Si substrates, where onset of the leak-
age current is determined by the Schottky barrier at the metal-semiconductor interface.
The E values for devices on SiO2 showed great variability, which can be attributed to
the different thicknesses and qualities of the oxides. Devices made on Al2O3 required
the highest electric field to suppress the supercurrents in agreement with the highest
resistivity of Sapphire compared to the other substrates. In Figure 6.9a (right), we com-
pare E with the gate-wire separation d. We do not observe any trend, expected for a
purely electrostatic field effect, where a lower magnitude of electric field suppression E
would be expected for smaller d.

In Figure 6.9b and 6.9c, we compare the impact of suppression in terms of the rele-
vant energy scales in the system. Figure 6.9b compares the superconducting gap ∆ =
1.764kBTc of the devices, where Tc is their critical temperature, with the power de-
livered by the gate leakage current at full suppression, ILVG. The majority of studies
have focused on materials with lower gaps, such as Ti or proximitized metals, where
∆ < 100 µeV. In addition, there is a positive correlation between the gap and the power
delivered by the gate at full suppression: devices with higher gaps typically require more
power to be delivered by the gate to achieve suppression.

Figure 6.9c compares the gate-injected power, ILVG, to the power at the retrapping
current, I2rRN , where RN is the wire’s normal state resistance. The quantity I2rRN

provides an estimate of the minimum thermal power required to maintain the wire in its
normal state, as the retrapping current in these wires is mainly influenced by heating.
The ratio ILVG/I2rRN > 1 indicates devices in which the power delivered by the gate
leakage current alone may be sufficient to suppress the supercurrent. Here, we assume
that the leakage current will only be dissipated in thewire, ignoring the dissipation in the
substrate. Most of the devices lie above the dashed line ILVG/I2rRN = 1, suggesting
that the gate leakage current alone may be sufficient to suppress the supercurrent in
many cases. It is worth emphasizing again that gate suppression is a non-equilibrium
phenomenon. Therefore, the injected power is not dissipated into a thermal equilibrium
state in the superconductor, but it is likely inducing non-equilibrium hotspots. About
5 out of 25 devices show values of ILVG/I2rRN < 1, indicating the possibility of a
non-leakage related suppression.

Although this analysis provides valuable insights, it has some limitations. Firstly, our
comparison was made at the maximum achieved supercurrent suppression, but lower
gate voltages were already sufficient to reduce the supercurrent. Consequently, the
gate-injected power at threshold voltages could be much smaller. Secondly, in some
cases, the leakage current can include a background contribution from cabling and setup,
which could lead to an overestimation of the product ILVG in certain devices. On the
other hand, as discussed earlier, the reported leakage current values in the literature
may have been measured before a soft breakdown event occurred, which could result
in an underestimation of the true value. Despite these limitations, we found a ubiqui-
tous correlation in the increase in the leakage current and supercurrent suppression in
all works analyzed, suggesting that the former plays a significant role in the observed
phenomenon.
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6.6. Conclusions
In conclusion, we studied the gate-induced suppression of supercurrent in metallic su-
perconducting Dayem-bridges. We fabricated thin-film metallic λ/4 microwave res-
onators with embedded gated nanowire constrictions, which allowed us to monitor
the changes in the real and imaginary components of the nanowire under gating. We
demonstrated the tuning of the resonator frequencies, achievingmodulation from 1MHz
up to 100 MHz. We confirmed that, even when employing highly insulating Sapphire as
a substrate, the gate suppression is correlated with an onset of an increase in the gate
leakage currents. We observed preliminary evidence of non-local modulation induced
by phonons extending over the entire chip area when a single gate line influenced mul-
tiple resonators on the same chip. Finally, we highlighted the role of soft breakdown
processes of the substrate that can affect the stability and reproducibility of the super-
current tunability.

Further investigation is needed, especially to investigate the time-resolved dynamics
of the gate suppression, which has the difficult task of unraveling the complex interplay
between the high-energy electron injection, the subsequent partial relaxation into the
substrate and the quasiparticle diffusion and recombination processes in the supercon-
ductor. A true electrostatic field effect on the superconductor might be present, but
could be masked by the aforementioned mechanisms that seem to dominante in solid-
state platforms.

From a technological perspective, further work should explore optimal strategies
for integrating the gate tuning effects for its potential applications in superconducting
quantum devices. For instance, to realize high frequency superconducting switches,
frequency-tunable resonators and couplers, and gate-controlled parametric amplifiers
while minimizing power dissipation or limiting unwanted cross-talk caused by phonon
excitations. Thiswould require optimization of substrates, material choice, and nanowire
geometry.

6.7. Additional mateRial
6.7.1. DC samples
We present additional characterization on nominally identical wires measured using
standard four-wire measurements. The Dayem-bridge geometry of the wires was the
same as the one embedded in the microwave resonators presented before. Each plot be-
low shows the forward and backwards dV /dI curves, as well as the leakage current IL,
as a function of gate voltage VG at a temperature of T = 35mK. We measured IL as
described in Section 3.2.3 to achieve the best accuracy, and exclude additional potential
leakage paths in the setup. We will only present devices that showed some modula-
tion under gating, which represent approximately 20% of the measured devices. We
used different material combinations during this work, using both lift-off and etching
techniques, including Titanium, Aluminum, and Niobium. In many instances, a sticking
layer of Ti was employed, significantly enhancing adhesion. However, in certain cases,
this resulted in a decrease in the superconducting gap of the parent material due to the
inverse proximity effect. Figure 6.10, 6.11, 6.12, and 6.13 provide a summary of the
results obtained under gating for each material.
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Ti/Al (3/14 nm) lift-off

Figure 6.10: Ti/Al Dayem-bridges with a thickness of 3/14 nm fabricated using lift-off. a) and
b) Differential resistance dV /dI curves are shown as a function of the gate voltage VG for both
forward and backward current biases. The boundary between the white and colored regions
indicates the switching and retrapping current. c) Leakage current IL.
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Figure 6.11: Ti/Al Dayem-bridges with a thickness of 3/14 nm fabricated using ICP-RIE etching.
a) Differential resistance dV /dI curves are shown as a function of the gate voltage VG for both
forward and backward current biases. The boundary between the white and colored regions
indicates the switching and retrapping current. c) Leakage current IL is also shown.
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Figure 6.12: Ti/NbDayem-bridges with a thickness of 10/40 nm fabricated using ICP-RIE etching.
a) Differential resistance dV /dI curves are shown as a function of the gate voltage VG for both
forward and backward current biases. The boundary between the white and colored regions
indicates the switching and retrapping current. c) Leakage current IL is also shown. The figure
shows data before and after substrate breakdown in the left and right region, respectively.
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Figure 6.13: Ti Dayem-bridges with a thickness of 30 nm fabricated by lift-off. a) Differential
resistance dV /dI curves are shown as a function of the gate voltage VG for both forward and
backward current biases. The boundary between the white and colored regions indicates the
switching and retrapping current. c) Leakage current IL is also shown.
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6.7.2. MicRowave iRRadiation and gating

a) b)

Figure 6.14: a) dV /dI curves as a function of gate voltage VG for the Ti weak-link in the absence
of microwave irradiation. b) dV /dI curves for the same device as in a) when irradiated with
microwaves at a frequency of f = 5GHz.

Figure 6.14 shows the measurements on the Ti-based weak link shown in Fig. 6.13 when
we applied a static gate voltage VG and exposed the weak link to microwave irradiation
via an open-end coax antenna placed close to the sample. The left plot shows the dV /dI
curves as a function of VG without microwaves, indicating complete suppression of the
supercurrent at VG ∼ 50V. The right plot shows the same dV /dI curves when the Ti
weak-link was irradiated at a frequency of f = 5GHz. However, we did not observe any
additional effects related to the gate-induced suppression, nor did we observe any form
of phase locking, such as Shapiro steps. The microwave irradiation had a minor effect
of reducing the wire critical current. Additional measurements at a range of microwave
frequencies and powers give analogous results.

6.7.3. Non-lineaR Dayem-bRidge Response
The weak-link inductance of the Dayem-bridge resonator exhibits a nonlinear depen-
dence on the current flowing through it, as given by Eq. 2.30. This can be approximated
as LJ(I) = LJ,0(1 + I2/I2c ), where Ic is the critical current that determines the scale
of the nonlinearity. This effect is also known as Kerr or Duffing nonlinearity [221–223].
As a result, the resonator shows a nonlinear response when driven by high-power input.

A hallmark of Kerr nonlinearity is the distortion of the transmission spectrum at
high powers, which leads to a multivalued response above a critical power known as the
bifurcation point. In Fig. 6.15a, we present the power dependence of the transmission
data, which shows the characteristic low frequency shift and distortion of the resonator
frequency from P = −75 dBm. As the power increases, the resonance bifurcates into
two stable states with distinct oscillation amplitudes, as shown in Fig. 6.15b for the for-
ward frequency sweep direction.

To further explore the nonlinear dynamics, we introduce degenerate four-wave mix-
ing by applying a pump tone with a detuning (δ = fp−fr) from the resonator frequency
fr = 3.785GHz and a low-power signal at a fixed detuning (∆ = f − fp = 125 kHz)
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Figure 6.15: a) Transmitted signal S21 as a function of frequency and power. At high power, the
distortion of the resonance curves is indicative of bifurcation. b) Selected traces of the transmitted
signal S21 for different values of power. c) Signal tone S21 when an additional strong pump tone
is present and detuned by ∆ = 125 kHz from the signal.
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from the pump tone. As illustrated in Fig. 6.15c (inset), two pump photons will be mixed
into a signal and an idler photon. We measure the pump-signal conversion in Fig. 6.15c,
where we observe a small gain of the propagating signal, which is limited by the device
design and internal losses.





7
PHotonic Heat rectification in

a coupled qubits system

We theoretically investigate a quantum heat diode based on two interacting flux qubits
coupled to two heat baths. Rectification of heat currents is achieved by asymmetrically
coupling the qubits to the reservoirs modelled as dissipative RLC resonators. We find
that the coherent interaction between the qubits can be exploited to enhance the rec-
tification factor, which otherwise would be constrained by the baths temperatures and
couplings. Remarkably high values of rectification ratio up to R ∼ 3.5 can be obtained
for realistic system parameters, with an enhancement up to ∼ 230% compared to the
non-interacting case. The system features the possibility of manipulating both the rec-
tification amplitude and direction, allowing for an enhancement or suppression of the
heat flow to a chosen bath. For the regime of parameters in which rectification is maxi-
mized, we find a significant increase of the rectification above a critical interaction value
which corresponds to the onset of a non vanishing entanglement in the system. Finally,
we discuss the dependence of the rectification factor on the bath temperatures and cou-
plings.

7.1. IntRoduction
The recent development of quantum technologies brought an increasing interest in the
experimental and theoretical investigation of heat transport at the nanoscale [224–227].
In this context, phenomena such as phase coherence and entanglement are currently
actively studied as they could potentially lead to quantum advantages, e.g., in terms
of improved performance of thermal machines [228] and devices [229–232], including
refrigerators [233–236], heat switches [237–241], heat engines [242–248], thermal ac-
celerators [249], and towards genuine quantum thermal machines producing entangle-
ment [250–252]. A topic of great interest in this context is thermal rectification i.e., the
lack of reversal symmetry of heat current under the reversal of the temperature gradient
established between two thermal reservoirs. A finite rectification means that the magni-
tude of the thermal powers changes as the direction of the heat current gets reversed. Su-
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Figure 7.1: Left: graphic illustration of the qubit heat diode. Two interacting flux qubits (green)
are mutually coupled to each others via the inductance M12 and to two thermal reservoirs with
coupling factors gL,R. The two reservoirs reside at temperature TL and TR (red and blue). Right:
circuit diagram corresponding to the investigated system.

perconducting hybrid devices offer outstanding performance regarding electronic heat
rectification and highest values of rectification have been reported in systems composed
by tunnel junctions between different superconductors/normal metals [226, 253–256],
topological insulators [197] and ferromagnetic insulators [257]. While typically elec-
tronic heat conduction is considered at low temperature, also the radiative channel can
be significant or even dominant in certain designs [237, 248, 258–261]. Photonic heat
flow is important, for instance, when applying circuit quantum electrodynamics (cQED)
schemes to the thermal regime with the potential to study quantum heat transport with
remarkable control and precision [224, 262, 263]. This emerging field of superconducting
circuit quantum thermodynamics (cQTD) has already achieved a number of relevant re-
sults [240, 264, 265], being significant for both fundamental study of quantummechanics
as well as for real world quantum technologies applications. The investigation of more
complex schemes where the interaction and coherence among multiple qubits plays a
prominent role is now actively developing [251, 266–273].

Here, we theoretically analyze a prototypical system consisting of two interacting
flux qubits coupled to two environmental photonic baths, as sketched in Fig. 7.1. The two
qubits are inductively coupled to each other and asymmetrically to the two baths which
are modeled asRLC oscillators. This system, which has been previously investigated as
a heat switch [239], can behave as a photonic thermal diode whose rectification factor
can be greatly enhanced by the qubits interaction. Moreover, we show that not only the
amplitude, but also the direction of rectification can be manipulated, allowing to switch
from configurations in which heat flow is favored or suppressed. The high tunability
provided by the magnetic flux provides a convenient knob for the control of both the
rectifying amplitude and direction. Tunable inductive couplings can allow a further
control of the mutual interaction between the qubits themeselves and between qubits
and reservoirs [274].
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Figure 7.2: a) Normalized power h̄P±
R /ϵ20 transmitted to the right bath as a function of the

dimensionless applied external flux q for different values of interaction γ̃ = γ/ϵ0. Continu-
ous/dashed lines indicates the direct and reverse thermal bias configuration with kBTL = ϵ0/5
and kBTR = ϵ0/20. b) Rectification ratio R = |P+

R /P−
R | extracted from the curves in a). The

grey dashed line indicates absence of rectification. c) Full dependence of R as a function of q
and γ̃. The dashed black line over the white area corresponds to points of absence of rectifi-
cation (R = 1). Red and blue areas correspond, respectively, to regions of direct and reverse
rectification direction. d) Maximal rectification χmax as a function of γ̃ for different TL at fixed
kBTR = ϵ0/20 is shown as an highlighted curve. The solid and dashed lines corresponds to the
quantities lnRmax and − lnRmin. The turning points at γ̃c, associated with a switch of the
rectification direction, are shown as white circles. The red curve corresponds to the temperature
bias shown in c). e) Entanglement E corresponding to the same parameters values of d). In all
plots, ϵ0 = 1,∆ = 0.1, h̄ωLC = 10ϵ0,QL = QR = 10,RL = RR = 1 Ω, gL = 0.75, gR = 0.25
are assumed.

7.2. Model
The full Hamiltonian describing the two interacting qubits with the dissipative environ-
ments reads

H = HS +HS,L +HS,R +HL +HR, (7.1)

where HS is the Hamiltonian of the two interacting qubits, HS,L/R are the qubit-bath
interaction and HL and HR are the bare baths Hamiltonians, which we shall model as
sets of harmonic oscillators. The Hamiltonian of the interacting qubits reads

HS = H0 +H12, (7.2)

withH0 being the two non-interacting flux qubits Hamiltonian andH12 the interaction
between them. The first term reads [275]

H0 =

2∑
i=1

−ϵi(qσ̂z,i +∆iσ̂x,i), (7.3)

where ϵi = Ip,iΦ0, with Ip,i the circulating current and Φ0 the superconducting flux
quantum, ∆i are the dimensionless tunneling amplitudes, q = (Φex/Φ0 − 1

2 ) is the
dimensionless applied external magnetic flux and σ̂α,i with α = {x, y, z} denote the
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Pauli matrices of qubit i. The qubits are inductively coupled to each other so that the
corresponding interaction takes the form

H12 = γσ̂z,1σ̂z,2, (7.4)

where γ = 2M12Ip,1Ip,2 is the coupling strenght andM12 is the mutual inductance be-
tween the qubits. In the following, we will consider the condition of identical qubits, i.e.,
ϵ1 = ϵ2 = ϵ0 and ∆1 = ∆2 = ∆, but we have checked numerically that the following
discussion is not significantly affected if one allows for relative differences, up to 10%,
of the qubits parameters. As represented schematically in Fig. 7.1, the two qubits are
interacting with two distinct heat baths with temperatures TL (left bath) and TR (right
bath). The dissipative environment can be conveniently modeled as an LC oscillator
with a series resistance RB which inductively couples through the σ̂z,i components of
the two qubits as depicted in Fig. 7.1 [237, 276]. For uncorrelated baths, the Hamiltonian
describing the interaction between our two qubit system S and the bath B = {L,R}
reads [277, 278]

HS,B =MBIp(σ̂z,1 + σ̂z,2)⊗ δîn,B , (7.5)

where the current operator δîn,B for the environmentB sets the temperature-dependent
Johnson-Nyquist noise through its spectral function SB

SB(ω) =

∫ ∞

−∞
dteiω(t−t′)⟨δîn,B(t)δîn,B(t′)⟩. (6a)

The latter can be assessed directly from the impedance of the corresponding environ-
ment [20, 237, 276], which in our case reads

SB(ω) =
2h̄ω

1− e−h̄ω/kBTB
Re{YB(ω)}, (6b)

with YB(ω) = 1/RB [1 + iQB(ω/ωLC,B − ωLC,B/ω)]
−1 being the admittance of the

RLC circuit of resistance RB and quality factor QB =
√
LB/CB/RB .

7.3. Photonic heat tRanspoRt
Heat transport is crucially determined, among other quantities, by the rate of transitions
incurring in the two-qubit system S as a consequence of their coupling to the noisy
reservoirs. By assuming a standard weak-coupling regime, transition rates from level k
to level l of the coupled qubits system due to the bath B can be evaluated as [233, 239]

Γk→l,B =
(MBIp)

2

h̄2
|⟨k|(σ̂z,1 + σ̂z,2)|l⟩|2SB(ωkl), (7.7)

where |n⟩ denotes an eigenstate ofHS ,HS |n⟩ = En|n⟩, and SB(ω) is the noise spectral
function. In order to quantify the thermal power transmitted between the baths, we first
need to further evaluate the components of the density matrix ρ of the coupled qubits
system. These are governed by the master equation [239, 279, 280]

ρ̇kl = −iωklρkl + δkl
∑
i

ρiiΓi→k − 1

2
ρkl

∑
i

(Γk→i + Γl→i), (7.8)
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where Γk→l ≡ Γk→l,L + Γk→l,R are the total transition rates and ρ is written in the
instantaneous eigenbasis |n⟩ of the coupled qubits ¹. For weak qubit-bath coupling, we
can thus write the thermal power to the bath B in the form [239, 284]

PB =
∑
i,j

ρiiEijΓi→j,B , (7.9)

whereEij = Ei−Ej is the transition energy between eigenstates |i⟩ and |j⟩ and Γi→j,B

is the corresponding transition rate induced by the bath B. We can thus quantify the
rectification ratio as

R =

∣∣∣∣P+
B

P−
B

∣∣∣∣ , (7.10)

where P±
B corresponds to the thermal power to the bathB in the direct/reverse thermal

bias configurations and such that the absence of heat rectification corresponds toR = 1,
whileR > 1 orR < 1 indicates a favored or suppressed heat flow to the bath B. In the
steady state regime, Eq. (7.10) can be equivalently expressed in terms of the left/right
reservoirs B = {L,R}.

7.4. Heat Rectification
In the following we shall assume different qubit-bath coupling strengths for the two
environments. This provides the necessary structural asymmetry to observe rectifica-
tion [260, 285]. For simplicity, we quantify this coupling by the dimensionless parame-
ters

gB =
MBIp√
h̄RB

, (7.11)

which are set to the values gR = 0.25 and gL = 0.75. Fig. 7.2a depicts the powers P±
R

transmitted to the right bath as a function of the applied dimensionless flux q with direct
thermal bias (continuous line), and reverse thermal bias (dashed line). In both cases the
dimensionless power h̄P±

R /ϵ20 increases dramatically at γ̃ ≡ γ/ϵ0 = 0.15 as a result of
the resonance condition matched between the qubits energy levels and the frequency of
the LC-oscillators constituting the dissipative environment [239]. More importantly, a
notable variation in the intensity of the power transmitted in the direct/reverse bias con-
figurations is observed and anticipates the significant rectifying properties of our heat
diode. In Fig. 7.2b we plot lnR as a function of q corresponding to the same parameter
values as in Fig. 7.2a. When the qubits are non-interacting (blue line), the heat flow is
always favored in the reverse thermal bias configuration, which is testified by the fact
that lnR < 0. Moreover, in the simple case of uncoupled qubits, the rectification fac-
tor is independent on the number of qubits and depends only on gL,R and TL,R [265].
Instead, when the qubits are interacting (orange and green lines), a remarkable increase
of the rectification factor is observed at q = 0, with an enhancement for R of ∼ 230%

¹Note that we are describing our system by a global master equation. This is dictated by the geometry of our
system, with the two qubits being directly coupled to both baths. For a configuration with the qubits in series
rather than in parallel, special care must be taken in choosing whether local or global master equations should
be used, see e.g. [251, 281–283].
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at γ̃ = 0.15 ². Moreover, a change in the rectification direction takes place and the sys-
tem can also be tuned from forward (lnR > 0) to backward (lnR < 0) rectification by
spanning q. Indeed, it turns out that the non-trivial dependence of the thermal powers
on γ̃ can eventually balance and reverse the rectification direction of the qubits with
respect to the non-interacting case. This feature allows the system to be fully in-situ
tunable both in amplitude and direction of rectification. The complete dependence of
R(q, γ̃) is displayed in the colorplot in Fig. 7.2c. The dashed black line over the white
area corresponds to a region of absence of rectification, while the blue and red areas
correspond to regions of finite rectification, respectively with reverse and direct recti-
fication direction. For the considered system, we clearly observe that one direction is
more favorable than the other one (note also the scale on the colorbar). We can further
characterize the performance of the heat diode by investigating its points of maximal
rectification. In this regard, it is useful to plot the quantities Rmax(γ̃) = maxq R(γ̃)
and Rmin(γ̃) = minq R(γ̃), which are shown in Fig. 7.2d with continuous and dashed
lines for different TL at fixed TR. The maximal rectification, independently of its direc-
tion, is then given by

χmax(γ̃) = max{lnRmax(γ̃),− lnRmin(γ̃)}, (7.12)

which is plotted as an highlighted curve in Fig. 2d. We observe that for the range of pa-
rameters corresponding to Rmin, the diode is always rectifying in the reverse thermal
bias configuration (lnRmin < 0) and the magnitude of rectification is almost unaf-
fected by γ̃. Differently,Rmax increases in γ̃, starting from a small reverse rectification
(lnRmax < 0) at low γ̃ up to a direct rectification (lnRmax > 0) at large γ̃. Inter-
estingly, the turning points γ̃c associated with the switch of the rectification direction
are followed by a remarkable enhancement of R, as γ̃ is increased. To characterize the
nature of the correlations giving rise to this evolution, we plot in Fig. 7.2e the amount
of entanglement between the two qubits at steady state, as quantified by the entangle-
ment of formation E(ρ). The latter is standardly defined as E(ρ) = −x log2(x) − (1 −
x) log2(1− x), where x = (1 +

√
1− C2)/2 and C(ρ) is the concurrence associated to

the density matrix ρ [286]. Remarkably, the critical values γ̃c coincide with the values
for which the entanglement between the qubits starts to appear, which in turn results
to have E = 0.4 at the higher rectification point shown in Fig. 7.2e (red line). More-
over, despite the reduction of the overall temperature gradient TL −TR, both χmax and
the amount of entanglement E similarly increases for low values of TL as γ̃ increases.
We also extended our simulation to higher values γ̃ > 0.2which leads to a saturation of
χmax with E keep increasing. For larger values of γ̃, lnR tends to saturate while E keeps
increasing. Such a high γ̃ regime is however less feasible with the use of tunable cou-
plers which allow for an in-situ tuning of the coupling strength [274]. For the regime of
parameters where χmax is optimized, the quantum correlations of the system are strong
enough to bring the qubits in an entangled state making it possible to envision appli-
cations also for quantum information purposes. Although the common features shared
between rectification and entanglement veil a deeper connection between the two, an

²We have evaluated the increase up to 230% in the rectification in absence of an external flux q = 0 and
regardless of its direction as max{Rγ̃=0.15,(1/Rγ̃=0.15)}

max{Rγ̃=0,(1/Rγ̃=0)}
and for experimentally feasible bath couplings gL =

0.75 and gR = 0.25
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analytical one-to-one correspondence goes beyond the scope of our analysis [251], but
might be of interest for further investigations.

7.4.1. Dependence on the baths coupling and tempeRatuRe
In the following we characterize the performance of the heat diode depending on the
temperatures TL,R and the coupling strengths gL,R. In particular, Fig. 7.3a shows the
dependence of lnR on the left and right bath temperatures at the resonance point (q = 0,
γ̃ = 0.15). The rectification ratio is clearly symmetric with respect to the TL = TR axis
(blue line), in which no rectification is obviously observed. Higher values of R are ob-
tained in the bottom-left angle of the colorplot, corresponding to lower values of baths
temperatures as in agreement with the considerations previously done with regard to
Fig. 7.2d. The red cut, corresponding to the condition of fixed left bath temperature TL
and variable right bath temperature TR, is plotted in Fig. 7.2b. Notably, the condition
lnR = 0, stemming for absence of rectification, is achieved not only in the absence of
a temperature gradient (TL = TR), but also for another value of temperature bias. For
this value, the asymmetry given by the bath temperatures compensates the asymmet-
ric qubits-bath coupling resulting in a overall absence of preferential heat flow. This
only holds when the qubits are interacting (γ̃ ̸= 0) as displayed by the behavior ofR for
γ̃ = {0, 0.1}with dashed grey lines. Figure 7.3c displays the full dependence ofR on the
qubit-bath coupling strengths gL,R at (q = 0, γ̃ = 0.15). The blue line, corresponding to
symmetric coupling gL = gR, highlights the need for a structural asymmetry between
the qubits and baths in order to see any rectification effect [260, 285]. The behavior of
R for fixed left bath coupling gL = 0.75 is shown in Fig. 7.3c (red line). The rectification
is remarkably sensitive to the coupling strengths when the system approaches the reso-
nance condition at γ̃ = 0.15. In this case, exceptional high values of rectification can be
achieved with an enhancement up to ∼ 230% for gR = 0.25. As Fig. 7.3d shows, even
higher rectification can be achieved at lower values of gR. However they would cor-
respond to values of thermal powers below ∼ fW which would not be detectable with
current technology and are accordingly not experimentally relevant [233]. Such cou-
pling strengths can be achieved with a proper design of the mutual inductances between
qubits and thermal baths. For instance, by assuming a persistent current of Ip = 50 nA
and a bath resistance RB = 1Ω, values of gB ∼ 0.25 − 0.75 can be easily achieved for
MB = 50−150 pH. In all our analysis, the bath thermalization times 1/Γi→j,B aremuch
longer than the system’s typical timescale h/Eij being Γi→j,B/(Eij/h) ∼ 10−4−10−1

validating the assumption of weak-coupling to the baths.

7.5. Conclusions
In conclusion, we have investigated the rectification properties of a system composed
of two interacting flux qubits asymmetrically coupled to two RLC resonators acting as
thermal baths. The system behaves as an efficient photonic heat diode in which rectifi-
cation of heat currents between the two thermal environments takes place. We exploit
quantum correlations between the two qubits to enhance the rectification factor, which
would otherwise be constrained by the coupling to the baths and by their temperatures.

²For instance, thermal powers ∼ fW are expected for ϵ0/h ∼ 150 GHz, ∆/h ∼ 10 GHz at (γ̃ = q = 0)
with gL = 0.75 and gR = 0.25
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Figure 7.3: a) Dependence of the rectification ratio R on the left and right bath temperatures
TL,R for gL = 0.75 and gR = 0.25. The blue cut corresponds to the axis TL = TR, while
the red one corresponds to fixed left bath temperature kBTL = ϵ0/5. b) The two cuts showed
in a) displays the variation of R as a function of the right temperature TR. The green circle
corresponds to the value kBTR = ϵ0/20 employed in Fig. 7.2. The dashed grey lines corresponds
to lower values of interaction γ̃ = {0, 0.1} at q = 0. c) Dependence of R on the qubit-baths
coupling strengths gL,R. The blue line corresponds to the symmetric case of identical coupling
gL = gR, while the red line to the condition of fixed gL = 0.75. d) The two cuts displayed in c)
showing the dependence of R on gR. The green circle corresponds to the condition gR = 0.25
presented in Fig. 7.2. The dashed grey lines corresponds to lower interaction values γ̃ = {0, 0.1}
at q = 0. In all plots, ϵ0 = 1, ∆ = 0.1, h̄ωLC = 10ϵ0, QL = QR = 10, RL = RR = 1 Ω are
employed.
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Remarkably high values of rectification ratio up toR ∼ 3.5 can be obtained for realistic
system parameters, with an enhancement up to∼ 230% compared to the non-interacting
case. The system features the possibility of manipulating both the rectification ampli-
tude and direction, effectively allowing to favor or suppress heat flow to a chosen bath.
The directional manipulation of the heat flow in superconducting devices can be applied
for efficient heat evacuation [265, 287] or for fast qubit initialisation [288]. Standard
nanofabrication techniques can be employed for the experimental realization of similar
devices [265, 274]. Our analysis can be easily adapted to other kinds of superconducting
qubits, different coupling schemes or increased number of qubits.



8
Conclusions

In this thesis, we have presented four main topics that explore different aspects, both
fundamental and applicative, of Josephson junctions based on semiconductor and fully
metallic systems. In this chapter, we aim to summarize the main contributions of each
work and discuss their implications and limitations. We also suggest possible future
directions for further research.

In Chapter 4 we presented the first experimental realization of a Josephson phase
battery, a device where the combined action of spin-splitting fields, spin-orbit coupling
and superconducting correlation, is capable of generating an anomalous supercurrent.
To do that, we realized an Aluminum-based SQUID interferometer with InAs nanowire
Josephson junctions. We found that the ferromagnetic polarization of unpaired spin
states on the nanowire surface can sustain the anomalous supercurrent even in the ab-
sence of external fields. The observed symmetries of the anomalous Josephson effect in
the vectorial magnetic field are in agreement with theory. Future works could explore
the design and implementation of more complex quantum circuits based on these hybrid
elements, including a more desirable control over ferromagnetic coupling by exploit the
integration of Al/EuS bilayer and InAs nanowires. Moreover, phase shifters could be
employed as circuit elements, similarly to the realization of field-free flux qubits with
π-junctions.

In Chapter 5, we investigated half-integer Shapiro steps in highly transmissive InSb
nanoflag Josephson junctions. We used the versatile platform of free-standing defect-
free InSb nanoflags to fabricate junctions with high transparency and critical currents.
InSb is a semiconductor with high electron mobility, strong spin-orbit coupling, and
large g-factor. We explored a regime of quantum transport with parallel short and
long conducting channels, which may indicate the possible presence of an accumulation
layer at the InSb edge(s). Under microwave irradiation, we observed robust half-integer
Shapiro steps. Our analysis of temperature and device parameters led us to conclude
that the half-integer steps have a non-equilibrium origin, meaning that the non-trivial
occupation of the Andreev bound states is realizing an effective sin(2φ) CPR. However,
a comprehensive theoretical model accounting for all observed features and explaining

111



112 8. Conclusions

the role of different parameters is lacking. Future research could focus on developing
more comprehensive theories, which can be applied to ballistic junctions. Overall, our
results demonstrate the potential of ballistic InSb nanoflags Josephson junctions for ma-
nipulating Andreev bound states and their dynamics.

In Chapter 6, we investigated the debated gating effect in metallic superconducting
Dayem bridges. We provided a historical analysis and development of gating effects in
superconducting nanowires. We measured gated superconducting constrictions made
of different materials and geometries integrated in microwave resonators, and realized
fullymetallic gate-tunable resonatorswhosemodulation could be explained by gate leak-
age current. We observed signatures of non-local gating phenomena, indicating that the
leakage is inducing high-energy phonons that can extend across the entire chip. Ad-
ditionally, we presented a comprehensive review and meta-analysis of gated supercon-
ductingwiresmeasured in DC, attempting to elucidate the geometry andmaterial factors
that dominate the gating phenomenon in solid-state platforms. Improvements could be
made in developing optimal strategies for integrating the gate tuning effects for their
potential applications in superconducting quantum devices, for instance, to realize high
frequency superconducting switches, frequency-tunable resonators and couplers, and
gate-controlled parametric amplifiers while minimizing power dissipation or limiting
unwanted cross-talk caused by phonon excitations. This would require optimization of
substrates, material choice, and nanowire geometry.

In Chapter 7, we theoretically explored potential applications of superconducting
circuits in the context of thermal transport. We focused on the prototypical example of
a quantum heat diode based on two interacting flux qubits coupled to two photonic heat
baths and studied thermal rectification. We found that the coherent interaction between
the qubits could be exploited to enhance the rectification factor, which would otherwise
be constrained by the baths’ temperatures and couplings. A significant increase in the
rectification can be observed for the regime in which a non-vanishing entanglement
appears between the qubits, potentially revealing a deeper connection between them.
To further advance our understanding of quantum thermal transport, future research
could investigate the interplay between quantum correlations and thermal properties.
Such investigations could contribute to ongoing experimental efforts aimed at realizing
these circuits, including heat valves, engines, and refrigerators.
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