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A B S T R A C T 

Detecting the 21-cm signal at z � 6 will reveal insights into the properties of the first galaxies responsible for driving reionization. 
To extract this information, we perform parameter inference with three-dimensional simulations of the 21-cm signal embedded 

within a Bayesian inference pipeline. Presently, when performing inference, we must choose which sources of uncertainty to 

sample and which to hold fixed. Since the astrophysics of galaxies is much more uncertain than that of the underlying halo-mass 
function (HMF), we typically parametrize and model the former while fixing the latter. Ho we ver, doing so may bias our inference 
of the galaxy properties. In this work, we explore the consequences of assuming an incorrect HMF and quantify the relative biases 
on our inferred astrophysical model parameters when considering the wrong HMF. We then relax this assumption by constructing 

a generalized five parameter HMF model and simultaneously recover it with our underlying astrophysical model. For this, we 
use 21CMFAST and perform simulation-based inference using marginal neural ratio estimation to learn the likelihood-to-evidence 
ratio with SWYFT . Using a mock 1000-h observation of the 21-cm power spectrum from the forthcoming Square Kilometre 
Array, conserv ati vely assuming foreground wedge a v oidance, we find that assuming the incorrect HMF can bias the reco v ered 

astrophysical parameters by up to ∼ 3 –4 σ even when including independent information from observed luminosity functions. 
Using our generalized HMF model, although we reco v er our astrophysical parameters with a factor of ∼ 2 –4 larger marginalized 

uncertainties, the constraints are unbiased, agnostic to the underlying HMF and therefore more conserv ati ve. 

Key words: galaxies: high-redshift – intergalactic medium – diffuse radiation – early Universe – dark ages, reionization, first 
stars – cosmology: theory. 
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 I N T RO D U C T I O N  

he formation of the first stars and galaxies, referred to as the
osmic dawn (CD), signifies the end of the cosmic dark ages. The
ntergalactic medium (IGM), enshrouded by a neutral hydrogen fog
ollowing recombination renders the early Universe opaque to most
orms of radiation. These first stars and galaxies, emitting copious
mounts of ultraviolet (UV) photons, gradually eat away at this fog,
eading to a complex morphology of ionized regions embedded
n a neutral medium. Over time, as galaxies grow and become

ore abundant their combined UV photon output almost completely
emo v es this neutral hydrogen fog. This process is referred to as the
poch of Reionization (EoR). 
 E-mail: brad.s.greig@gmail.com 
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Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
Peering through this fog to directly explore the first generation of
tars and galaxies is extremely difficult. Thankfully, we can indirectly
nfer the properties of the entire population of these first sources
ia their role in driving the EoR. This is achieved by measuring
he temperature and spatial distribution of the neutral hydrogen in
he IGM as it is first heated and then gradually disappears due to
onizations o v er cosmic time. We detect the neutral hydrogen via
ts 21-cm hyperfine spin-flip transition, which is measured relative
o a background radiation source, such as the cosmic microwave
ackground (CMB; see e.g. Gnedin & Ostriker 1997 ; Madau,
eiksin & Rees 1997 ; Shaver et al. 1999 ; Tozzi et al. 2000 ; Gnedin &

haver 2004 ; Furlanetto, Oh & Briggs 2006 ; Morales & Wyithe 2010 ;
ritchard & Loeb 2012 ). Observing this 21-cm signal as a function
f time (frequency) reveals a three-dimensional (3D), time-evolving
icture of the ionization and thermal state of the IGM during the
arly Universe. 
© 2024 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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Maximizing the wealth of astrophysical information in the 21- 
m signal requires measuring this spatially varying signal, only 
chie v able using large-scale radio interferometers. In recent years, 
everal of these experiments have begun to report upper limits on 
he 21-cm signal via the power spectrum (PS; Mertens et al. 2020 ;
rott et al. 2020 ; Abdurashidova et al. 2022b ; HERA Collaboration
023 ). In turn, these upper limits have been scrutinized to begin to
ule out credible regions of parameter space describing the galaxies 
esponsible for reionization (e.g. Ghara et al. 2020 ; Mondal et al.
020 ; Ghara et al. 2021 ; Greig et al. 2021a , b ; Abdurashidova et al.
022a ; HERA Collaboration 2023 ). As we approach the first ever
etection of the 21-cm signal, it is imperative that our theoretical 
rameworks and model assumptions are well characterized and 
nderstood. 
F or e xample, presently when inferring the properties of the 

alaxies that drive reionization we typically assume a fixed halo- 
ass function (HMF). 1 This choice is moti v ated by the fact that the

ncertainties in the astrophysical properties describing the galaxies 
esponsible for reionization are much larger than the uncertainties 
n the underlying HMF. Consequently, by fixing the HMF we can 
hen minimize the computational burden of our inference pipelines. 
o we ver, the cosmic 21-cm signal is extremely sensitive to the

hoice of HMF as demonstrated by Lopez-Honorez et al. ( 2016 ) for
tatistics such as the 21-cm global signal and 21-cm PS. In fact, the
ependence of the HMF on the 21-cm PS can be reco v ered through
he analytic framework of the halo model approach (Schneider, 
iri & Mirocha 2021 ; Giri & Schneider 2022 ; Schneider, Schaeffer &
iri 2023 ). Therefore, given in practise we do not know the true
MF describing the Universe, by assuming a fixed HMF within 
ur inference pipelines our inferred insights into the astrophysical 
roperties describing these galaxies may be biased, especially given 
he sensitivity of the cosmic 21-cm signal. In this work, we will
xplore how biased our astrophysical inferences can be due to 
his assumption of a fixed HMF by v arying se veral theoretical
odels with incorrectly assumed HMFs relative to a fiducial mock 

bservation with known HMF. 
Mirocha, Lamarre & Liu ( 2021 ) explored the role of several of

hese theoretical modelling uncertainties, including the impact of the 
MF, on our ability to infer the galaxy properties using the 21-cm
lobal signal. Along with the stellar population synthesis model, the 
hoice of assumed HMF was observed to have a significant impact 
n the inferred astrophysics. Ho we ver, the numerical modelling of
he 21-cm signal in Mirocha et al. ( 2021 ) employed a simple two-
one IGM model and forgoes modelling the complex 3D nature of
he cosmic signal. Therefore, we revisit this, exploring the impact of
ssuming a fixed HMF in the context of observations of the 21-cm
S, which requires modelling the full 3D signal. 
Traditionally, to tackle this Bayesian inference problem we would 

mploy a tool such as 21CMMC (Greig & Mesinger 2015 , 2017 ;
reig & Mesinger 2018 ; Park et al. 2019 ) which performs on-

he-fly 3D seminumerical reionization simulations using 21CMFAST 

Mesinger & Furlanetto 2007 ; Mesinger, Furlanetto & Cen 2011 ; 
urray et al. 2020 ) within a Monte Carlo Markov Chain (MCMC)

rame work. Ho we ver, such an approach can be computationally 
ntensive, especially as the number of free parameters increase 
r in this instance where we are interested in varying the HMF
equiring a new MCMC per HMF. Therefore, in this work we 
 We also typically assume fixed cosmological parameters, which if allowed 
o vary will also have an impact on the inferred astrophysical parameters 
Kern et al. 2017 ). 

a
p

2

tilize likelihood-free or simulation-based inference (SBI; see e.g. 
ranmer, Brehmer & Louppe 2020 for a recent re vie w) that adopts
achine learning principles to either bypass or model the general 

ikelihood function (a v oiding the typically Gaussian assumptions 
o be able to derive an analytic functional form of the likelihood;
ee e.g. Prelogovi ́c & Mesinger 2023 for detailed discussions). 
BI directly connects the forward modelled simulated data to the 
osterior distribution of the input model parameters or to first ‘learn’
he likelihood from the same forward modelled data which can then
e used within an MCMC framework to obtain the model posteriors.
here are several benefits of applying these approaches including 

he removal of the need for an assumed analytic likelihood which
elax es man y assumptions and in the process it enables comple x
non-Gaussian) summary statistics to be more readily accessed in a 
ayesian framew ork. Further, the forw ard modelled simulated data 

ets can be more efficient at sampling the prior volume (removing
edundant model e v aluations that occur in an MCMC), leading to
ewer simulated models to achieve comparable or better performance. 
n recent years, these approaches have gained in popularity for 
ackling astrophysical inference from the cosmic 21-cm signal (e.g. 
hao et al. 2022a ; Zhao, Mao & Wandelt 2022b ; Prelogovi ́c &
esinger 2023 ; Saxena et al. 2023 ). 
In this work, we choose to follow the approach of Saxena et al.

 2023 ) and perform our parameter inference using marginal neutral
atio estimation (MNRE; Miller et al. 2021 ) using the publicly
vailable PYTHON package, SWYFT 2 (Miller et al. 2022 ). Rather than
earning the likelihood, in MNRE the goal is instead to learn the
arginal likelihood-to-evidence ratios for each individual parameter 

ombination through its own unique neural network. This approach 
an be more efficient than sampling the full posterior using an MCMC 

Saxena et al. 2023 ). Owing to these benefits, this approach has
lready been applied for several cosmological applications including 
he CMB (Cole et al. 2022 ), gravitational lensing (Anau Montel
t al. 2023 ; Coogan et al. 2024 ), gra vitational wa ves (Bhardwaj et al.
023 ; Gagnon-Hartman, Ruan & Haggard 2023 ), Milky Way stellar
treams (Alv e y, Gerdes & Weniger 2023 ), and supernovae cosmology 
Karchev, Trotta & Weniger 2023 ). 

Specifically, for our work we shall utilize SWYFT to perform 

strophysical parameter inference from a mock observation of the 
1-cm PS from the forthcoming Square Kilometre Array (SKA; 
ellema et al. 2013 ; Koopmans et al. 2015 ). For this, we will utilize

1CMFAST s flexible galaxy parametrization (Park et al. 2019 ) to
ake use of UV luminosity functions as additional observational 

riors. We shall perform several inferences, varying the underlying 
MF in order to quantify the bias in the inferred parameters as a

esult of our assumptions. Following this, making use of SWYFT s
fficiency, we then look to relax our assumption of a fixed HMF by
ointly reco v ering our astrophysical model parameters and those of
 generalized HMF functional form. 

The remainder of this paper is organized as follows. In Section 2 ,
e summarize our 21-cm simulations using 21CMFAST and provide 

ummary statistics of the 21-cm signal in order to highlight its sensi-
ivity to the underlying choice of HMF. In Section 3 , we describe our
pproach for constructing our noisy, simulated data for performing 
BI with SWYFT . In Section 4 , we explore the impact of assuming
 fixed HMF on the inferred astrophysical model parameters before 
onsidering a generalized function form for the HMF in Section 5
nd simultaneously reco v ering our astrophysical and HMF model 
arameters. Finally, in Section 6 we provide our closing remarks. 
MNRAS 533, 2502–2529 (2024) 
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nless stated otherwise, all quantities are in co-moving units and we
dopt the cosmological parameters: ( �� 

, �M 

, �b , n , σ8 , H 0 ) = (0.69,
.31, 0.048, 0.97, 0.81, 68 km s −1 Mpc −1 ), consistent with recent
esults from the Planck mission (Planck Collaboration VI 2020 ). 

 SIMULATING  T H E  2 1 - C M  S I G NA L  

or simulating the 3D 21-cm signal during reionization we use the
emi-numerical simulation code 21CMFAST 3 (Mesinger & Furlanetto
007 ; Mesinger et al. 2011 ), specifically the latest public release,
3 (Murray et al. 2020 ). In particular, we adopt the flexible galaxy
arametrization of Park et al. ( 2019 ) that describes the UV and X-
ay properties of the galaxies responsible for reionization. Below,
e outline the key concepts for simulating the 21-cm signal, with
articular focus on the astrophysical parameters that we seek to
eco v er in our parameter inference pipeline and their dependence
n the HMF. For more detailed discussions, please refer to these
forementioned publications. 

.1 Galaxy UV properties 

he stellar mass, M ∗, of a galaxy is assumed to be directly propor-
ional to its host halo mass, M h (e.g. Kuhlen & Faucher-Gigu ̀ere
012 ; Dayal et al. 2014 ; Behroozi & Silk 2015 ; Mitra, Choudhury &
errara 2015 ; Mutch et al. 2016 ; Ocvirk et al. 2016 ; Sun & Furlanetto
016 ; Yue, Ferrara & Xu 2016 ; Hutter et al. 2021 ), 

 ∗( M h ) = f ∗

(
�b 

�m 

)
M h , (1) 

ith the fraction of galactic gas in stars, f ∗, also dependent on the
ost halo mass via a power-law 

4 characterized by two free model
arameters, the index, α∗, and the expression is normalized via f ∗, 10 

or a host dark matter halo mass of 10 10 M �, 

 ∗ = f ∗, 10 

(
M h 

10 10 M �

)α∗
. (2) 

ividing this stellar mass by a characteristic time-scale, t ∗, then
ields the star formation rate (SFR) for these galaxies, 

˙
 ∗( M h , z ) = 

M ∗
t ∗H 

−1 ( z ) 
, (3) 

here H 

−1 ( z) is the Hubble time and t ∗∈ [0 . 05 , 1]. 
The fraction of UV photons escaping into the IGM, f esc , is also

ssumed to be go v erned by a power-law relation with halo mass, 

 esc = f esc , 10 

(
M h 

10 10 M �

)αesc 

, (4) 

ielding an additional two parameter, index, αesc , and normalization,
 esc , 10 . 
Importantly, not all haloes are capable of contributing to reion-

zation owing to either internal feedback and/or inefficient cooling
hat can stymie star formation in low-mass haloes. To mimic this
ehaviour, an ef fecti v e duty-c ycle is adopted, 

 duty = exp 

(
−M turn 

M h 

)
. (5) 
NRAS 533, 2502–2529 (2024) 

 https:// github.com/ 21cmfast/ 21cmFAST 

 This follows directly from the mean behaviour of M ∗ and M h obtained from 

oth semi-empirical fits to observations (e.g. Harikane et al. 2016 ; Tacchella 
t al. 2018 ; Behroozi et al. 2019 ; Stefanon et al. 2021 ) and semi-analytic 
odel predictions (e.g. Mutch et al. 2016 ; Yung et al. 2019 ; Hutter et al. 

021 ). 

a  

(  

a  

e  

t  

L  

M

here (1 − f duty ) corresponds to the fraction of suppressed star-
orming galaxies below a characteristic mass scale M turn (e.g.
iroux, Sutherland & Shull 1994 ; Shapiro, Giroux & Babul 1994 ;
ui & Gnedin 1997 ; Barkana & Loeb 2001 ; Springel & Hernquist
003 ; Mesinger & Dijkstra 2008 ; Okamoto, Gao & Theuns 2008 ;
obacchi & Mesinger 2013a , b ). 
The primary impact of our assumed HMF is through the production

ate of UV photons, which directly feeds into the corresponding
V luminosity functions (LFs). The abo v e galaxy parametrization

onnects to UV LFs by first computing the non-ionizing UV LFs: 

( M UV ) = 

[
f duty 

d n 

d M h 

] ∣∣∣∣ d M h 

d M UV 

∣∣∣∣ . (6) 

he quantity in square brackets corresponds to the number density
f active star-forming galaxies and is directly proportional to the
MF. Therefore, including the UV LFs when exploring the role of

ssuming a fixed HMF will be important. The final term performs
he conversion between halo mass and UV magnitude. Our defined
FR (equation 3 ) is then related to the UV luminosity ( L UV ) via 

˙
 ∗( M h , z) = K UV × L UV , (7) 

here K UV = 1 . 15 × 10 −28 M � yr −1 / erg s −1 Hz −1 is a conversion
actor (Madau & Dickinson 2014 ) and the UV luminosity is related
o AB magnitude via the standard relation (Oke & Gunn 1983 ): 

og 10 

(
L UV 

erg s −1 Hz −1 

)
= 0 . 4 × (51 . 63 − M UV ) . (8) 

In summary, this model contains six free parameters to describe
he UV properties of the galaxies, namely, f ∗, 10 , α∗, f esc , 10 , αesc , t ast 

nd M turn . 

.2 Galaxy X-ray properties 

n addition to UV photons, these first galaxies emit X-ray photons
riginating from stellar remnants from earlier episodes of star
ormation. These escaping X-ray photons, with their long mean-
ree paths, are capable of traversing large distances and heating
he adiabatically cooling IGM. Within 21CMFAST , X-ray heating
s modelled by first computing the angle-averaged specific X-ray
ntensity, J ( x , E, z), (in erg s −1 keV 

−1 cm 

−2 sr −1 ) within each
imulation voxel, 

 ( x , E, z) = 

(1 + z) 3 

4 π

∫ ∞ 

z 

d z ′ 
cd t 

d z ′ 
εX e 

−τ . (9) 

his calculates the contribution from the co-moving X-ray spe-
ific emissivity, εX ( x , E e , z 

′ ), emitted at earlier times, E e = E(1 +
 

′ ) / (1 + z), while also accounting for their attenuation by the IGM,
 

−τ , as the y trav erse the vast distances through the Universe. The
pecific emitted emissivity is then 

X ( x , E e , z 
′ ) = 

L X 

SFR 

[
(1 + δ̄nl ) 

∫ ∞ 

0 
d M h 

d n 

d M h 
f duty Ṁ ∗

]
, (10) 

here ̄δnl is the mean, non-linear o v erdensity in a shell centred on the
imulation cell ( x , z), L X / SFR (erg s −1 keV 

−1 M 

−1 
� yr) is the specific

-ray luminosity per unit star formation escaping the host galaxies
nd the quantity in square brackets is the star formation rate density
SFRD) along the light-cone. This latter quantity depends on our
ssumed choice for the HMF highlighting that our modelled X-ray
missivity is directly impacted by our HMF choice. Either a change
o the HMF could be compensated for by a corresponding change to
 X / SFR or through the stellar properties of the UV galaxies, namely
 turn (through f duty ), f ∗, 10 , α∗, or t ∗. 

https://github.com/21cmfast/21cmFAST
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5 In fact, even at low redshifts the HMFs are known to differ non-negligibly 
(Murray, Power & Robotham 2013 ). 
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L X / SFR acts as the normalization of the X-ray emissivity and 
s modelled with a power-law dependence with photon energy, 
 X ∝ E 

−αX , with αX denoting the index of the spectral energy
istribution describing the source of X-rays. In this work, high- 
ass X-ray binaries are assumed to dominant, thus we adopt αX = 1

onsistent with local Uni verse observ ations (Mineo, Gilfanov & 

unyaev 2012 ; Fragos et al. 2013 ; Pacucci et al. 2014 ). Finally,
his specific X-ray luminosity is then normalized by the integrated 
oft-band ( < 2 keV) luminosity per SFR (in erg s −1 M 

−1 
� yr), 

 X < 2 keV / SFR = 

∫ 2 keV 

E 0 

d E e L X / SFR , (11) 

here E 0 corresponds to the energy threshold below which X-ray 
hotons are absorbed by the host galaxy. Both L X < 2 keV / SFR and E 0 

re free parameters in our astrophysical model. 

.3 Ionization and thermal state of the IGM 

omputing the thermal and ionization states of the IGM requires 
he velocity and evolved density fields which are determined using 
econd-order Lagrange perturbation theory (Scoccimarro 1998 ). 
irst, the thermal state of the neutral IGM is calculated by deter-
ining the IGM spin temperature, T S , which is obtained by self-

onsistently computing X-ray heating and ionizations along with 
eating and cooling due to structure formation, Compton scattering 
y CMB photons and heating due to partial ionizations. T S is set by
he weighted mean, 

 

−1 
S = 

T −1 
CMB + x αT 

−1 
α + x c T 

−1 
K 

1 + x α + x c 
, (12) 

here T K , T α , and T CMB are the gas, L yman α (L y α) colour, and
MB temperatures, respectively, and T S depends both on the local 
as density and the L y α radiation intensity. The L y α background
s the cumulative sum of X-ray excitations of neutral hydrogen 
toms and the direct stellar emission of Lyman band photons by 
he first sources with x α denoting the Wouthuysen-Field coupling 
oefficient (Wouthuysen 1952 ; Field 1958 ) and x c the collisional 
oupling coefficient between the free electrons and CMB photons. 

The ionization field is then determined by applying excursion-set 
heory (Furlanetto, Zaldarriaga & Hernquist 2004 ) on the evolved 
ensity field which compares the cumulative number of ionizing 
hotons, n ion , to the total number of neutral hydrogen atoms plus
umulative recombinations, n̄ rec (Sobacchi & Mesinger 2014 ) within 
pheres of decreasing radii, R, and corresponding o v erdensity, δR . 
n individual simulation voxel is then considered ionized if 

¯ ion ( x , z| R, δR ) ≥ (1 + n̄ rec )(1 − x̄ e ) , (13) 

here (1 − x̄ e ) accounts for secondary ionizations by X-ray photons. 
he cumulative number of ionizations is determined by 

 ion = ρ̄−1 
b 

∫ ∞ 

0 
d M h 

d n ( M h , z| R, δR ) 

d M h 
f duty Ṁ ∗f esc N γ /b , (14) 

here ρ̄b is the mean baryon density and the total number of ionizing
hotons per stellar baryon is given by N γ /b which is assumed to
e N γ /b = 5000 consistent with a Salpeter initial mass function 
Salpeter 1955 ). As one would expect, n ion is directly connected 
o our adopted HMF. Therefore, the relative amplitude and slope of
he HMF (i.e. number density of haloes of a given mass) will have a
otable impact on the total number of ionizations and thus primarily 
he ionization state of the IGM. Consequently, this implies any of
he six free model parameters describing the UV galaxies could be 
mpacted by the assumed choice of HMF. 
.4 21-cm brightness temperature 

he intensity of the observed 21-cm radiation, or brightness tem- 
erature, δT b ( ν), is set by the optical depth, τν0 , of the neutral
 ydrogen g as (where ν0 is the frequency of the 21-cm signal) and the
ackground radiation passing through it (e.g. CMB; Furlanetto et al. 
006 ); 

T b ( ν) = 

T S − T CMB ( z) 

1 + z 

(
1 − e −τν0 

)
mK , (15) 

nd 

ν0 ∝ (1 + δnl )(1 + z) 3 / 2 
x H I 

T S 

(
H 

d v r / d r + H 

)
. (16) 

he optical depth depends on the neutral hydrogen fraction, x H I ,
ocal gas o v erdensity, δnl ≡ ρ/ ̄ρ − 1, the Hubble parameter, H ( z),
nd the line-of-sight gradient of the peculiar velocity. This quan- 
ity is e v aluated at the redshift z = ν0 /ν − 1 and for ease of
otation we have dropped the explicit spatial dependence of the 
uantities. 

.5 The halo-mass function 

s outlined previously, the timing and bias of the sources producing
V and X-ray photons is degenerate with our modelled astrophysical 
arameters which is in turn degenerate with the HMF. In 21CMFAST ,
he HMF is explicitly calculated using an analytic expression; there- 
ore, it is straightforward to interchange for various analytic HMFs 
n the literature. By default, 21CMFAST assumes the Sheth, Mo &
ormen ( 2001 , hereafter ST) ellipsoidal collapse model to compute

he number density of haloes. Throughout this work, we adopt ST as
ur default HMF. For completeness of the purely analytically derived 
MFs we shall also consider the Press & Schechter ( 1974 , hereafter
S) HMF. 
Following these, within the literature there have been many ana- 

ytic fitting functions created to match outputs of N -body simulations 
e.g. Jenkins et al. 2001 ; Warren et al. 2006 ; Reed et al. 2007 ;
 inker et al. 2008 ; T inker et al. 2010 ; Angulo et al. 2012 ; Watson
t al. 2013 ; Diemer 2020 ). These can vary considerably in their
unctional forms with differences arising from the fundamentals of 
he N -body simulations (e.g. gravity solver and/or definition of what 
onstitutes a halo along with the halo finder itself). Importantly, the
ast majority of these N -body simulations are not designed for high-
 studies, which is not unsurprising given the wealth of observations
t low- z (and lack thereof at high- z) from which to calibrate the
-body results against. 5 Therefore, the extrapolation of these HMFs 

ut to the high- z’s necessary for studying reionization can lead to
ignificant differences in the number density of sources that can 
ave a significant impact on the inferred astrophysical parameters 
Mirocha et al. 2021 ). 

In addition to the ST and PS HMFs, we also consider the
nalytic fitting functions of Tinker et al. ( 2010 , hereafter Tinker),
ngulo et al. ( 2012 , hereafter Angulo) and the redshift evolving
atson et al. ( 2013 , hereafter Watson- z). The choice is somewhat

rbitrary, but is designed to broadly co v er the breadth of variation
n the 21-cm signal during reionization. For example, we found the
iemer ( 2020 ) model to be very similar to that of Watson- z while

qually the Angulo and Jenkins et al. ( 2001 ) models were also very
MNRAS 533, 2502–2529 (2024) 



2506 B. Greig et al. 

M

Figure 1. The HMFs at z = 6 , 9 , 12 and 15 for the five different models we consider in this work. In particular, we consider the Sheth–Tormen (black solid), 
Press-Schecter (red dashed), redshift evolving Watson (blue dot–dashed), Angulo (magenta dotted), and the Tinker (teal triple-dot–dashed) HMFs. In the bottom 

row, we provide the fractional difference between the various HMFs and that of the ST HMF. 

Table 1. The astrophysical model parameters for our mock 21-cm observation, assuming a Sheth et al. ( 2001 ) HMF, based on the constraints from 

Qin et al. ( 2021b ). 

log 10 ( f ∗, 10 ) α∗ log 10 ( f esc , 10 ) αesc log 10 ( M turn ) t ∗ log 10 
L X< 2 keV 

SFR E 0 

(M �) (erg s −1 M 

−1 
� yr −1 ) (keV) 

Mock Observation −1.1 0.5 −1.30 −0.35 8.55 0.5 40.5 0.5 
Prior ranges [ −3.0,0.0] [ −0.5, 1.0] [ −3.0,0.0] [ −1.0, 0.5] [8.0, 10.0] [0.05,1.0] [38.0, 42.0] [0.1,1.5] 
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6 Theoretically one could also consider the impact of varying the underlying 
transfer function used for modelling the matter power spectrum. For example, 
using 21CMFAST we assume a matter power spectrum defined by (Eisenstein & 

Hu 1999 ). Ho we v er, more accurate transfer functions e xist which rely on 
Boltzmann solvers such as CAMB (Lewis, Challinor & Lasenby 2000 ) or 
CLASS (Blas, Lesgourgues & Tram 2011 ). Relatively speaking the differences 
are more minor, with differences consistent with the those between the ST 

and Angulo HMFs. Nev ertheless, the y will contribute marginally to biasing 
our inferred results. 
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In Fig. 1 , we provide the corresponding HMFs for our selected
odels at z = 6, 9, 12, and 15. Additionally, for ease of comparison
e also provide the fractional difference between the various HMFs

nd the ST HMF. At z = 6, all models are fairly consistent with one
nother up until halo masses of 10 11 M � following which the various
odels begin to diverge for increasing mass. Although these large
ass haloes do not significantly contribute to the total number of ion-

zing photons, they contribute to setting f ∗ through the UV LFs and
hus small differences in the HMF on these mass scales can still bleed
nto our inference of the astrophysical parameters. As noted earlier,
s we extrapolate these models out to higher redshifts, the relative
ifferences are amplified and extend throughout the entire mass
ange. At z = 9, the HMFs are only consistent below 10 9 . 5 M �,
hereas by z = 15 significant differences occur o v er the entire
ass range. Further, the slope of the different models also differs,

esulting in different abundances of sources within different mass
ins. Combined, these differences will have a sizeable impact on the
1-cm signal. 

.6 Mock 21-cm obser v ation 

n order to quantify the relative impact of our HMF choice on
ur inferred astrophysical parameters, we must define a mock
NRAS 533, 2502–2529 (2024) 
bservation of the 21-cm signal. 6 For this, we adopt a set of
strophysical parameters that closely resemble the reco v ered model
f Qin et al. ( 2021b ) based on the cumulative distribution functions
f the Ly α forest (Bosman et al. 2018 ) combined with existing
onstraints on the electron scattering optical depth, τe from the CMB
Planck Collaboration VI 2020 ), UV LFs (see Section 2.6.3 ) and
ark fraction (McGreer, Mesinger & D’Odorico 2015 ). In Table 1 ,
e summarize the corresponding model parameters of our mock
bservation, along with the adopted prior ranges for each of these
arameters based on previous work (Park et al. 2019 ; Greig et al.
021b ). Note, throughout this work, these astrophysical parameters
l w ays remained fixed, and we only ever change the underlying HMF
hen differentiating models. For this mock observation we adopt a
T HMF to describe the number density of ionizing sources. Note,
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Figure 2. The global history of reionization (left panel) and the mean brightness temperature (right panel) for the same astrophysical model parameters (see 
Table 1 ) but varying the underlying HMF. In particular, we consider the Sheth–Tormen (black solid; our mock 21-cm observation), Press-Schecter (red dashed), 
redshift evolving Watson (blue dot–dashed), Angulo (magenta dotted), and the Tinker (teal triple-dot–dashed) HMFs. Note, for this visual comparison, all 21-cm 

light-cones are generated using the same initial conditions for our fiducial 250 Mpc simulations. 
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or this section, to ease qualitative discussions, all 21-cm models are 
enerated assuming the same initial conditions. 

.6.1 Global signal 

n Fig. 2 , we demonstrate the global history of reionzation (left
anel) and the mean brightness temperature signal (right panel) 
s a function of redshift for our mock 21-cm model assuming a
T HMF (solid black curves). Additionally, we also provide the 
orresponding curves for our four other HMFs; PS (red, dashed), 
atson- z (blue, dot–dashed), Angulo (magenta, dotted), and Tinker 

teal, triple-dot–dashed). Immediately evident from this figure are 
he considerably large differences in the corresponding timing of 
eionization along with both the amplitude of the global 21-cm signal 
nd the corresponding redshifts of the various features. 

Relative to our fiducial model (ST), the mid-point of reionization 
an differ by as much as �z ∼ 1 depending on the choice of HMF,
ith both the Tinker and Watson- z models resulting in a delayed and

lower reionization. This is due to the ∼ 50 per cent reduction in the
umber of sources (e.g. Fig. 1 ) at the low-mass end. The differences
n the HMF choices correspond to a shift in the electron scattering
ptical depth of at most �τe ± 0 . 005 relative to the fiducial model
f τe ∼ 0 . 05. Equally, this difference corresponds to a �z ∼ 1 shift
n the features in the global brightness temperature. The PS model 
xhibits a notably different reionization history and 21-cm global 
ignal. At high- z, PS considerably under predicts the number of
aloes, resulting in the most delayed Ly α decoupling ( z ∼ 15) and
bsorption trough ( z ∼ 11). Ho we ver, the PS HMF more rapidly
volves on the low-mass end with decreasing redshift, therefore 
lthough reionization starts latest for PS, its duration occurs on the 
hortest time-scale for any model due to the more rapidly increasing 
bundance of sources (largest gradient in the reionization history). 
t is quite clear from these observations that the various HMFs can
roduce relatively drastic differences in the globally averaged 21-cm 

ignal. 

.6.2 21-cm power spectrum 

n Fig. 3 , we provide the 21-cm PS for our astrophysical model,
gain varying the underlying HMF. For this, we take the 3D 21-cm
ight-cone output by 21CMFAST and break it up into pieces along the
ine of sight, with the start and end redshifts of each cube denoted
t the top of each panel. The vertical dashed lines correspond to
he spatial scales between which we use the 21-cm PS for our
strophysical parameter inference ( k = 0 . 1 and k = 1 . 0 Mpc −1 ).
inally, the shaded regions denote the 68th percentile uncertainties 
btained from a 1000 h observation with the SKA using 21CMSENSE

Pober et al. 2013 , 2014 ). These are provided here purely as a visual
id to provide context to the relative differences in the 21-cm PS
ue to the choice of HMF. Further, for this figure, we assume perfect
ore ground remo v al in order to highlight v ariations to the 21-cm
S coming directly from the underlying changes to the HMF. In
ection 3.2 , we outline how we model the instrumental effects and

nclude them in our forward-modelled simulations for our parameter 
nference. 

Like previously, for the same fixed astrophysical parameter set 
he choice of HMF can have a significant impact on the 21-cm
S. Because the choice of HMF impacts the relative timing of the
arious 21-cm milestones (e.g. reionization, X-ray heating or Ly α
ecoupling), for the same fixed redshift (frequency) we are ef fecti vely
omparing the 21-cm signal at a dif ferent e volutionary stage. For
xample, in most panels the PS, Watson- z and Tinker models lag
ehind the mock ST model by almost one entire panel. Relative
o the observational uncertainties from the SKA, this can result in
ifferences in excess of several σ , especially during reionization 
e.g. z � 10), when the observational uncertainties are smallest. 
ven at higher redshifts, when the observational uncertainties are 
uch larger due to increasing thermal noise, certain models can 

till differ by several σ due to the relatively large amplitude 
ignal during the X-ray heating epoch. Therefore, when performing 
nference and changing the underlying HMF we will be biased 
o astrophysical parameters that can result in the timing of these
osmic milestones occurring earlier to match that of our fiducial ST
odel. 
Even the Angulo model, which is very similar to the fiducial ST
odel can differ in excess of the SKA observational uncertainties. 
 or e xample, during reionization (e.g. z � 10) the Angulo HMF
roduces slightly more haloes relative to the ST HMF at � 10 10 M �
see e.g. Fig. 1 ). As a result, reionization begins slightly earlier and
roceeds slightly faster (see Fig. 2 ). Even by z < 7 these marginal
ifferences in the HMF can produce 21-cm PS that differ by more
MNRAS 533, 2502–2529 (2024) 
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Figure 3. The 21-cm power spectrum (PS) obtained from a 3D 21-cm light-cone generated by 21CMFAST for our fiducial astrophysical parameter set, but 
varying the underlying HMF. Here, we consider the 21-cm PS obtained from equal comoving length chunks along the 21-cm light-cone. Note, for this we show 

the 21-cm PS obtained from the full simulation cube, not including any instrumental effect (e.g. foreground wedge) or thermal noise. Ho we ver, as a visual guide 
the shaded regions correspond to the 68th percentile uncertainties for a mock 1000 h observation with the SKA. The vertical dashed lines denote the Fourier 
scales used within our inference pipeline ( k = 0 . 1 and k = 1 . 0 Mpc −1 , respectively). Note, for this visual comparison, all 21-cm light-cones are generated using 
the same initial conditions. 
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han the observational uncertainties. Therefore, the Angulo model
ill serve as a demonstration of ho w sensiti ve our HMF choice is to

he inferred astrophysical parameters. 

.6.3 UV LFs 

inally, we also consider the impact of our choice of HMF on the
V LFs. In Park et al. ( 2019 ), it was demonstrated that the unique

nd complimentary information provided by observed high- z UV
Fs can impro v e on the o v erall constraining power of the underlying
odel (see also Mirocha, Furlanetto & Sun 2017 ). Essentially, this

mpro v ement stems from the sensitivity of the UV LFs to the stellar
arameters, f ∗, breaking the de generac y with the escape-fraction,
 esc when it comes to the UV ionizations. Importantly, since the UV
Fs also depend on the HMF, our relative improvements also depend
n our assumed HMF. 
In Fig. 4 , we demonstrate the sensitivity of the modelled UV LFs

btained using 21CMFAST for our mock astrophysical parameter set
arying only our choice of HMF. For reference, we additionally
NRAS 533, 2502–2529 (2024) 
nclude a selection of observed UV LFs at z = 6 (Bouwens et al.
017 ), z = 7 and 8 (Bouwens et al. 2015 ) and z = 10 (Oesch et al.
018 ). Note, this choice follows that of Park et al. ( 2019 ), based on
imiting the systematic differences between the various results in the
iterature due to how the statistical and observational uncertainties are
etermined. Ideally, one should combine all results in the literature
o obtain a mean UV LF that characterizes the scatter across the
 arious observ ations and pipelines, resulting in a more conserv ati ve
nd unbiased UV LF. Ho we ver, for no w we restrict our results to these
xisting UV LFs. Additionally, for the purposes of our modelling we
gnore the impact of dust on the bright UV galaxies, imposing a
imit of M UV < −20 below which we argue the galaxies are dust-
ree (see Park et al. 2019 , for further discussions). Ho we ver, this
ay not be the case, and any non-zero dust contribution would

esult in a reddening of the UV slope biasing the inference on f ∗.
herefore, in future we aim to explore the inclusion of dust in our
odel and to make use of the bright-end of the UV LFs. For example,

ne could envisage utilizing either empirical or physically-moti v ated
rescriptions for dust and their connection to the UV properties of
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Figure 4. The corresponding UV LFs, assuming the same fixed astrophysical parameter set, but varying the underlying HMF. We show the UV LFs at z = 6 , 7 , 8 
and 10 which correspond to the redshifts of existing observational data. 
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he galaxies that have been extensively explored in the literature (e.g. 
eurer, Heckman & Calzetti 1999 ; Wilkins et al. 2013 ; Bouwens

t al. 2014 ; Khakhale v a-Li & Gnedin 2016 ; Mancini et al. 2016 ; Ma
t al. 2019 ; Qiu et al. 2019 ; Mirocha, Mason & Stark 2020 ; Zhao &
urlanetto 2024 ). 
For these specific UV LFs, we can see that the variations due to

he HMFs are larger than the corresponding statistical uncertainties, 
herefore the UV LFs have sufficient constraining power to differ- 
ntiate between the HMF models. Note, ho we ver, this would be
otably reduced if we averaged across all UV LFs and the various
ystematic uncertainties. For reference, the turn-over in the UV LFs 
orresponds to our choice for M turn = 5 × 10 8 M �, indicating that the
V LFs are sensitive primarily to the HMF on mass scales greater

han this. As highlighted earlier, the extrapolation of the HMFs out to
igher redshifts increases the relati ve dif ferences, which we observe 
n the case of the UV LFs. Finally, as noted previously changes to
he underlying HMF can be compensated by increasing the number 
f UV photons escaping the galaxies. Ho we ver, since the UV LFs
onstrain the stellar contribution through f ∗, this implies that when 
e combine observations of the UV LFs with the 21-cm signal, the

argest biases should appear via the escape fraction, f esc as the UV
Fs are independent of f esc . 

 SIMULATION  SET-UP  

aving outlined our fiducial astrophysical model and how the HMF 

mpacts the summary statistics of the 21-cm signal, we now focus on
iscussing our inference pipeline set-up. 

.1 Parameter inference with SWYFT 

hen it comes to parameter inference, our goal is to determine the
robability distribution of obtaining our model parameters, θ , given 
n observation, x . This probability distribution, called the posterior, 
( θ | x ), is given by Bayes’ theorem, 

 ( θ | x ) = 

p ( x | θ ) 

p ( x ) 
p ( θ) (17) 

here p( x | θ ) denotes the likelihood to obtain the observed mea-
urement x given the model parameters θ , p( θ ) constitutes our prior
nowledge of the model parameters and p( x ) is the evidence of the
ata. 
Obtaining the posterior can be computationally e xpensiv e. Tradi- 

ionally, to tackle this problem we first assume a functional form for
he likelihood and then apply either basic MCMC (e.g. Metropolis 
t al. 1953 ; Hastings 1970 ; Green 1995 ) or more complex nested
ampling (e.g. Skilling 2004 ; Skilling 2006 ; Feroz, Hobson &
ridges 2009 ; Handley, Hobson & Lasenby 2015 ; Buchner 2016 ,
019 ), where the latter has the additional benefit of providing an
stimate of the evidence which is useful for performing model 
election. Fundamentally, these approaches are limited by the in- 
erent assumptions that enter into constructing the functional form 

f the likelihood and/or how computationally intensive the likelihood 
alculation becomes. 

SBI on the other hand replaces the explicit e v aluation of the likeli-
ood with a stochastic simulator that provides the implicit mapping 
rom a set of model parameters θ i to the data x i . These sample-
arameter pairs [ ( x 1 , θ1 ) , ... ( x N , θN ) ] generated by this stochastic 
imulator are then used for training the neural network that either
stimates the posterior directly, the likelihood or the likelihood- 
o-evidence ratio (see e.g. Lueckmann et al. 2021 , for detailed
iscussions on benchmarking these different approaches). Our only 
equirement of this simulator is that it contains a representation 
f the signal (realization) combined with the noise properties, i.e. 
odelling or observational uncertainties. The advantage of these 

pproaches is that since they explicitly use the output of the forward-
odelled simulations rather than a likelihood e v aluation we can

ccurately characterize the inherent variances (e.g. cosmic variance 
nd instrumental noise) within our simulations and/or our summary 
tatistics. 

For this work, we use SWYFT (Miller et al. 2022 ) which utilizes
arginal neural ratio estimation (MNRE; e.g. Durkan, Murray & 

apamakarios 2020 ; Hermans et al. 2021 ) in order to learn the
arginal likelihood-to-evidence ratio rather than the full likelihood- 

o-evidence ratio of the entire astrophysical parameter set. We denote 
his marginal likelihood-to-evidence ratio, r( x , ˜ θ ) where ˜ θ signifies 
hat we are referring to an individual parameter pair (e.g. ( θi , θj ))
ather than the full parameter set, θ . We then write this quantity,
( x , ˜ θ ) as 

( x , ˜ θ ) ≡ p( x | ˜ θ ) 

p( x ) 
= 

p( ̃  θ | x ) 
p( ̃  θ) 

= 

p( x , ˜ θ ) 

p ( x ) p ( ̃  θ) 
. (18) 

his quantity is equal to the ratio of probability densities for jointly
rawn sample-parameter pairs, x , ˜ θ ∼ p( x , ˜ θ ) and marginally drawn 
airs x , ˜ θ ∼ p ( x ) p ( ̃  θ). To determine this ratio, a binary classifier
s trained, d φ( x , ˜ θ ), where φ denotes the network parameters.
his discriminates between two hypotheses, whether the sample- 
arameter pairs are jointly ( C = 1) or marginally ( C = 0) drawn
ith both classes sampled with equal probability. This network is 
MNRAS 533, 2502–2529 (2024) 
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rained using a binary-cross entropy loss function: 

 [ d φ( x , ˜ θ )] = −
∫ 

d x d ̃  θ
{
p( x , ˜ θ ) log d φ( x , ˜ θ ) + 

p ( x ) p ( ̃  θ) log 
[
1 − d φ( x , ˜ θ ) 

]}
, (19) 

hich is minimized when d φ( x , ˜ θ ) corresponds to the probability of
he class labelled C = 1 (i.e. the jointly sampled probability): 

 φ( x , ˜ θ ) = p( C = 1 | x , ˜ θ ) = 

p( x , ˜ θ ) 

p( x , ˜ θ ) + p( x ) p( ̃  θ) 

≡ σ [ log r( x , ˜ θ )] , (20) 

hich allows the likelihood-to-evidence ratio, r , to be expressed
n terms of the binary classifier, d φ , using the sigmoid function,
( y) = [1 + e −y ] −1 . 
The key advantage of this approach is that by learning the marginal

ikelihood-to-evidence ratio, when training this ratio we only need
o provide the explicit values for the parameter combinations we are
nterested in. That is, for parameter inference for an M dimensional

odel, we are only required to train M one-dimensional (1D) and
( M − 1) / 2 tw o-dimensional (2D) netw orks to describe the full
arginal posterior distribution. This is because the marginalization
 v er the remaining (nuisance) model parameters is implicitly in-
luded within the training data supplied by the stochastic simulator.
hus the variance due to these parameters will be included in the
ata but is not necessary for training the binary classifier. 

.2 Simulated data 

n order to perform SBI, we are required to have a stochastic simulator
f the cosmic 21-cm signal which includes and characterizes our
nderstanding of the modelling and observational uncertainties.
elow, we outline our steps to generate realistic 21-cm data. 
Firstly, we use 21CMFAST to generate our 3D realizations of the

osmic 21-cm signal. These are simulated using a comoving box size
f 250 3 Mpc 3 sampled on 150 3 grids using a density field which has
een downsampled from a higher resolution box (450 3 ). We construct
ur 3D 21-cm light-cones spanning from z = 25 down to z = 5 . 2. In
otal, we generate 120 000 realizations of the cosmic 21-cm signal
or each of the five different HMFs outlined earlier. Note ho we ver,
o minimize the total computational o v erheads we only generate
ne set of initial conditions per set of 5 different HMFs. However,
he astrophysical parameters for each of these HMFs are varied to
nsure there is no o v erlap in the same region of parameter space
ith the same initial conditions. When constructing the training

et it is important to vary the initial conditions as otherwise one
ould underestimate the sample variance error, which leads to the
roduction of o v er-confident and biased posterior predictions as
iscussed in detail in Prelogovi ́c & Mesinger ( 2023 , see also Zhao
t al. 2022b ). Importantly, when constructing our mock observations
e use unique random seeds that are mutually distinct from those
sed within the construction of the training data. 

.2.1 Instrumental noise 

n this work, our exploration of the impact of the HMF on our
strophysical parameters is based on a mock observation of the 21-cm
S using the SKA. To embed the instrumental noise characteristics

nto our mock 21-cm PS, we first split our 3D light-cone along the
ine of sight into equal comoving distance (250 Mpc) chunks. Next,
ince radio interferometers only observe the spatial fluctuations in
NRAS 533, 2502–2529 (2024) 
he signal (zero mean signal), we measure the mean of our individual
hunks and remo v e it from the data cubes. 

To mimic the instrumental effects of the SKA on our 3D 21-cm
ata, we use a modified version of the publicly available PYTHON

odule 21CMSENSE 7 (Pober et al. 2013 , 2014 ). First, it generates
ridded uv-visibilities based of any instrumental setup, for which we
se the antenna configuration outlined in the SKA System Baseline
esign document 8 which corresponds to 512 37.5m antennae stations
istributed within a 500m core radius. These stations are modelled
ssuming a system temperature, T sys = 1 . 1 T sky + 40 K with a sky

emperature of T sky = 60 
(

ν
300 MHz 

)−2 . 55 
K (Thompson, Moran &

wenson 2007 ). We assume a total observing time of 1000 h based
n a single six-hour phase-tracked scan of the sky per night. Using
hese gridded uv-visibilities, 21CMSENSE then estimates the total
hermal noise PS, P N ( k); 

 N ( k) ≈ X 

2 Y 

�′ 

2 t 
T 2 sys , (21) 

here X 

2 Y is a conversion between observing bandwidth, frequency
nd co-moving distance, �′ is a beam-dependent factor derived by
arsons et al. ( 2014 ), and t is the total observing time. 
For the purposes of this work, we are not interested in the total

hermal noise power, instead we want to directly corrupt the 3D 21-
m data cube. Therefore, following Greig, Ting & Kaurov ( 2022 ),
e perform the following steps: 

(i) We first 3D Fourier transform the input (simulated) mean
emo v ed 21-cm data cube. 

(ii) We then filter this cube using the gridded uv-visibilities for
he SKA computed by 21CMSENSE . Cells with finite uv-co v erage are

ultiplied by unity, all others are set to zero. 
(iii) At each cell we then determine the amplitude of the thermal

oise, P N ( k x , k y , k z ), using equation ( 21 ) where k x and k y correspond
o the two transverse (on sky) directions and k z is the line-of-sight
irection. 
(iv) We then add random noise (zero mean with variance based on

he power spectrum amplitude in the cell) to each cell to mimic the
ffect of thermal noise. 

(v) Finally, we then 3D inverse Fourier transform back to obtain
ur noisy 21-cm data. 

.2.2 Foreground avoidance 

nfortunately, the uv visibilities of radio interferometers are fre-
uency dependent meaning that line-of-sight (frequency dependent)
ower can bleed into the transverse (frequency independent) Fourier
odes. This ‘feature’ manifests as a relatively well-defined contam-

nated ‘wedge’ in cylindrical 2D Fourier space (Datta, Bowman &
arilli 2010 ; Morales et al. 2012 ; Parsons et al. 2012 ; Trott, Wayth &
ingay 2012 ; Vedantham, Udaya Shankar & Subrahmanyan 2012 ;
h yag arajan et al. 2013 ; Liu, Parsons & Trott 2014a , b ; Th yag arajan
t al. 2015a , b ; Pober et al. 2016 ; Murray & Trott 2018 ). Although
t is theoretically possible to mitigate or ‘clean’ these contaminated
odes (see e.g. Chapman & Jeli ́c 2019 for a re vie w, or by using
achine learning Gagnon-Hartman et al. 2021 ) in this work we

ake the conserv ati ve approach of cutting all contaminated ‘wedge’

https://github.com/jpober/21cmSense
http://astronomers.skatelescope.org/wp-content/uploads/2016/09/SKA-TEL-SKO-0000422_02_SKA1_LowConfigurationCoordinates-1.pdf
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9 Note, when initially performing our parameter inference we also trialed the 
SBI approach developed by Prelogovi ́c & Mesinger ( 2023 ), namely the condi- 
tional masked-autore gressiv e flow model to learn the actual likelihood before 
utilizing it within an MCMC framework for inference. For completeness in 
Appendix B we verified the consistency of these two approaches, ho we ver, for 
the remainder of this work we only use SWYFT for computational efficiency. 
10 Note, this lower bound is set by only considering atomically cooled galaxies. 
In order to reduce this boundary, we would need to also consider a secondary 
population of molecularly cooled galaxies (e.g. Qin et al. 2020 , 2021a ). 
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odes from our 21-cm light-cones. That is, we adopt a foreground- 
 v oidance observing strategy, whereby we only measure our 21-cm 

S using ‘clean’ Fourier modes above this ‘wedge’. 
The boundary confining this foreground ‘wedge’ in 2D Fourier 

pace is given by 

 ‖ = mk ⊥ 

+ b, (22) 

here k ‖ and k ⊥ 

are the line of sight and transverse Fourier modes,
 is an additive buffer which we assume to be �k ‖ = 0 . 1 h Mpc −1 

hich accounts for bleeding of noise extending beyond the horizon 
imit and m is the gradient of this boundary given by 

 = 

D C H 0 E( z) sin ( θ ) 

c(1 + z) 
. (23) 

his boundary depends on the comoving distance, D C , the Hubble 
onstant, H 0 , cosmological factor E( z) = 

√ 

�m 

(1 + z) 3 + �� 

and 
in ( θ ) denotes the viewing angle of the telescope, for which we
onserv ati vely take as θ = π/ 2 (i.e. a zenith pointing observation). 

Including the imprint of foreground a v oidance in our inference 
ipeline relies on an additional step to those outlined abo v e. After
D Fourier transforming our input 3D 21-cm data cube, we first zero
ll modes that fall below this foreground ‘wedge’ before adding the 
hermal noise for all modes abo v e the wedge. 

 RESULTS  W H E N  I N C O R R E C T LY  ASSUMI NG  

 SPECIFIC  H M F  

ur first investigation is to quantify the bias in our inferred as-
rophysical parameters based on the assumption of an incorrectly 
hosen HMF model. Using our mock 21-cm observation assuming 
 ST HMF, we split the 3D 21-cm light-cone into ten 21-cm PS
panning from z = 5 . 7 to z = 18 . 1 (see e.g. Fig. 3 ). Although the
KA is expected to observe down to 50 MHz ( z ∼ 27 . 8), at these
edshifts the thermal noise significantly dominates o v er the 21-cm 

ignal. Therefore, for computational ease we restrict our data to 
 lower redshift ( z ≤ 18). For each 21-cm PS, we only consider
ourier modes between k = 0 . 1 Mpc −1 and k = 1 . 0 Mpc −1 , which

eads to six Fourier modes per 21-cm PS. This lower limit loosely
orresponds to when cosmic variance begins to dominate over the 
1-cm signal whereas the limit at k = 1 . 0 Mpc −1 is when shot-noise
n the numerical modelling becomes dominant (Greig & Mesinger 
015 ). 
F ollowing Sax ena et al. ( 2023 ), to obtain our marginal posterior

istributions for our astrophysical parameters we express our 21-cm 

S data as a single, 1D array (i.e. 60 data points). This data is then
he input layer to a three-layered fully connected neural network 
onsisting of 256 neurons. The network is trained in batches of
ize 64, with an initial learning rate of 10 −3 that is decayed by
.95 after each epoch. For a single HMF, the training of all the
NRE networks for our astrophysical model takes ∼ 1 hour using a 

ingle Nvidia A100. Once we have our MNRE networks, parameter 
nference only takes a few minutes. One of the significant advantages 
f MNRE is that we can more readily assess the performance of our
rained network using the network convergence (Cole et al. 2022 ). 

e provide an example of this in Appendix A . 

.1 Mock obser v ation using only the 21-cm PS 

n Fig. 5 , we present our marginalized posteriors for our 1000 h
ock observation of the 21-cm PS with the SKA, which assumes our
ducial parameter set and a ST HMF. Along the diagonal, we provide

he 1D marginalized posteriors whereas abo v e and below the diagonal 
e provide the 95th percentile joint marginalized posteriors. Using 
ur mock observation, we train SWYFT on our forward-modelled 
imulation data fixing the HMF for the same mock. 9 The coloured
urves correspond to assuming ST (solid, black), PS (red, dashed), 
atson- z (blue, dot–dashed), Angulo (magenta, dotted), and Tinker 

teal, triple-dot–dashed). Finally, in Table 2 we summarize the 68th 
arginalized percentiles for each model. 
Focusing first on the ST HMF results, which serves as our baseline

or the relative amplitudes of the marginalized uncertainties, we 
eco v er tight (and unbiased) constraints on our model parameters.
urther, the relative uncertainties are broadly consistent with the 
irect MCMC approaches using 21CMMC by Park et al. ( 2019 ) and
reig, Mesinger & Koopmans ( 2020 ), albeit for a slightly different
odel. Therefore, as was observed by Saxena et al. ( 2023 ), who

erformed a direct comparison between the approaches, SWYFT 

erforms extremely well at obtaining robust posteriors using the 
1-cm signal. 
Immediately evident from Fig. 5 are several strong biases in the

nferred astrophysical parameters owing to the incorrect HMF being 
ssumed for our mock observation. These biases are strongest for the
V galaxies parameters, with the X-ray parameters being relatively 
naf fected. Ho we ver, this is not too surprising given the role of
he star-forming galaxies throughout the entirety of reionization. 
he SFR both controls the number of UV photons produced for

onizing the IGM while also setting the amplitude of the production
ate of X-rays which subsequently heat the IGM during the epoch
f heating. Although the X-ray emissivity is proportional to the 
roduct of the X-ray luminosity and SFRD (see equation 10 ), the
ominant role of the latter during reionization ensures that the X-
ay parameters are unaffected by the choice of HMF despite the
ncreasingly larger differences in the HMFs for increasing redshift. 
his same behaviour was also observed within the global 21-cm 

ignal analysis by Mirocha et al. ( 2021 ). Further contributing to the
educed impact on the X-ray parameters will be the relatively larger
bservational uncertainties which increase for increasing redshift, 
here the 21-cm signal becomes more sensitive to X-ray parameters. 
elow, we perform an in-depth analysis of the various trends in
ur inferred parameters to gain further insight into the role of the
MF. 
The largest biases occur for the PS model relative to our mock ST

bservation. F or e xample, the inferred value of M turn peaks at the
dge of our prior region. 10 M turn = 10 8 M �, implying that to match
he mock observation the PS HMF must produce many more low-

ass galaxies. This requirement is primarily set by the X-ray heating
poch, where from Fig. 2 , the absorption trough is delayed by �z ∼ 2
elative to the ST model. Therefore, to shift to a comparable timing
n order to have the 21-cm PS achieve similar amplitudes at the
orrect redshifts, the PS model requires many more haloes at earlier
imes due to the fact that the amplitude of the PS HMF drops away
ignificantly to increasing redshift (see Fig. 1 ). Ho we ver, the PS HMF
lso rapidly produces star-forming galaxies during the EoR, as seen 
y the sharper gradient in the reionization history. Therefore, simply 
MNRAS 533, 2502–2529 (2024) 
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Figure 5. The reco v ered 1D and 2D marginalized posteriors on our astrophysical parameters, assuming a mock 1000 h observation of the 21-cm PS assuming 
foreground a v oidance with the SKA (see Section 3.2 for further details). For this our mock observation assumes a ST HMF (Sheth et al. 2001 ), while our 
forward modelled simulations assume a different fixed HMF. In particular, we consider PS (Press & Schechter 1974 ; red-dashed), T inker (T inker et al. 2010 ; 
teal triple dot–dashed), Angulo (Angulo et al. 2012 ; magenta-dotted) and the redshift dependant Watson (Watson et al. 2013 ; blue-dot–dashed) HMFs. The 
diagonal panels correspond to the marginalized 1D posteriors whereas the off-diagonal contours correspond to the 95th percentile joint marginalized posteriors. 
The vertical and horizontal black dashed lines denote our fiducial astrophysical parameter set. Note, for ease of visualization, we split the 2D posteriors abo v e 
(Angulo and Tinker) and below (PS and Watson- z) the diagonal relative to the fiducial ST HMF. 
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ropping M turn = 10 8 M � would cause the EoR to occur much earlier
han for the ST model. To prevent this, we are required to delay (or
uppress) the escape of the UV photons from these star-forming
alaxies. Ho we ver, since we require star formation to produce X-
ays, the dominant way we can suppress ionizations during the EoR
s through modifications to f esc (i.e. prevent them escaping the host
alaxies). For our mock observation, we have αesc = −0 . 35 implying
NRAS 533, 2502–2529 (2024) 
igher escape fractions for lower mass galaxies. Instead, if we assume
 PS HMF, we reco v er αesc = 0 . 12, which suppresses the escape of
onizing photons by a factor of 10. Note, we also see a reduction in
mplitude in log 10 ( f ∗, 10 ) of ∼ 20 per cent, which corresponds to an
bsolute reduction in star formation of ∼ 70 per cent. In summary,
he rapidly evolving amplitude and shape of the PS HMF drives these
elativ ely e xtreme biases for the astrophysical parameters. 



Impact of HMF on inferred EoR parameters 2513 

Table 2. A summary of the reco v ered astrophysical parameter constraints plus 68th percentiles when we vary the underlying HMF in our inference pipeline. 
For this, we consider a mock observation of the 21-cm PS, assuming foreground wedge a v oidance and a 1000 h observation with the SKA. Note, for our mock 
observation we assume a ST HMF (Sheth et al. 2001 ). Additionally, we consider the reco v ered posteriors for our astrophysical parameters once we fold in the 
additional constraining power from UV LFs (see the text for further details). 

log 10 ( f ∗, 10 ) α∗ log 10 ( f esc , 10 ) αesc log 10 ( M turn ) t ∗ log 10 

(
L X< 2 keV 

SFR 

)
E 0 

(M �) (erg s −1 M 

−1 
� yr −1 ) (keV) 

Mock Observation −1.1 0.5 −1.30 −0.35 8.55 0.5 40.5 0.5 

21-cm PS only 
ST −1.14 + 0 . 10 

−0 . 13 0.48 + 0 . 13 
−0 . 19 −1.25 + 0 . 12 

−0 . 14 −0.29 + 0 . 14 
−0 . 08 8.60 + 0 . 27 

−0 . 15 0.48 + 0 . 14 
−0 . 15 40.47 + 0 . 03 

−0 . 03 0.49 + 0 . 03 
−0 . 02 

PS −1.37 + 0 . 23 
−0 . 26 0.11 + 0 . 11 

−0 . 18 −1.13 + 0 . 27 
−0 . 24 0.12 + 0 . 22 

−0 . 15 8.00 + 0 . 20 
−0 . 00 0.59 + 0 . 16 

−0 . 13 40.53 + 0 . 04 
−0 . 04 0.48 + 0 . 04 

−0 . 04 

Tinker −0.98 + 0 . 16 
−0 . 22 0.25 + 0 . 19 

−0 . 22 −1.28 + 0 . 31 
−0 . 23 0.03 + 0 . 22 

−0 . 16 8.44 + 0 . 21 
−0 . 20 0.46 + 0 . 20 

−0 . 13 40.49 + 0 . 05 
−0 . 03 0.53 + 0 . 04 

−0 . 03 

Angulo −0.98 + 0 . 13 
−0 . 21 0.25 + 0 . 17 

−0 . 14 −1.42 + 0 . 23 
−0 . 18 −0.19 + 0 . 15 

−0 . 12 8.70 + 0 . 14 
−0 . 14 0.51 + 0 . 16 

−0 . 12 40.51 + 0 . 03 
−0 . 03 0.58 + 0 . 05 

−0 . 05 

Watson- z −0.85 + 0 . 18 
−0 . 15 0.37 + 0 . 19 

−0 . 27 −1.25 + 0 . 27 
−0 . 24 −0.15 + 0 . 24 

−0 . 12 8.38 + 0 . 25 
−0 . 16 0.61 + 0 . 10 

−0 . 15 40.46 + 0 . 03 
−0 . 04 0.51 + 0 . 03 

−0 . 03 

21-cm PS + UV LFs 

ST −1.11 + 0 . 13 
−0 . 13 0.45 + 0 . 08 

−0 . 09 −1.20 + 0 . 13 
−0 . 11 −0.30 + 0 . 05 

−0 . 05 8.47 + 0 . 16 
−0 . 12 0.58 + 0 . 16 

−0 . 12 40.49 + 0 . 03 
−0 . 02 0.49 + 0 . 04 

−0 . 03 

PS −0.95 + 0 . 14 
−0 . 21 0.52 + 0 . 14 

−0 . 08 −1.40 + 0 . 15 
−0 . 19 −0.17 + 0 . 04 

−0 . 06 8.00 + 0 . 07 
−0 . 00 0.59 + 0 . 20 

−0 . 25 40.50 + 0 . 04 
−0 . 03 0.57 + 0 . 08 

−0 . 05 

Tinker −0.92 + 0 . 13 
−0 . 17 0.48 + 0 . 08 

−0 . 08 −1.41 + 0 . 19 
−0 . 14 −0.23 + 0 . 04 

−0 . 05 8.31 + 0 . 11 
−0 . 15 0.43 + 0 . 23 

−0 . 14 40.52 + 0 . 03 
−0 . 03 0.52 + 0 . 05 

−0 . 05 

Angulo −1.15 + 0 . 11 
−0 . 13 0.45 + 0 . 08 

−0 . 08 −1.32 + 0 . 18 
−0 . 09 −0.20 + 0 . 05 

−0 . 07 8.27 + 0 . 16 
−0 . 15 0.65 + 0 . 16 

−0 . 17 40.50 + 0 . 04 
−0 . 03 0.52 + 0 . 04 

−0 . 04 

Watson- z −1.03 + 0 . 12 
−0 . 13 0.34 + 0 . 08 

−0 . 07 −1.33 + 0 . 16 
−0 . 16 −0.15 + 0 . 06 

−0 . 04 8.37 + 0 . 18 
−0 . 09 0.64 + 0 . 11 

−0 . 20 40.47 + 0 . 04 
−0 . 03 0.49 + 0 . 05 

−0 . 04 
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Generally speaking for the remaining HMFs, the relative biases 
re less extreme, owing to their similar and more modest evolutions 
n the o v erall HMF amplitude as well as the power-law slope
nd exponential decay for increasing halo mass. As one would 
nticipate from Fig. 2 , both Tinker and Watson- z reco v er similar
ehaviour. For these we have a delay in EoR heating of �z ∼ 1,
hus we reco v er a preference for a lower M turn by ∼ 2 per cent
logarithmic), which albeit seemingly small corresponds to a ∼ 1 σ
eduction or a ∼ 40 per cent lower halo mass. Additionally, we prefer
 ∼ 15 − 30 per cent increase in log 10 ( f ∗, 10 ) corresponding to an
bsolute increase in the star formation of ∼ 50 − 100 per cent. Note,
lthough these differences appear quite large for relatively similar 
odels, there is a strong de generac y between log 10 ( f ∗, 10 ) and αesc ,

hus the higher log 10 ( f ∗, 10 ) for the Watson- z model is compensated
or by a correspondingly lower αesc . These same trends also follow 

or the Angulo HMF, albeit in the opposite direction. For an Angulo
MF, reionization occurs slightly earlier, thus we require a shift to 
 slightly higher log 10 ( M turn ) ∼ 8 . 70 to slightly delay it (fewer low-
ass galaxies). Ho we ver, this has the consequence of marginally 

elaying the onset of X-ray heating, which can be compensated 
or by increasing log 10 ( f ∗, 10 ), but equally kept in balance by a
lightly higher E 0 (ensuring X-ray heating is not too efficient, albeit 
ith a larger uncertainty). To ensure the increasing log 10 ( f ∗, 10 )

lso does not result in early reionization a higher log 10 ( f esc , 10 ) is
referred. 
In summary, the relative biases due to the choice of assumed 

MF is go v erned by ensuring the resultant 21-cm PS matches
he mock observation both during the EoR and during the X-ray 
eating epoch. Overall, depending on the choice of HMF, we can 
eco v er differences between the input and reco v ered constraints in
og 10 ( f ∗, 10 ) of ±30 per cent, up to ∼ 20 per cent for α∗, ±15 per cent
or log 10 ( f esc , 10 ), up to ∼ 7 per cent for log 10 ( M turn ) and up to

20 per cent for t ∗. In terms of the relative uncertainties from our
ock ST observation, these correspond to up to 2, 2, 1, 3, 0.5 σ ,

espectively. Note, throughout this work we define these relative 
iases as the separation between the maximum a-posteriori values 
or each individual parameter to the fiducial values of the ST mock
bserv ation di vided by the reco v ered 1 σ values when assuming the
orrect ST HMF. By far the largest impact is on αesc which controls
he mass dependence of the escape fraction. Often we require more
-rays earlier, which can be achieved through an increased SFR, with

he consequence of causing reionization to occur too early. Therefore 
he only way we can limit ionizations during the EoR is through, f esc 

nd principally through the mass dependence, αesc . For αesc we can 
eco v er biases up to ∼ 150 per cent, which roughly corresponds to

3 − 4 σ . 
As noted earlier, the evolution of the 21-cm signal and summary

tatistics for the Angulo HMF model are extremely similar to our
ock ST HMF model (see Figs 2 and 3 ). Therefore, we can use the

ifferences between these two models as a guide to the impact of even
elatively small differences between the assumed HMF. Of our eight 
strophysical parameters, four are constrained to values either right 
t the edge or beyond the 68th percentile boundaries. Most notably,
∗ is ∼ 2 times lower than the input v alue. Therefore, e ven relati vely
odest differences between the underlying HMF can cause biases in 

he inferred astrophysical parameters at or beyond the inferred 68th 
ercentile limits. 

.2 Star formation rate density 

n the previous section, we established that the choice of HMF only
mpacts the UV properties of the galaxies, with the X-ray parameters
eft relati vely unaf fected (although we do observe a fairly minor bias
n E 0 for the Angulo model). The relative biases in these UV galaxy
arameters are driven by each model attempting to match the 21-
m PS evolution o v er cosmic history to that of the mock ST HMF
bserv ation. The most rele v ant quantity tied to the evolution of the
1-cm signal with redshift is the SFRD. First, this dictates when the
1-cm signal decouples from the background CMB during the Ly α
eating epoch. It then controls the production rate of X-ray photons
see equation 10 ) before finally driving reionization (in combination 
ith the escape fraction, f esc ; see equation 14 ). 
To more readily demonstrate this, in Fig. 6 we provide the

eco v ered posteriors on the mean SFRD for each assumed HMF
iven our mock 21-cm PS observation with the SKA. We provide
he reco v ered marginalized 68th (95th) percentiles as dark (light)
haded regions for each HMF along with the mean SFRD from
MNRAS 533, 2502–2529 (2024) 



2514 B. Greig et al. 

M

Figure 6. The marginalized posteriors on the mean SFRD following our SBI pipeline for our mock 21-cm PS observation with the SKA. Each panel highlights 
the 68th (dark) and 95th (light) marginalized posteriors for an assumed HMF. The grey contours correspond to the marginalized posteriors using only the 21-cm 

PS and the red contours correspond to the posteriors when using both the 21-cm PS and the UV LFs. The black dashed curve in each panel is the mean SFRD for 
the mock observation (assuming a Sheth–Tormen HMF). The coloured curves in each panel correspond to the expected SFRD assuming the same astrophysical 
parameter set as our mock observation but with a different HMF. 

t  

p  

a  

n  

m  

u  

R  

a  

r  

u  

i  

m  

f  

l  

t
 

p  

b  

2  

f  

t  

c  

t  

r  

F  

g  

A  

a  

f  

g
 

t  

s  

d
(  

c
a  

c  

S  

s  

c  

−  

t  

S  

o  

p  

i  

a  

i
 

m  

o  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/2/2502/7735346 by Scuola N
orm

ale Superiore Biblioteca user on 30 N
ovem

ber 2024
he mock observation (black dashed curv e). F or reference, we also
rovide the mean SFRD assuming the same astrophysical parameters
s our mock observation, but with each assumed HMF to visualize the
ecessary shift in the SFRD. Within SWYFT this is simply achieved by
odifying the end-points of the fully connected network architecture

sed for estimating the marginalized likelihood-to-evidence ratio.
etaining the same 21-cm PS data as input, we simply replace our
strophysical parameters with the SFRD values as a function of
edshift. This is allowed as our training set inherently varies the
nderlying astrophysical parameters. This retraining of the network
s only necessary as we are using MNRE, where we reco v er the
arginalized likelihood-to-evidence ratio. If instead we obtained the

ull likelihood-to-evidence ratio we could simply sample the full
ikelihood-to-evidence ratio within an MCMC framework to obtain
he posteriors on the SFRD. 

As expected, by assuming an incorrect HMF, the inferred astro-
hysical parameters that we reco v ered in the previous section are
iased to ensure we reproduce the correct SFRD from our mock
1-cm observation. This is readily demonstrated by the shift away
rom the expected SFRD for each HMF (coloured curves) to
he tight posteriors around the SFRD of the mock (black dashed
urves). Adopting a PS, Watson- z or Tinker HMF under predicts
he mean SFRD, therefore the inferred astrophysical parameters we
eco v ered previously were biased to increase the o v erall SFRD.
 or e xample, we inferred lower M turn for these models and in
eneral an increased f ∗ which is consistent with this trend. For the
NRAS 533, 2502–2529 (2024) 
ngulo HMF, it marginally o v er predicts and thus we inferred biased
strophysical parameters which reduce the o v erall stellar output,
or example our observed increase in M turn (i.e. less star-forming
alaxies). 

For decreasing redshift, z < 8, the inferred mean SFRD tends
o drop below the expectation from the mock observation (black
olid and dashed curves). Ho we ver, this is simply due to the strong
e generac y between star formation, f ∗, and the escape fraction, f esc 

see e.g. Fig. 5 ). Here, when considering the SFRD we are only
onsidering f ∗, whereas reionization is driven by the product of f ∗
nd f esc (equation 14 ). For example, even when we assumed the
orrect ST HMF, we observe a slight decrease in the inferred mean
FRD relative to the mock observation. From Table 2 , we reco v ered a
lightly reduced log 10 ( f ∗, 10 ) ( −1 . 14 compared to the input −1 . 1) and
orrespondingly higher log 10 ( f esc , 10 ) ( −1 . 25 compared to the input
1 . 30) along with a less ne gativ e slope for αesc ( −0 . 29 compared to

he input −0 . 35), which results in the slight decrease in the inferred
FRD during the EoR. This same trend additionally occurs for the
ther HMFs albeit with a larger amplitude owing to the different
roperties of the underlying HMF. For the PS HMF, the discrepancy
s much larger, which corresponds to the preference for an M turn right
t the edge of our prior range which translates to much larger biases
n the other galaxy parameters. 

In addition to this relative downturn in the amplitude of the inferred
ean SFRD at z < 8 we also observe an increase in the width

f the corresponding posteriors. This increasing width is also due
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Figure 7. The same as Fig. 5 except also including the UV LFs at z = 6 , 7 , 8 and 10 as observational priors. 
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o the de generac y between f ∗ and f esc . At high redshifts, prior to
eionization, the relative amplitude of the 21-cm signal (and statistics 
uch as the PS) are set by X-ray heating, which are not sensitive to
 esc (their ef fecti ve escape fraction is instead controlled by E 0 ). As a
esult, the posteriors at higher redshift, where the 21-cm PS is at its
argest amplitude are tighter. 

.3 Mock 21-cm PS plus UV LF obser v ation 

hus far we have only explored the relative bias in our inferred pa-
ameters for a mock 21-cm PS observ ation. Ho we ver, when inferring
bservations of the 21-cm signal, independent constraining power 
s available through complimentary observations. Most notably, 
hrough the addition of UV LFs (Park et al. 2019 ). As outlined in
ection 2.6.3 , UV LFs serve to break the degeneracy between f ∗ and
 esc by providing independent constraints on f ∗. Therefore, in this
ection, we explore the impact of our choice of HMF on our inferred
arameters when combining our mock 21-cm PS measurement with 
he SKA and existing UV LF measurement. Namely, we consider 
V LFs at z = 6 , 7 , 8 and 10. 
In Fig. 7 , we provide the marginalized posteriors for our 1000 h
ock observation of the 21-cm PS from the SKA combined with

ur 4 UV LFs. Along the diagonal, we provide the 1D marginalized
osteriors whereas abo v e and below the diagonal we pro vide the 95th
MNRAS 533, 2502–2529 (2024) 
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ercentile joint marginalized posteriors. The coloured curves denote
he inferred astrophysical parameters for different assumed HMFs
t to the same mock observation (ST HMF). Again, we provide the
arginalized 68th percentiles in Table 2 . 
Importantly, for SBI we require a simulator of the forward-
odelled data which includes the dominant sources of uncertainty. In

1CMFAST , the output UV LFs are computed analytically. Therefore,
o include noise in our simulated UV LFs we simply add random
oise, N (0 , σ ) into each corresponding M UV bin according to
he relative observational uncertainty , σ ( M UV ). Fundamentally , this
ssumes each M UV bin is an independent measurement, which should
e a reasonable assumption. In Appendix C we verify this approach
eproduces the expected marginalized posteriors in comparison to a
imple MCMC when considering only UV LFs. Further, our mock
strophysical model is based on the results of Qin et al. ( 2021b ),
hich deviates from the best-fitting model of Park et al. ( 2019 )
hich is constrained against the same UV LFs used in this work.
herefore, in order to a v oid biasing our results due to the different
strophysical parametrizations, we simply rescale the observed UV
Fs by the difference between our fiducial parameter set and that
f Park et al. ( 2019 ) to ensure our mock will be consistent with the
nput UV LFs. Since we are focused on quantifying the biases owing
o the choice of HMF, and not constraining against real-world data,
his approach is justified. 

Firstly, considering our fiducial model (ST HMF), one can clearly
ee the impact that the UV LFs have on improving the constraining
ower on the UV galaxy properties. Primarily, we see significant
mpro v ements in f ∗, 10 , α∗, as these are the two most strongly
onstrained galaxy parameters from the UV LFs (see e.g. Fig. C1 ).
urther, as this is independent information, the inclusion of UV LFs
lso serve to break the degeneracies between f ∗ and f esc as can be
learly seen both by the notably reduced joint posterior volumes
nd the orientation (change in slope) of the posteriors contours.
uantitati vely, follo wing the inclusion of the UV LFs we observe
 reduction in the uncertainties of ∼ 25 per cent for log 10 ( f esc , 10 )
ith the most significant impro v ements in both αesc and α∗ of
50 per cent. These impro v ements are consistent with those seen

y Park et al. ( 2019 ). 
Relative to Fig. 5 , the maximum a-posteriori values of the

strophysical parameters for the different incorrectly chosen HMFs
as been reduced relative to the true fiducial parameters. Primarily,
his reduction stems from the shrinking posterior volumes that
ome with the breaking of the astrophysical parameter degeneracies
ollowing the inclusion of the UV LFs. This now significantly limits
he available posterior space to achieve the correct underlying SFRD
o match that of the mock observation. To demonstrate this, we again
se SWYFT to obtain our marginalized posteriors on the SFRD when
ombining UV LFs with our mock 21-cm observation. In Fig. 6 , the
ark (light) red shaded regions denote the 68th (95th) percentiles for
ur joint UV LFs and 21-cm mock observation. Quite clearly, one can
ee significant reductions in the relative widths of the posteriors along
ith less of a significant downturn in the marginalized posteriors
uring reionization (e.g. at z � 8). The removal of this downturn,
long with the notably reduced posterior widths corresponds to the
reaking of the de generac y between f ∗ and f esc . Now, with f ∗
trongly constrained by the UV LFs, there is now less posterior
olume with which f esc can achieve reionization comparably to the
ock observation. 
For the PS HMF, we again prefer M turn right at the edge of our prior

ange (10 8 ); ho we ver, this is no w inconsistent with our assumed v alue
f 8.55 by ∼ 8 σ . Previously to compensate for this notably reduced
 turn we required a reduced f ∗, 10 and an f esc parametrization which
NRAS 533, 2502–2529 (2024) 
ignificantly reduced the escape fraction in low-mass galaxies. By
ncluding UV LFs, we can no longer significantly reduce the stellar
omponent as we would incorrectly match the observed UV LFs, thus
e can only modify f esc . Because of these limitations, we now prefer
 considerably different f esc , with lower log 10 ( f esc , 10 ), –1.4 compared
o –1.13 previously, and a decreasing halo mass dependence. As a
onsequence of this enforced higher SFR, we would o v erproduce the
umber of X-rays; ho we ver, we no w observe a bias in E 0 shifting to
 higher value ( ∼ 1 . 5 σ ) to reduce the number of X-rays capable of
scaping the host galaxy. 

Like previously, for the remaining HMFs the behaviour of the
iases are less e xtreme. F or the Tinker and Watson- z HMFs, we
ere required to increase the relative number of UV photons to ensure

eionization could occur sooner, resulting in an o v erall increase of f ∗
primarily for lower mass haloes) and a decrease in M turn . Following
he inclusion of the UV LFs, we are now restricted by the number
f UV photons we can produce, which is compensated for by a
light further reduction in M turn to increase the number of sources
especially for the Tinker HMF). Since we are no longer producing
s many stars per stellar baryon for the low-mass galaxy end, we
ust equi v alently increase f esc for these galaxies to ensure enough

f these UV photons are entering the IGM to allow reionization to
ccur earlier. For the Angulo HMF model, previously we required
ncreasing M turn and lowering f esc to slightly delay the onset of
eionization and equally a higher f ∗ to produce a sufficient number
f X-rays. Including UV LFs restricts our ability to increase f ∗,
hus instead we are required to reduce M turn . This change to a
ower M turn results in a notable change in the f ∗ mass dependence
requiring fewer stars for lower mass galaxies) whose change is
alanced by an increase in f esc to ensure the timing of reionization is
orrect. 

In summary, the relative amplitudes of the biases in the as-
rophysical parameters have drastically reduced as we no longer
ave the freedom to vary f ∗ to any value/mass dependence as it
s now strongly constrained by the UV LFs. As a consequence,
his results in a significant reduction in the available posterior
olumes for our model parameters that limits the corresponding
iases. Nevertheless, although the relative amplitudes of the biases
way from the fiducial parameters have reduced, quantitatively
trong biases remain owing to the significantly reduced marginalized
ncertainties provided by the UV LFs. F or e xample, we now
eco v er differences in log 10 ( f ∗, 10 ) of ∼ 20 per cent, ∼ 30 for α∗,

10 per cent for log 10 ( f esc , 10 ), up to ∼ 7 per cent for log 10 ( M turn ) and
30 per cent for t ∗. Relative to the marginalized uncertainties these

orrespond to up to 1.5, 2, 1, 7, 1 σ , respectiv ely. F or αesc , we reco v er
uch smaller biases of �αesc ∼ 0 . 20 compared to �αesc ∼ 0 . 50

re viously; ho we ver, this still corresponds to ∼ 3 –4 σ bias owing
o the factor of ∼ 2 –3 reduction in the corresponding marginalized
ncertainties. 
Again, we can use the Angulo model as an illustrative example

f the relative biases for even modest differences in the HMF away
rom the mock observ ation. Follo wing the inclusion of the UV LFs,
ow only two parameters are in excess of the 68th marginalized
ncertainties relative to the fiducial model compared to the four
reviously when only considering the 21-cm PS. Ho we ver, the two
nconsistent parameters αesc and M turn are more significantly biased
owing to the restriction of f ∗ provided by the UV LF data). For
 xample, αesc is reco v ered to ∼ −0 . 2 which is now ∼ 3 σ from
he input fiducial value ( −0.35) while M turn is ∼ 2 σ below the
ducial v alue. Therefore, e ven for relati vely modest dif ferences

n the HMF, the inferred astrophysical parameters can be strongly
iased. 
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 J O I N T LY  R E C OV E R I N G  T H E  H M F  A N D  

STROPHYSICAL  PA R A M E T E R S  

hus far, we have explored the relative biases in the inferred 
odel parameters owing to incorrectly assuming the HMF for our 

nderlying astrophysical model. Generally speaking, this assumption 
f a fixed HMF stems from the reduced uncertainty in the HMF
odels relative to those describing the astrophysical properties of 

he galaxies allowing us to limit the computational complexity for 
ur inference pipelines. In this section, we explore the consequences 
f relaxing this assumption and attempt to jointly constrain both the 
strophysical parameters as well as the underlying model for the 
MF. 11 For this, we assume the same mock 21-cm PS observation 

ssuming a ST HMF. 

.1 Generalized HMF 

hroughout the literature, there are a large number of different 
nalytic fitting functions that have been derived to fit the HMFs
f N -body simulations (e.g. Jenkins et al. 2001 ; Warren et al. 2006 ;
eed et al. 2007 ; Tinker et al. 2008 ; Tinker et al. 2010 ; Angulo
t al. 2012 ; Watson et al. 2013 ; Diemer 2020 ). These can sometimes
ontain several parameters which may or may not have complex 
calings with redshift and/or cosmological parameters. Deriving a 
niversal, generalized HMF to describe all N -body results is beyond 
he scope of this work; ho we v er, we can dra w from the more common
arametrizations in the literature to provide a simple, basic example. 
The HMF can simply be defined as 

d n 

d M 

= f ( σ ) 
ρ̄m 

M 

d ln σ−1 

d M 

, (24) 

here σ is the root mean square linear o v erdensity of the density
eld smoothed by a top-hat filter of radius, R, containing a mass
 at the mean cosmic matter density, ρ̄m 

. Defined in this way, the
unction f ( σ ) encapsulates the intrinsic behaviour for any assumed 
odel of the HMF. 
Since our mock observation is generated assuming an ST HMF, 

e first consider a generalized five parameter model of the following 
orm: 

 ( σ ) = a 
[
( bν) c + 1 

]
νe exp 

(−d ν2 
)
, (25) 

here ν = δc /σ and δc is the critical density. Defined in this way, 
e hav e fiv e free parameters which we simply denote a, b , c , d ,

nd e, which is more flexible than the actual ST HMF. As a result,
his form slightly differs from the actual ST HMF, whereby their 
MF is parametrized assuming a ν ′ = αδc /σ in place of our ν, 
hich results in slightly different amplitudes for the various coef- 
cients. Nevertheless, adopting a = 0 . 2406, b = 0 . 85, c = −0 . 35,
 = 0 . 365, and e = 1 . 0 can mimic the behaviour for the ST HMF
odel. Generally speaking, this functional form can reco v er most
MFs in the literature, with the largest discrepancies being those 
odels with coefficients with redshift dependence (e.g. Reed et al. 

007 ; Tinker et al. 2008 ; Tinker et al. 2010 ; Watson et al. 2013 ). 
While this five parameter HMF should be able to reco v er the ST

MF, it will also be illustrative to explore the relative impact of the
ssumed functional form of the HMF on our inferred parameters. 
1 Alternativ ely, rather than e xpanding the parameter set to also include the 
MF parameters, if one was only interested in the astrophysical parameters 
ne could instead consider performing Bayesian model averaging of the 
eco v ered posteriors obtained from assuming a broad range of HMFs from 

he literature. 

l  

∼  

t  

e  

t  

r
f

hat is, if we assume an incorrect function form incapable of
imicking the true form of the HMF, how significant will the

elative biases be? Therefore, we shall consider a secondary model 
hereby we set e = 0 in equation ( 25 ), thus considering a simpler

our parameter generalized HMF. This choice is somewhat arbitrary 
s we could theoretically remo v e an y model parameter, ho we ver, the
emoval of the ν multiplicative term should have a more notable 
mpact on the HMF shape and amplitude and correspondingly 
he astrophysical parameters. In future, one could envisage using 
ayesian evidence to more robustly determine better generalized 

unctional forms for characterizing the HMF. 

.2 Mock obser v ation using only the 21-cm PS 

ince we have expanded the dimensionality of our model to 13
ndividual parameters, we are required to generate a new data base
f models. Specifically, we generated a new data base of 200 000
odels for both the four and five parameter generalized form of

he HMF. For the five new HMF parameters we adopt relatively
road priors which are summarized in Table 3 . In Fig. 8 , we
emonstrate our marginalized posteriors for our model parameters 
sing SWYFT . Along the diagonal we show the marginalized 1D
osteriors whereas below the diagonal we provide the 95th percentile 
oint marginalized posteriors. In each, the grey (orange) curves corre- 
pond to the reco v ered posteriors assuming the five (four) parameter
eneralized form for the HMF. For reference, we equally show the
arginalized posteriors when assuming the correct ST HMF (black 

urves, Fig. 5 ). Finally, in Table 3 we summarize the marginalized
onstraints and 68th percentile uncertainties for each of the 13 model
arameters. 
As one would expect, by simultaneously constraining the astro- 

hysical and HMF parameters, we now reco v er considerably broader
osteriors along with several additional strong model parameter 
egeneracies. The most significant of these degeneracies is between 
he various normalization quantities, e.g. log 10 ( f ∗, 10 ), log 10 ( f esc , 10 )
nd now the HMF normalization, a. As these are multiplicative 
ithin our 21-cm model, the enlarged posterior volumes owing to 

hese degeneracies play a role in broadening the o v erall posteriors
f all the model parameters. Realistically, rather than attempting 
o constrain all three normalization quantities independently, one 
ould parametrize the product of log 10 ( a × f ∗, 10 ) to minimize the
elative strength of these degeneracies, keeping f esc independent as 
he f ∗ − f esc de generac y can be reduced following the inclusion of
V LFs. Nevertheless, as a first step we keep these three parameters

ndependent to explore the relative amplitude of these uncertainties 
hen attempting to constrain all model parameters. 
Focusing first on the five parameter HMF model, we can correctly

eco v er almost all of our astrophysical parameters to within the much
roader 68th percentile uncertainties, with f ∗, 10 being consistent 
ithin the 95th percentile uncertainties ( M turn is right at the edge
f the 68th percentile). The significant deviation in f ∗, 10 comes 
rom the noted de generac y between the HMF normalization, a and
og 10 ( f ∗, 10 ) and log 10 ( f esc , 10 ). For example, our recovered constraint
n log 10 ( a) is −0.16 relative to the fiducial value of -0.62 ( ∼ 1 . 5 σ
arger). To compensate for the larger a, we must significantly reduce
og 10 ( f ∗, 10 ) ( −1.83 instead of our assumed −1.1, or approximately

1 . 5 σ lower). The larger than expected log 10 ( f esc , 10 ) corresponds to
he fact that we have a smaller stellar component, requiring a higher
scape fraction to ensure reionization occurs at the correct point in
ime. For the HMF parameters, other than the strongly offset a, the
emaining parameters are within their 68th percentiles, owing to the 
act that the relative uncertainties are quite large. Interestingly, the 
MNRAS 533, 2502–2529 (2024) 
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M

Table 3. A summary of the reco v ered parameter constraints plus 68th percentiles when we additionally vary the underlying HMF along with the astrophysical 
parameters within our inference pipeline. For this, we consider the same mock observation of the 21-cm PS, assuming foreground wedge a v oidance and a 1000 h 
observation with the SKA and a ST HMF (Sheth et al. 2001 ). Additionally, we provide the recovered constraints when also including the additional constraining 
power from UV LFs (see the text for further details). 

Astrophysical log 10 ( f ∗, 10 ) α∗ log 10 ( f esc , 10 ) αesc log 10 ( M turn ) t ∗ log 10 

(
L X< 2 keV 

SFR 

)
E 0 

parameters (M �) (erg s −1 M 

−1 
� yr −1 ) (keV) 

Mock observation −1.1 0.5 −1.30 −0.35 8.55 0.5 40.5 0.5 

21-cm PS only 
ST HMF −1.14 + 0 . 10 

−0 . 13 0.48 + 0 . 13 
−0 . 19 −1.25 + 0 . 12 

−0 . 14 −0.29 + 0 . 14 
−0 . 08 8.60 + 0 . 27 

−0 . 15 0.48 + 0 . 14 
−0 . 15 40.47 + 0 . 03 

−0 . 03 0.49 + 0 . 03 
−0 . 02 

Five-parameter HMF −1.83 + 0 . 48 
−0 . 47 0.66 + 0 . 29 

−0 . 24 −1.25 + 0 . 30 
−0 . 23 −0.57 + 0 . 30 

−0 . 21 8.82 + 0 . 31 
−0 . 27 0.64 + 0 . 32 

−0 . 16 40.54 + 0 . 06 
−0 . 05 0.53 + 0 . 08 

−0 . 05 

Four-parameter HMF −1.47 + 0 . 48 
−0 . 43 0.30 + 0 . 36 

−0 . 29 −1.23 + 0 . 23 
−0 . 24 −0.37 + 0 . 28 

−0 . 20 9.08 + 0 . 28 
−0 . 28 0.56 + 0 . 28 

−0 . 18 40.50 + 0 . 06 
−0 . 05 0.54 + 0 . 07 

−0 . 07 

Five-parameter (joint norm) – 0.72 + 0 . 25 
−0 . 23 −1.23 + 0 . 28 

−0 . 27 −0.65 + 0 . 26 
−0 . 22 8.68 + 0 . 30 

−0 . 29 0.71 + 0 . 25 
−0 . 30 40.54 + 0 . 06 

−0 . 06 0.54 + 0 . 05 
−0 . 05 

Four-parameter (joint norm) – 0.27 + 0 . 36 
−0 . 22 −1.26 + 0 . 25 

−0 . 24 −0.39 + 0 . 19 
−0 . 27 9.24 + 0 . 21 

−0 . 30 0.41 + 0 . 40 
−0 . 12 40.55 + 0 . 06 

−0 . 06 0.52 + 0 . 05 
−0 . 04 

21-cm PS + UV LFs 
ST HMF −1.11 + 0 . 13 

−0 . 13 0.45 + 0 . 08 
−0 . 09 −1.20 + 0 . 13 

−0 . 11 −0.30 + 0 . 05 
−0 . 05 8.47 + 0 . 16 

−0 . 12 0.58 + 0 . 16 
−0 . 12 40.49 + 0 . 03 

−0 . 02 0.49 + 0 . 04 
−0 . 03 

Five-parameter HMF −1.68 + 0 . 41 
−0 . 50 0.57 + 0 . 11 

−0 . 09 −1.06 + 0 . 22 
−0 . 17 −0.48 + 0 . 12 

−0 . 09 8.60 + 0 . 36 
−0 . 27 0.59 + 0 . 25 

−0 . 22 40.53 + 0 . 06 
−0 . 05 0.55 + 0 . 07 

−0 . 06 

Four-parameter HMF −1.42 + 0 . 56 
−0 . 50 0.68 + 0 . 12 

−0 . 13 −1.04 + 0 . 22 
−0 . 18 −0.55 + 0 . 15 

−0 . 19 8.88 + 0 . 24 
−0 . 25 0.50 + 0 . 20 

−0 . 22 40.56 + 0 . 06 
−0 . 08 0.53 + 0 . 06 

−0 . 04 

Five-parameter (joint norm) – 0.55 + 0 . 18 
−0 . 13 −1.27 + 0 . 24 

−0 . 24 −0.40 + 0 . 14 
−0 . 12 8.77 + 0 . 33 

−0 . 24 0 . 54 + 0 . 22 
−0 . 20 40.50 + 0 . 07 

−0 . 06 0.54 + 0 . 08 
−0 . 06 

Four-parameter (joint norm) – 0.33 + 0 . 14 
−0 . 09 −1.01 + 0 . 19 

−0 . 24 −0.44 + 0 . 15 
−0 . 21 9.08 + 0 . 23 

−0 . 27 0.46 + 0 . 28 
−0 . 18 40.54 + 0 . 06 

−0 . 06 0.52 + 0 . 06 
−0 . 05 

HMF parameters – log 10 ( a × f ∗, 10 ) log 10 ( a) log 10 ( b) c log 10 ( d) e 
Mock observation – −1.72 −0.62 −0.07 −0.35 −0.44 1.0 
Prior ranges – [ −5.00,1.70] [ −2.00,1.70] [ −2.00,1.70] [ −3.50, 3.50] [ −1.00,0.00] [ −2.50,2.50] 
21-cm PS only 
Five-parameter HMF – – −0.16 + 0 . 36 

−0 . 33 0.24 + 0 . 44 
−0 . 37 0.50 + 0 . 84 

−0 . 84 −0.47 + 0 . 07 
−0 . 07 0.57 + 0 . 85 

−0 . 87 –
Four-parameter HMF – – 0.15 + 0 . 23 

−0 . 39 0.42 + 0 . 22 
−0 . 31 −0.43 + 1 . 03 

−0 . 63 −0.52 + 0 . 06 
−0 . 05 – –

Five-parameter (joint norm) – −1.69 + 0 . 36 
−0 . 39 – 0.18 + 0 . 49 

−0 . 65 0.76 + 0 . 70 
−0 . 93 −0.47 + 0 . 05 

−0 . 08 0.21 + 0 . 70 
−0 . 88 –

Four-parameter (joint norm) – −1.45 + 0 . 27 
−0 . 29 – 0.33 + 0 . 20 

−0 . 26 0.46 + 0 . 56 
−1 . 17 −0.54 + 0 . 05 

−0 . 06 – –
21-cm PS + UV LFs 
Five-parameter HMF – – −0.27 + 0 . 23 

−0 . 35 0.02 + 0 . 57 
−0 . 58 0.13 + 0 . 79 

−0 . 86 −0.51 + 0 . 06 
−0 . 05 0.27 + 0 . 82 

−0 . 97 –
Four-parameter HMF – – −0.29 + 0 . 28 

−0 . 30 0.31 + 0 . 26 
−0 . 70 −0.43 + 1 . 46 

−0 . 68 −0.59 + 0 . 07 
−0 . 06 – –

Five-parameter (joint norm) – −1.82 + 0 . 35 
−0 . 31 – 0.13 + 0 . 49 

−0 . 63 0.15 + 0 . 77 
−0 . 68 −0.49 + 0 . 06 

−0 . 05 0.86 + 0 . 58 
−1 . 15 –

Four-parameter (joint norm) – −1.69 + 0 . 31 
−0 . 24 – 0.35 + 0 . 23 

−1 . 21 −0.62 + 1 . 07 
−0 . 68 −0.58 + 0 . 05 

−0 . 05 – –
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arameter d is quite strongly constrained compared to all other HMF
arameters, which corresponds to the location and amplitude of the
xponential drop-off within the HMF. Amongst the various HMF
arameters, there are no significantly strong degeneracies other than
hat between b and c. 

For the four parameter HMF, we recover relatively comparable
onstraints on our astrophysical parameters as the five parameter
odel. The largest differences occur for M turn , α∗, and αesc . For α∗

nd αesc we are simply on the opposite sides of the strong α∗ − αesc 

e generac y relativ e to the five parameter HMF model. Ho we ver,
or the four parameter model we prefer a much higher M turn ( ∼
 . 08) which is due to the strong de generac y between M turn and the
xponential term in the HMF, d . As this term, d , is relatively strongly
onstrained and degenerate with M turn , its offset from the expected
alue leads to the observed increase in M turn . 

Overall, for the astrophysical parameters the relative amplitude
f the uncertainties increase due to the simultaneous constraining
f the HMF parameters by a factor of ∼ 4 for log 10 ( f ∗, 10 ) and ∼
 –3 for the remainder. Relatively speaking for all parameters in our
xpanded model, the four parameter HMF model has slightly reduced
arginalized uncertainties owing to the fact that we have one less

arameter in our model. As a consequence, this will marginally
mplify any respective biases if the assumed form of the HMF is
nable to match that of the input ST HMF. Indeed, for the four
arameter HMF model we reco v er a larger than expected value for
 turn (o v er ∼ 2 σ ) to compensate for the bias in d . 
NRAS 533, 2502–2529 (2024) 
In order to better understand the sensitivity of the model parame-
ers to the exponential term, d , and the preference for a decreasing
 between the four and five parameter HMF models, we explore the
ensitivity of this parameter to the various summary statistics of the
1-cm signal. For this, we consider the same astrophysical and HMF
odel parameter values as the mock observation with the ST HMF

except with e = 0 for the four parameter HMF model). In Fig. 9 ,
e consider: (i) the reionization history, (ii) the global brightness

emperature, (iii) the 21-cm PS and (iv) the corresponding HMFs.
n all, the black (red) curves correspond to the five (four) parameter
MF model. For this four parameter HMF, we then vary log 10 ( d)

n increments of –0.05 from –0.45 to –0.65, as highlighted by the
ight-blue curves. 

Quite simply, by removing the fifth parameter ( e = 0) while
eeping all others parameter values fixed results in a considerably
ifferent behaviour for the 21-cm signal. By decreasing the value
f d (i.e. softening the exponential cut-off of the HMF) from the
xpected value in the four-parameter model, we can quickly reco v er
tatistics of the 21-cm signal consistent with the five-parameter
odel. Ho we ver, modifications to d alone cannot do all the work,

nd we further require other shifts in the model parameters in order to
atch the amplitude and shape of the 21-cm PS. Decreasing d leads

o an increasing relative amplitude for the HMF which increases the
umber of sources (e.g. UV ionizing and X-ray photons) causing
eionization and other 21-cm milestones to occur earlier. Therefore,
wing to the sensitivity of the HMF to d , it is both the most strongly
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Figure 8. The reco v ered one and 2D marginalized posteriors on our joint astrophysical and general HMF function parameters assuming a mock 1000 h 
observation of the 21-cm PS assuming foreground a v oidance with the SKA. Note, our mock observation assumes the Sheth–Tormen HMF. The grey (orange) 
contours correspond to a five (four) parameter HMF (see the text for further details). The vertical and horizontal black dashed lines denote our fiducial 
astrophysical parameter set and the corresponding values for the Sheth–Tormen HMF. Abo v e the diagonal, we provide the marginalized posteriors on the HMF 
when simultaneously constraining both the astrophysical and HMF parameters assuming our same mock observation. Each panel corresponds to z = 6 , 9 , 12 
and 15, respectively. Within each panel we show the 68th (dark) and 95th (light) marginalized posteriors on the reco v ered HMF. The grey (orange) contours 
correspond to the marginalized posteriors assuming our five (four) parameter HMF. For reference, we overlay several different HMFs as explored earlier. 
The vertical offset between the marginalized posteriors and the analytic expressions is due to the de generac y between the HMF normalization, a, and the 
normalizations of f ∗ and f esc (see the text for further details). 
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onstrained and also most susceptible to being offset from its true 
alue. The behaviour observed here is consistent with the trends 
n the biased parameters observed for the four-parameter model 
ound abo v e. The lo wer v alue of d increases the amplitude in the
MF allowing for the EoR to occur earlier; ho we ver, in order not to
 v erproduce the too many haloes, we must subsequently shift to a
igher M turn . 
.3 Differentiating between HMFs 

s established earlier, fixing the underlying HMF can lead to the
iased reco v ery of the astrophysical parameters. Alternativ ely, one
an attempt to simultaneously constrain the astrophysical parameters 
nd a generalized form for the HMF in order to mitigate the potential
iases, at the cost of considerably weakened constraints (factor of 
MNRAS 533, 2502–2529 (2024) 
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Figure 9. The impact of changing the HMF constant which controls the exponential cut-off, d, in the four parameter HMF parametrization. We compare the 
behaviour of this parameter relative to the fiducial astrophysical model with a Sheth–Tormen HMF (black curve; the five parameter HMF model designed to 
mimic the ST HMF) and also a four parameter HMF parametrization (red curve) with one HMF parameter remo v ed (the same parameters as the five parameter 
HMF model to match the ST HMF except with e = 0). Panel (i) corresponds to the reionization history, (ii) corresponds to mean 21-cm brightness temperature 
signal, (iii) shows the 21-cm PS for a couple of redshifts, and (iv) the HMF. We consider log 10 ( d) = ( −0 . 45 , −0 . 5 , −0 . 55 , −0 . 6 , −0 . 65), demonstrating the 
sensitivity of the 21-cm signal to this parameter. 
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2 − 4). Although the marginalized posteriors on the individual
MF parameters are rather broad, the important question is whether
r not these translate to marginalized posteriors on the HMF as a
hole which are capable of distinguishing between various HMFs

n the literature. 
Again, to obtain our posteriors on the HMFs given our data base

f simulated models, we are required to retrain SWYFT (equi v alent to
xtracting the SFRD posteriors in Section 4.2 ). Strictly speaking,
e train a new set of networks for each HMF at each redshift.

n the upper-right corner of Fig. 8 , we present the marginalized
8th (95th) posteriors for the HMF obtained from the same mock
1-cm PS observation at z = 6 , 9 , 12 and 15. The grey (orange)
urves correspond to the five (four) parameter model for the HMF,
espectiv ely. F or reference, we additionally o v erlay the fiv e HMFs
onsidered in our earlier analysis, namely ST (black), PS (red),
atson- z (blue), Angulo (magenta), and Tinker (teal). 
NRAS 533, 2502–2529 (2024) 
Immediately evident from Fig. 8 is that the marginalized posteriors
n the HMF are broader than the difference between the various
nalytic HMFs considered in this work. Therefore, simultaneously
onstraining the astrophysical and HMF model parameters from
ust a 21-cm PS observation with the SKA will not be sufficient
o clearly distinguish between the various HMF models available in
he literature. Ho we ver, despite the relati vely broad posteriors on the
ndividual HMF model parameters, the marginalized posteriors on
he actual HMF are fairly tightly constrained around the input ST
MF. Note, in both cases, we find the reco v ered HMF posteriors
arginally o v erestimate the true underlying HMF, with the level

f discrepancy increasing for higher redshifts. Ho we ver, this is not
ne xpected giv en that we prefer a lower d in both cases, which causes
n increase to the amplitude and slope of the HMF for increasing
edshift (see the bottom panel of Fig. 9 ). Further, as established earlier
e also prefer an increase in the o v erall HMF normalization, a, at the
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Figure 10. The reco v ered marginalized 1D posteriors on the joint normaliza- 
tion, a × f ∗, 10 , obtained after retraining SWYFT for include this normalization 
product in our joint astrophysical and general HMF model assuming a mock 
1000 h observation of the 21-cm PS assuming foreground a v oidance with 
the SKA. The grey (orange) curves correspond to our five (four) parameter 
HMF (see the text for further details). The vertical black dashed line denote 
our fiducial value for this joint normalization and the black curves are the 
posteriors from Fig. 5 when assuming the correct ST HMF multiplied by 
the known ST HMF normalization. Note, we only show the 1D marginalized 
posteriors for a × f ∗, 10 as the 1D and 2D marginalized posteriors for all 
remaining model parameters should remain mostly unchanged (modulo SBI 
stochasticity) as those in Fig. 8 as the underlying training set remains 
unchanged. 

c  

H
i
c
H

5

E  

d
i  

r
a  

H
o  

c
t

 

j  

t  

d
c
F  

H
fi
t  

m
p
t  

H  

f  

T
f
c  

t
i  

c
e
v

5

F  

f  

F  

m  

p  

p
a  

n  

F  

6  

r
 

m  

m
p  

d
r
i
a
a  

o  

α  

d  

c

i  

t  

b
fi  

n
 

t
p
H
t  

f  

H  

a  

o  

H  

t  

p
i  

b  

a  

p
s

 

p

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/2/2502/7735346 by Scuola N
orm

ale Superiore Biblioteca user on 30 N
ovem

ber 2024
ost of a decreased f ∗ and f esc which further drives up the reco v ered
MF posteriors. Nevertheless, this demonstrates that simultaneously 

nferring the astrophysical and HMF model parameters from the 21- 
m PS alone does a reasonable job at constraining the underlying 
MF. 

.4 Reducing the normalization parameters 

arlier, we found that allowing a, f ∗, 10 , and f esc , 10 to be indepen-
ently constrained in our model resulted in notably large offsets 
n their reco v ered v alues. Therefore no w, we repeat our analysis,
educing these three parameters down to two, the product a × f ∗, 10 

nd f esc , 10 . Within 21CMFAST f ∗, 10 is al w ays multiplicative with the
MF, as it is used to determine star formation, either in the production 
f UV or X-ray photons, thus these two quantities will al w ays be
orrelated. f esc , 10 on the other hand only becomes important during 
he EoR, thus it can act somewhat independently. 

In Fig. 10 , we provide the 1D marginalized posteriors for the
oint normalization, a × f ∗, 10 , for the same mock observation of
he 21-cm PS with the SKA after retraining SWYFT for our up-
ated joint astrophysical and HMF model. Again, the black curve 
orresponds to the assuming the correct ST HMF (black curves, 
ig. 5 ) after multiplying the reco v ered f ∗, 10 by the known ST
MF normalization) whereas the black dashed vertical line is the 
ducial joint normalization. The grey (orange) curves correspond to 

he 5 (4) parameter HMF model. Note, here we only show the 1D
arginalized posteriors for a × f ∗, 10 as the 1D and 2D marginalized 

osteriors for all remaining parameters should remain the same as 
hose in Fig. 8 , as the underlying training set remains unchanged.
o we ver, in practice o wing to inherent stochasticity within the SBI
ramework, some minor differences are reco v ered. Nev ertheless, in
able 3 we summarize the 68th per cent marginalized uncertainties 
or this full model parameter set with joint normalization. After 
onsidering, a × f ∗, 10 , we now reco v er unbiased constraints on
his joint normalization, centred around the fiducial value. This 
s a notable impro v ement o v er the large offsets reco v ered when
onsidered these parameters individually (Fig. 8 ). Therefore, as 
xpected, considering this normalization product has impro v ed the 
isual performance of our o v erall model. 

.5 Mock 21-cm PS plus UV LF obser v ation 

inally, we consider the impact on the reco v ered model parameters
ollowing the inclusion of UV LF data to our mock observation. In
ig. 11 , we provide the marginalized 1D and 2D posteriors for our
ock 21-cm PS observation plus the same UV LFs as considered

reviously (namely at z = 6 , 7 , 8 and 10). Specifically, we only
resent the results when considering the normalization product, 
 × f ∗, 10 . Ho we ver, for completeness we include both this joint
ormalization and when keeping a and f ∗, 10 independent in Table 3 .
inally, in the upper right corner, we also provide the marginalized
8th and 95th percentiles on the resultant HMF following the joint
eco v ery of the astrophysical and HMF model parameters. 

Generally speaking, following the inclusion of the UV LFs into our
ock observation, the relativ e impro v ements in our constraints are
ore modest compared to a model considering only the astrophysical 

arameters (i.e. assuming a fixed choice of HMF). Ho we ver, this is
riven by the increased model complexity in trying to simultaneously 
eco v er both the astrophysical and HMF parameters. Nevertheless, 
ncluding the UV LFs impro v e the o v erall constraints primarily on α∗
nd a × f ∗, 10 , which subsequently impro v es the constraints on αesc 

nd f esc , 10 by breaking the de generac y. F or e xample, in the absence
f the UV LFs, we reco v ered a relativ ely larger and more skewed
∗ (0.72) for the five-parameter HMF, ho we ver, using the UV LF
ata, this almost completely remo v es this offset with α∗ now ∼ 0 . 55
ompared to the assumed 0.50. 

Both the four- and five-parameter HMF models still exhibit offsets 
n log 10 ( d) as we have encountered previously. For example, for
he five-parameter model we reco v er −0 . 49 ± 0 . 06 which remains
orderline consistent with the 68th percentile uncertainties to the 
ducial value of −0 . 44, However, the four-parameter HMF model is
ow inconsistent at ∼ 3 σ , preferring −0 . 59 ± 0 . 05. 
These lower than expected values of log 10 ( d) affect our ability

o constrain all other remaining model parameters, for example 
ushing M turn to larger values to compensate for the increasing 
MF function amplitude. In turn, this leads to an increasing f esc 

o allow more UV photons to escape to account for the fact we have
e wer lo wer mass galaxies (increased M turn ). For the five parameter
MF, owing to the more modest offset this manifests as a lower
 × f ∗, 10 and also a lower αesc which increases the escape fraction
f the lower mass galaxies. On the other hand for the four parameter
MF, we need a significant increase in f esc , 10 to compensate for

he much larger offset in M turn and d . Therefore, removing a model
arameter from our generalized HMF (i.e. the parameter e) results 
n a less flexible function form for the HMF leading to stronger
iases in the inferred astrophysical parameters. As a result, if one
ttempts to simultaneously reco v er the astrophysical and HMF model
arameters, the assumed functional form for the HMF must be 
ufficiently flexible. 

Following the inclusion of the UV LFs, focusing on the five
arameter model which matches the functional form of the assumed 
MNRAS 533, 2502–2529 (2024) 
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Figure 11. The same as Fig. 10 except also including the UV LFs at z = 6 , 7 , 8 and 10 as observational priors. 
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T HMF, jointly reco v ering the astrophysical and HMF model
arameters results in fractional uncertainties on our astrophysical
arameters of between a factor of ∼ 2 − 3 × larger than assuming
 fixed HMF. Importantly, the recovered marginalized posteriors
rom simultaneously fitting the HMF jointly with the astrophysical
arameters encapsulate the posteriors when fixing the HMF to the
orrect ST HMF. Further, they recover the same relative degeneracies
s evidenced by the similar posterior contours. These more broad-
ned posteriors additionally account for the relative biases in the
strophysical parameters when we previously incorrectly assumed
he form of the HMF. That is, the biased posteriors reco v ered in Fig.
 are contained within these broadened posteriors. Except for the
S HMF, which clearly prefers lower than allowed values of M turn .
herefore, by relaxing the assumption of choosing a fixed HMF, we
NRAS 533, 2502–2529 (2024) 
re able to obtain more conserv ati ve, unbiased constraints on our
strophysical parameters. 

In principle, one could also consider other observational con-
traints on our joint model parameters, which could further impro v e
ur o v erall constraining power limiting the impact of increasing
he model complexity to jointly reco v er the HMF. Nevertheless,
hese relative increases in the marginalized uncertainties, when
ointly reco v ering the HMF, are not prohibitive when it comes to
nterpreting real-world data. In fact, in ef fecti vely being agnostic to
he underlying HMF, the precision of these reco v ered constraints are

ore conserv ati ve with respect to our ignorance of our modelling
ncertainties. Ho we ver, further work is required to determine the
reference for a lower than expected value for the exponential cut-
ff parameter, d , and ways to mitigate/eliminate it. 
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Focusing on the recovered HMF posteriors, we see an almost factor 
f three reduction in the posterior width at z = 6 with these posteriors
ightly bounding the various HMFs in the literature. Ho we ver, the
elativ e impro v ements decrease for increasing redshift, highlighting 
hat the vast majority of the constraining power comes from the 
V LFs at z = 6. We do observe a more modest shrinking of the
osteriors at z = 9, where we still have observational data (at z =
0), but no relative improvement at z = 12 or z = 15. Therefore, to
e able to distinguish between the various HMFs in the literature, we
ould require impro v ed UV LF constraints spanning out to higher

edshifts. Already, recent JWST results are beginning to place limits 
n the UV LFs extending to redshifts higher than considered here 
e.g. Castellano et al. 2022 ; Harikane et al. 2022 ; Naidu et al. 2022 ;
tek et al. 2023 ; Bouwens et al. 2023 ; Donnan et al. 2023 ; Labb ́e

t al. 2023 ; Willott et al. 2024 ). Further, relaxing our assumption of
nly considering UV galaxies at M UV < −20 allowing us to access
he bright end galaxies might further help impro v e our ability to
onstrain the underlying HMF from our mock 21-cm PS observation 
ith the SKA by constraining the higher mass end. We shall look

nto the impro v ements available when considering both of these in
uture work. 

 C O N C L U S I O N S  

e are rapidly approaching the first detection of the 21-cm signal 
uring reionization. To gain insights into the properties of the 
rst generation of galaxies responsible for driving reionization we 
re required to develop Bayesian inference pipelines to interpret 
he observation data. Crucially, when developing these inference 
rameworks we are required to make various assumptions and 
implifications in our theoretical models in order to make them 

omputationally efficient enough to be used for inference. Ho we ver, 
t is crucial that we understand the consequences of these choices. 
ne such assumption that is typically adopted is that of a fixed HMF.
hich implies that our inferred model parameter constraints are tied 

o our assumed choice of HMF. 
Within this work, we explored the consequences of incorrectly as- 

uming the HMF on the inferred astrophysical parameters assuming a 
ock observation of the 21-cm power spectrum (PS). Specifically, we 

onsider a 1000 h observation of the 21-cm PS assuming foreground 
 v oidance with the forthcoming SKA. Throughout we modelled 
he 21-cm signal using 21CMFAST (Mesinger & Furlanetto 2007 ; 

esinger et al. 2011 ; Murray et al. 2020 ) adopting the flexible
V galaxy model parametrization of Park et al. ( 2019 ). This work

xtends on earlier work by Mirocha et al. ( 2021 ) who explored the
mpact of assuming a HMF along with the stellar population synthesis 

odel on the global 21-cm signal. Ho we ver, this used a simplified
odel for simulating the 21-cm signal, whereas here we perform 

ull 3D reionization simulations in order to study the 21-cm PS.
o reco v er our inferred parameter constraints we performed SBI
sing the publicly available software, SWYFT (Miller et al. 2021 ) 
hich performs MNRE to learn the likelihood-to-evidence ratio 
f our simulated data to obtain the marginalized posteriors on our 
strophysical parameters. 

Adopting the ST HMF (Sheth et al. 2001 ) as our fiducial model
MF, we then reco v ered our model astrophysical parameters as-

uming five difference choices for the underlying HMF in order 
o encapsulate the breadth of different models in the literature. 
n addition to the ST HMF, we also considered the PS (Press &
chechter 1974 ), Angulo (Angulo et al. 2012 ), Tinker (Tinker et al.
010 ) and the redshift evolving Watson HMF (Watson et al. 2013 ).
hen considering just the 21-cm PS alone, we encountered strong 
iases of up to ∼ 3 –4 σ on our reco v ered astrophysical parameters,
ost notably in the mass dependence of the escape fraction, αesc and
 turn the characteristic turn-o v er mass describing the typical masses

f star-forming galaxies. 
The source of these biases are driven by the underlying model

eeking to match the SFRD o v er the entire cosmic history. The
ifferences in the HMF lead to the cosmic 21-cm milestones 
reionization, X-ray heating or Ly α coupling) happening earlier or 
ater depending on if they over or under predict the number density of
ources. Thus, the biases in astrophysical parameters compensate for 
he HMF differences to ensure the cosmic SFRD correctly matches 
hat of the mock observation. 

Next, we folded in observed UV LFs with our 21-cm PS
bservation in order to impro v e our constraints on our model
arameters. Primarily, the inclusion of the UV LFs constrains the 
tellar content of the UV galaxies strongly constraining f ∗, both
hrough its normalization and mass dependence. This in turn breaks 
he corresponding de generac y with the escape fraction, f esc . In doing
o, this restricts the resultant posterior volume available to match the
rue SFRD and compensate for the incorrect HMF choice. Primarily, 
his drives biases in M turn and αesc . Although the relative amplitude of
hese biases are reduced compared to just the 21-cm PS, the reduced
arginalized uncertainties still lead to significant biases of ∼ 3 σ for 

oth parameters. 
Given that incorrectly assuming the HMF can lead to large biases

n our astrophysical parameters, next we explored whether we 
ould jointly reco v er the astrophysical parameters along with the
nderlying HMF from the same mock 21-cm PS observation with 
he SKA. To do so, we constructed a simple five parameter HMF
odel and simultaneously reco v ered these parameters in addition to

ur eight astrophysical parameters. Further, we also considered the 
ase where we remo v ed one of these five HMF model parameters,
n order to explore the consequences of jointly fitting a HMF that is
nflexible to the true underlying ST HMF. 

By constraining this extended model with a generalized form for 
he HMF, our astrophysical parameters are reco v ered with a factor
f ∼ 2 –4 larger marginalized uncertainties, owing to the increased 
odel complexity. Ho we ver, in doing so our constraints are now

nbiased by our choice of HMF and are thus more conserv ati ve.
ote, we still reco v ered small offsets in some of our astrophysical
arameters, namely α∗ and αesc , but this is driven by a corresponding
ffset in the opposite direction for one of the HMF model parameters,
 which controls the exponential cut-off. In the case of our four
arameter model, which is designed to be inflexible, we reco v ered
onsiderably stronger skews in M turn and d . Therefore, by assuming 
 generalized HMF incapable of matching the observation data, one 
ill cause significantly larger shifts in the inferred model parameters 

both astrophysical and HMF). 
Finally, following the inclusion of UV LFs into our joint HMF

lus astrophysical parameter model, we still find ∼ 2 –3 × larger 
arginalized uncertainties on our astrophysical parameters. How- 

ver, importantly, we recover all input astrophysical parameters 
o within our 68th percentile uncertainties. Therefore, by jointly 
eco v ering the astrophysical and HMF model parameters we can
eco v er unbiased constraints on the input parameters. Although the
elative uncertainties are notably larger when comparing to assuming 
 fixed HMF, they are conserv ati ve and more importantly agnostic
o the choice of HMF. Further, we also reco v ered the marginalized
osteriors on the underlying HMF and although they were relatively 
ightly constrained, they were broader than the variation between the 
arious HMFs considered earlier in this work and thus we are unable
o perform model selection to distinguish the input (ST) HMF. 
MNRAS 533, 2502–2529 (2024) 
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In future, we could expand on this work by utilizing the Bayesian
vidence to perform model selection to (i) attempt to rule out certain
ncorrectly assumed choices of the HMF or (ii) to determine the
ecessary complexity of a generic HMF beyond the five parameter
odel considered within this work. Alternatively, rather than jointly

ampling the astrophysical and HMF parameters, if we are only inter-
sted in the astrophysical parameters we could consider performing
ayesian model averaging of the extracted posteriors obtained from
 broad range of HMF models. 
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12 This interval is the 68.27 per cent central interval of a Beta distribution 
defined by the parameters ( n − k + 1 / 2 , k + 1 / 2), where n is the total number 
of samples from the joint model and k is the number of times the HPDR 

predicted by the network does not contain the true astrophysical parameters. 
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PPENDIX  A :  ASSESSING  N E T WO R K  

OV E R AG E  

ne of the significant advantages of SBI like MNRE is that once
he network is trained they provide rapid e v aluation of the posteriors
or any given input data. That is, we can perform inference for
 large number of input models (not used in the training of the
riginal network) sampling our prior volume and determine the
requency with which each model falls within the predicted posteriors
etermined by our trained network. Ultimately, this enables us to
uantify the co v erage of the network (e.g. Cole et al. 2022 ), which
s a considerably more robust concept than the typical convergence
riteria used by traditional MCMC approaches (e.g. Betancourt 2019 ;
oy 2020 ). 
First, we define the function, � ˆ p ( ̂ θ | x i ) (1 − α), which gives the

1 − α) highest probability density region (HPDR) for our estimated
osterior, ˆ p ( ̂ θ | x i ), given the input mock data, x i , and known input
arameters, θ∗

i . F or e xample, a 95 per cent HPDR would have an
rror rate of α = 0 . 05. Then, for an independent set of n randomly
rawn models, ( x i , θ

∗
i ), we determine 

 − ˆ α = 

1 

n 

n ∑ 

i= 1 

1 

[
θ∗

i ∈ � ˆ p ( ̂ θ | x i ) (1 − α) 
]
, (A1) 

he actual error rate of the HPDR given our estimated posterior. 
NRAS 533, 2502–2529 (2024) 
The quantities α ( ̂  α) can be re-parametrized in terms of a new
ariable, z, which corresponds to the 1 − α/ 2 (1 − ˆ α/ 2) quantile of
he standard normal distribution. In this way, the 1, 2, 3 σ regions
orrespond to z = 1 , 2 , 3 with 1 − α = 0 . 6827 , 0 . 9545 , 0 . 9997. The
ncertainties on ˆ α are determined using the Jef freys interv al (Cole
t al. 2022 ). 12 In Fig. A1 , we present the empirical expected coverage
robability of our trained network for our mock 21-cm observation
ssuming an ST HMF as a function of confidence levels for all 1D
nd 2D marginalized posteriors. For this, we used a total of 5000
ndependent models (not used in the training of our MNRE network)
o ascertain the co v erage probabilities. The goal is to achieve a
etwork co v erage (purple line) that follows the black dashed curv e
perfect co v erage). Deviations of the resultant network co v erage
bo v e the dashed black line implies our network is conserv ati ve
ith respect to the reco v ered posteriors whereas deviations below

re considered o v erconfident. F or our particular set-up, we reco v er
xcellent network coverage, with near perfect performance for most
D parameter combinations. 
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Figure A1. The empirical expected coverage probability of our trained MNRE network with SWYFT (vertical axis) as a function of the confidence level 
(horizontal axis). The purple line corresponds to the co v erage of our network, with perfect co v erage denoted by the diagonal black dashed line, while dotted 
lines denote the 68th, 95th and 99.7th percentiles while the shaded region corresponds to the Jeffrey’s interval (see the text for further details). 
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PPENDIX  B:  C O M PA R I S O N  O F  SBI  
PPROACHES  

uring the completion of this work we simultaneously employed 
NRE with SWYFT to learn the likelihood-to-evidence ratio while 

lso applying the conditional masked-autore gressiv e flow (CMAF) 
odel from Prelogovi ́c & Mesinger ( 2023 ) to explicitly learn the

ikelihood. CMAF is a density estimator which performs a series 
f linear transformations of normal random variables to estimate a 
arget distribution (see e.g. Papamakarios et al. 2021 for a recent 
p

1

e vie w). Using the publicly available code, 21CMLIKELIHOODS 13 we 
erformed SBI on the same simulated data set of models as outlined
n Section 3.2 to learn our likelihood. From this, we then use EMCEE
F oreman-Macke y et al. 2013 ) assuming the same priors to obtain
ur posteriors given the same mock 21-cm PS observation. 
In the lower left corner of Fig. B1 , we provide the recovered

D and 2D marginalized posteriors from SWYFT (black curves) 
nd after learning the likelihood using CMAF (red curves). Below 

he diagonal, we provide the 95th percentile joint marginalized 
osteriors. Generally speaking we reco v er consistent results between 
MNRAS 533, 2502–2529 (2024) 

3 https:// github.com/dprelogo/ 21cmLikelihoods 

https://github.com/dprelogo/21cmLikelihoods
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M

Figure B1. Comparison of the two different SBI approaches: SWYFT (black contours and curves) and conditional masked-autore gressiv e flow (CMAF: red 
contours and curves). In the lower left corner, we compare the 1D and 2D marginalized posteriors of our fiducial astrophysical model assuming our mock 21-cm 

PS observation with the SKA. In the upper right corner, we provide the empirical expected coverage probability (see Fig. A1 for more details). Here, the reported 
68th, 95th, and 99.7th percentiles co v erage probabilities corresponds to the CMAF trained likelihood. 
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he two different SBI approaches, with SWYFT typically producing
lightly broader (more conserv ati ve) posteriors. Gi ven the v astly
ifferent methodologies employed by both methods to achieve
imilar results, this yields additional confidence in both approaches.
o more rigorously compare the two SBI approaches in the upper
ight corner of Fig. B1 , we also compare the empirical expected
o v erage probabilities (see Appendix A ) of the CMAF network (red
NRAS 533, 2502–2529 (2024) 
urves) and our previous MNRE network from SWYFT (black curves).
ere, the reported co v erage probabilities correspond to those from
sing the CMAF approach. In general, we find SWYFT to be more
onserv ati ve as indicated by the black curve extending further above
he CMAF co v erage (red curv e). F or a few parameter combinations,
e find the CMAF approach to be very slightly overconfident (the red

urve dips below the black dashed diagonal line; for example along
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non-trivial, but in applying MNRE we al w ays reduce corresponding 
biases resulting in more precise posteriors. 

Figure C1. Comparison of our marginalized posteriors obtained from only 
considering UV LFs. The black curves correspond to performing SBI with 
SWYFT after modifying the simulated data to directly include observational 
uncertainties and the red curves correspond to a direct MCMC assuming an 
analytic form for the likelihood. 
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he top row) which is consistent with the narrower (tighter) posteriors
hown in the lower left corner of Fig. B1 . In the end, we found SWYFT

o be more computationally ef ficient, conserv ati ve and also more
table to train and thus adopted it for the remainder of this work. It
s likely that the CMAF approach might require additional tweaks 
o the available hyperparameters or additional ensemble learning or 
ctive learning as explored in (Alsing et al. 2019 ) to boost its stability.

PPENDIX  C :  M O D I F Y I N G  U V  LFS  F O R  SBI  

BI requires a stochastic simulator of the modelled data given 
 set of input parameters. Ho we ver, in 21CMFAST our UV LFs
re derived from analytic functions as outlined in equation ( 6 ).
herefore, to translate the observational uncertainties from real- 
orld observations into our simulated UV LFs we simply add 

andom noise to each M UV bin (see Section 4.3 ). Here, we verify this
pproximation by using SWYFT to obtain our marginalized posteriors 
n our astrophysical model parameters using only the UV LF data 
n our training set and compare the results to an MCMC where we
roduce the UV LFs from 21CMFAST on-the-fly using EMCEE and 
ssume a simple analytic likelihood (i.e. χ2 , Park et al. 2019 ). 

In Fig. C1 , we compare the 1D and 2D marginalized posteriors
95th percentiles) using SWYFT (black curves) and our direct MCMC 

pproach (red curves). The consistency of the posteriors following the 
wo approaches provides confidence that our procedure for adding 
oise to the analytic UV LFs in order to be able to include them
ithin our SBI framework is sufficiently accurate. Note, we do 
bserve slightly tighter 1D marginalized posteriors for M turn and 
 ∗ with SWYFT implying impro v ed constraining power o v er direct

CMC, ho we ver, the dif ferences are fairly minor. Ne vertheless,
hese differences likely arise because of the implicit likelihood that 
he MNRE approach of SWYFT is extracting, which demonstrates 
he importance of going beyond the simple χ2 likelihood form of 
raditional MCMCs. The differences between the likelihoods are 
MNRAS 533, 2502–2529 (2024) 

2024 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative Commons Attribution License 
 https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited. 

uola N
orm

ale Superiore Biblioteca user on 30 N
ovem

ber 2024

https://creativecommons.org/licenses/by/4.0/

	1 INTRODUCTION
	2 SIMULATING THE 21-CM SIGNAL
	3 SIMULATION SET-UP
	4 RESULTS WHEN INCORRECTLY ASSUMING A SPECIFIC HMF
	5 JOINTLY RECOVERING THE HMF AND ASTROPHYSICAL PARAMETERS
	6 CONCLUSIONS
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES
	APPENDIX A: ASSESSING NETWORK COVERAGE
	APPENDIX B: COMPARISON OF SBI APPROACHES
	APPENDIX C: MODIFYING UV LFs FOR SBI

