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Abstract

A key issue in critical contexts such as medical diagnosis is the interpretability of the deep learning models adopted in
decision-making systems. Research in eXplainable Artificial Intelligence (XAI) is trying to solve this issue. However, often
XAI approaches are only tested on generalist classifier and do not represent realistic problems such as those of medical
diagnosis. In this paper, we aim at improving the trust and confidence of users towards automatic Al decision systems in
the field of medical skin lesion diagnosis by customizing an existing XAI approach for explaining an AI model able to
recognize different types of skin lesions. The explanation is generated through the use of synthetic exemplar and counter-
exemplar images of skin lesions and our contribution offers the practitioner a way to highlight the crucial traits responsible
for the classification decision. A validation survey with domain experts, beginners, and unskilled people shows that the use of
explanations improves trust and confidence in the automatic decision system. Also, an analysis of the latent space adopted by
the explainer unveils that some of the most frequent skin lesion classes are distinctly separated. This phenomenon may stem
from the intrinsic characteristics of each class and may help resolve common misclassifications made by human experts.

Keywords Skin image analysis - Dermoscopic images - Explainable artificial intelligence - Adversarial autoencoders

1 Introduction

Artificial Intelligence (Al)-based decision support systems
have recently gained a huge attention in different domains
due to their remarkable performance. However, their adop-
tion in sensitive scenarios that involves decision affecting
humans, such as the medical one, has raised ethical concerns
about the lack of transparency in decisions based on Al sug-
gestions [1, 2]. There is a need to develop Al systems that
can assist doctors in making informed decisions by supple-
menting their knowledge with information and suggestions
from the Al system [3, 4]. However, if the reasoning behind
the decisions of Al systems is not transparent, it would be
difficult to achieve this goal. Skin image classification is a
typical example of this problem. Indeed, when effective deep
learning models are adopted to solve this problem, there
are no indications that help in understanding the reasons
for the decision outcome, which makes it difficult to have
! ISTI-CNR, Pisa, Italy a natural interaction with the practitioner. Therefore, it is
2 University of Pisa, Pisa, Italy essential to augment currently adopted classification models
with explainability components that enrich the interactions
and provide the human with additional exploration and diag-
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nosis tools [5]. This is the problem addressed in this paper
when focusing on skin lesion diagnosis from images.

For all these reasons, eXplainable Al (XAI) has recently
received much attention [2, 6, 7]. Saliency maps are the type
of explanation most widely returned for image classifiers. A
saliency map is an image highlighting each pixel’s positive
(or negative) contribution to the decision outcome. Various
approaches are proposed in the literature to explain image
classifiers through a saliency maps. As introduced in [6, 7],
we underline that explanation methods can be categorized
as model specific or model agnostic, depending on whether
the explanation method exploits knowledge of the internal
structure of the black box or not; global or local, depend-
ing on whether the explanation is provided for the black
box as a whole or for any specific instance. Various model-
specific explainers such as IntGrad [8], Gradlnput [9], and
e-LRP [10] are specifically designed to explain deep neu-
ral networks and return as explanation saliency maps. The
saliency maps returned by these kinds of approaches are typ-
ically scattered and not easy to read in a critical medical
situation. On the other hand, LIME [11] and SHAP [12] are
two of the most well-known model and data agnostic local
explainers. LIME randomly generates a local neighborhood
“around” the instance to explain, labels them using the black
box under analysis and returns an explanation using as sur-
rogate model a linear regressor. SHAP leverages game theory
and exploits the Shapley values of a conditional expecta-
tion function of the black box, providing for each feature the
unique additive importance. LIME and SHAP can be applied
to explain image classifiers and return explanation in the
form of saliency maps. Unfortunately, both LIME and SHAP
require a segmentation procedure that affects the explana-
tion: the neighborhoods considered are no longer plausible
instances but simply the image under analysis with some pix-
els “obscured” [13]. This is also not beneficial nor trustful in
a medical context.

To overcome these issues, in [14] has been proposed
ABELE,Adversarial Black box Explainer generating Latent
Exemplars, a local model agnostic explainer specifically
designed for image classifiers. Given an image to be
explained and an image classifier, the explanation provided
by ABELE is composed of (i) a set of exemplar and counter-
exemplar images, and (ii) a saliency map. Exemplars and
counter-exemplars are images classified with the same out-
come as the input, and with a different outcome, respectively,
while a saliency map highlights the areas which are more
responsible for the decision.

The aim of this paper is to extend and exploit the method-
ologies illustrated in [3, 14, 15], and to study the usability of
an explanation method into a real medical setting. In partic-
ular, we focus on skin lesion diagnosis from images. We rely
on the labeled dataset available from the ISIC 2019 (Inter-
national Skin Imaging Collaboration) image classification
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challenge. We train a state-of-the-art deep learning classi-
fier using the ResNet [16] architecture on the dataset. After
that, we explain the classifier decisions through ABELE [14].
In this way, the practitioner can easily reason on top of the
exemplars and counter-exemplars returned by the explainer.
Our goal is to assess to which extent these exemplar and
counter-exemplar explanations are effectively useful through
a user study involving humans. We design the experiment as
a survey where participants are asked to address certain tasks
on the basis of the classification outcome and the explana-
tions. The novel contributions of this study w.r.t. existing
ones consist of the following aspects. First, further refine-
ment and evaluation of ABELE w.r.t. a real case study in
the medical domain. Second, we introduce an analysis of
the latent space of the adversarial autoencoder provided by
ABELE. Third, we develop a user visualization module to ana-
lyze the explanations returned by ABELE. Fourth, we conduct
a user study with domain experts, beginners, and unskilled
people to assess the effectiveness of the explanations pro-
vided by ABELE. The results of the survey show that the usage
of explanations increases trust and confidence in the auto-
matic decision system. This phenomenon is more evident
among domain experts and people with the highest level of
education. Interestingly, the older segment of the population
shows a chronic mistrust of AI models that is unaffected by
the exposition of ABELE explanations. Also, we observe that
after receiving wrong advice by an Al model, domain experts
tend to decrease their trust in the same model for future anal-
ysis. As additional result, we highlight the analysis of the
latent space of the autoencoder made available by ABELE.
Furthermore, the latent space analysis suggests an interest-
ing separation of the images that can hopefully be helpful
in separating apart similar classes of skin lesion that are fre-
quently misclassified by humans. Saliency maps produced
by ABELE are found to be better than those produced by other
local explainers, e.g. LIME and LORE [17].

The rest of the paper is organized as follows. Section 3
presents the methodology adopted. In Sect. 4 we illustrate the
details of the case study addressed, and we present the visu-
alization module. Section5 illustrates the survey and shows
the results obtained, while Sect. 7 presents the analysis of the
latent space. Finally, Sect. 8§ summarizes the contribution and
proposes future research directions.

2 Related work

XAI has gained significant attention in medical imaging. It
aims to provide a transparent and interpretable understand-
ing of the underlying processes and decisions made by Al
models. In medical imaging, XAl can play a crucial role in
improving the trust and confidence of healthcare providers
and patients in Al-based diagnoses and treatments. Several
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studies have evaluated XAl in medical imaging, including
chest X-rays [18], CT scans [19], and MRI scans [20]. These
studies have applied various XAI methods, such as saliency
maps, attribution maps, and decision trees. One of the earli-
est studies in this area is the work by Jampani et al. [21],
which applied saliency map models on different medical
image domains. Since then, many studies have also explored
the use of decision trees and rule-based systems to provide
explanations for Al-based diagnoses in medical imaging. For
example, Seung et al. [22] used decision trees to explain the
predictions made by a deep learning model on chest X-rays.
In [22] is shown that decision trees can effectively provide an
interpretable explanation of the Al model’s decision-making
process.

Furthermore, there have been several evaluations of XAI
in the context of medical imaging diagnosis, including breast
cancer diagnosis [23], lung nodule diagnosis [24], and brain
tumor diagnosis [25]. Overall, these studies highlight the
importance and novelty of XAl in medical imaging, as they
demonstrate the potential for XAI methods to increase trust
and confidence in Al-based diagnoses and to provide a bet-
ter understanding of the underlying processes used by Al
models.

XAl in medical imaging still has several issues, problems,
and challenges that need to be addressed [26], such as lack
of trust, data bias, interpretability, privacy concerns and inte-
gration with clinical workflow.

This work aims to provide a human-centered approach
to address ongoing challenges in XAI in medical imaging
and contribute to the adoption of these algorithms in clinical
practice by building reliable and transparent decision support
tools to integrate XAl methods into the clinical workflow.

Our XAl methodology falls under the category of Genera-
tive Explanation-based Methods, where a generative process
is exploited to create visual explanations. The Contrastive
Explanations Method (CEM) [27] generates explanations
that display the minimum regions in a given image that
must be present or absent to justify a particular classifica-
tion decision. Other works [28-30] generate explanations
that emphasize the features that should be altered to increase
or decrease the classifier’s confidence in the prediction (i.e.,
prototypes or counterfactuals). Explanation by Progressive
Exaggeration [31] proposes a method for explaining the out-
come of a black box classifier by leveraging over a Generative
Adversarial Network (GAN) [32] and gradually changing
the input query in a way that changes the model’s predic-
tion: the method is model agnostic and only requires access
to the predictor values and its gradient with respect to the
input. Our contribution aligns with recent advancements in
the field. However, we choose to utilize a different architec-
ture, the Adversarial Autoencoder (AAE). One advantage of
AAE over GAN is that AAE has more precise control over
the latent space, which is the representation of the data in a

lower-dimensional form. This allows AAE to generate sam-
ples that are closer to the real data distribution and to ensure
that the generated data is coherent and meaningful. Another
advantage of AAE over GAN is that AAE can be trained with
areconstruction loss, which ensures that the generated data is
similar to the input data. In contrast, GANs are trained based
on a min-max game between the generator and the discrim-
inator, which makes it difficult to ensure that the generated
data is similar to the real data. Additionally, AAEs can be
used for unsupervised representation learning, where they
can learn a compact representation of the data that can be
used for other tasks, such as classification. This is because
the encoder part of the AAE learns to map the data to the
latent space, and the decoder part learns to map back from
the latent space to the original space.

In conclusion, AAE provides a more controllable and
interpretable method for generating new data compared to
GANSs, making it a more useful and robust tool for XAl

3 Methodology

In this section, we briefly present the two main components of
the methodology adopted to classify and explain the dataset.
Details can be found in [3, 14, 16].

3.1 ResNet classifier

In order to provide a black box classifier that performs suf-
ficiently well for downstream learning steps, we choose to
train a neural network with an architecture powerful enough
to accomplish image classification. In particular, we selected
a ResNet, a popular architecture providing validated perfor-
mance on many complex datasets and tasks [16]. Instead of
training the ResNet from scratch, we choose to perform a
transfer learning task with a ResNet pre-trained on the Ima-
geNet dataset. This training strategy is largely applied for the
case where the number of data is limited with respect to the
complexity of a network [33]. To perform the transfer learn-
ing, we replace the last fully connected layer with the newly
initialized one. The number of output dimensions is adapted
to the number of classes in the dataset. Then, the classifica-
tion layer is learned from scratch, and the rest of the ResNet is
fine-tuned. As loss function, we adopt a binary cross entropy
loss for each class, so that the task can be considered as indi-
vidual one-vs-rest binary classification problem.

3.2 ABELE explainer

ABELE is a local model agnostic explainer that takes as input
an image x and a black box classifier b, and returns (i) a set of
exemplar and counter-exemplar images, and (ii) a saliency
map. Exemplars and counter-exemplars are images synthet-
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Fig.2 Latent local rules extractor (LLORE) module, [14]

ically generated and classified with the same outcome as x,
and with an outcome other than x, respectively. They can be
visually analyzed to understand the reasons for the decision.
The saliency map highlights the areas of x that contribute to
its classification and areas that push it into another class.

In short, ABELE works as follows. First, it generates a
neighborhood H in the latent feature space exploiting an
Adversarial Autoencoder (AAE) [34]. The AAE architec-
ture (Fig. 1) includes an encoder: R" — R¥, a decoder:
RF — R” and a discriminator: R¥ — [0, 1] where
n is the number of pixels in an image and k is the num-
ber of latent features. The image x € R” to be explained
is passed as input to the autoencoder where the encoder
returns the latent representation z € R¥ using k latent features
with k < n. The neighborhood generation of H (neighgen
module in Fig. 2) may be accomplished using different
strategies. In our experiments, we adopt a genetic approach
maximizing a fitness function like in [35]. The module in
Fig. 2 is named LLORE, Latent Local Rules Extractor, as a
latent variant of LORE [35]. After the generation process, for
any instance h € H, ABELE exploits the disde module
(Fig. 1) for both checking the validity of & by querying the
discriminator and decoding it into h. Then, it queries
the black box b with 1 to get the class y, i.e. b(l;) = y. Given
the local neighborhood H, ABELE builds a decision tree clas-
sifier ¢ trained on H labeled with b(ﬁ ). The surrogate tree
aims to imitate the behavior of b in the neighborhood H. It
extracts the decision rule r and counterfactual rules ® to cre-
ate exemplars and counter-exemplars. Figure 2 depicts the
process of creating the decision tree, starting from the image
to be explained and resulting in the extraction of decision and
counterfactual rules.

The overall effectiveness of ABELE lies in the goodness of
the encoder and decoder function adopted: the better is the
autoencoder, the more realistic and useful will be the expla-
nations. In the next section, we highlight some peculiarities
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of the structure of the autoencoder required to obtain reliable
results for the ISIC dataset.

3.3 Progressive growing adversarial autoencoder

We summarize here the customization of ABELE we carried
on in order to make it usable for complex image classifica-
tion task. Details can be found in [3]. Generative Adversarial
models are generally not easy to train as they are usually
affected by a number of common failures. These problems
vary from a diversified spectrum of failures in convergence
to the famous mode collapse [36], the tendency by the gener-
ator network to produce a small variety of output types. Such
problems mainly arise from the competing scheme generator
and discriminator are trained on. In addition, we often face
the further complication to deal with real world datasets that
are far from ideal: fragmentation, imbalance, lack of uniform
digitization, shortage of data are primary challenges of big
data analytic for healthcare. Training an AAE in a standard
fashion to reproduce samples from ISIC dataset without tak-
ing special care of all issues mentioned above resulted in
extremely poor performance, mostly due to a persistent col-
lapse mode.

In order to overcome such generative failure and dataset
limitations, we implemented a collection of cutting edge
techniques that altogether are capable of addressing all the
issues we mentioned and successfully training an AAE with
adequate performance. In particular, we address mode col-
lapse using ad hoc tricks like Mini Batch Discrimination
[37] and Denoising autoencoders [38]. As model, we imple-
mented a Progressive Growing Adversarial Autoencoder.
Progressive Growing GANs [39] have been introduced as
an extension of GANS. Progressive growing helps to achieve
a more stable training of generative models for high res-
olution images like in our case. The main idea is to start
with a very low resolution image and step by step adding
block of layers that simultaneously increase the output size
of the generator model and the input size of the discrimina-
tor model until the desired size is achieved. However, while
in a GAN, the discriminator is linked to the generator out-
put, in an AAE, the discriminator takes as input the encoded
latent space instead of the full reconstructed image. Thus,
in [3] we define Progressive Growing Adversarial Autoen-
coder (PGAAE) as follows. Starting with a single block of
convolutional layers for encoder and decoder, we are able to
reconstruct low resolution images (14 x 14 pixels), then step
by step we increase the number of blocks until the networks
are powerful enough to manage images of the desired size,
i.e., 224 x 224 pixels in our case. The latent space dimension
is kept fixed, consequently the discriminator takes as input
tensors always of the same size. Although one could fix also
the network of the discriminator, we found helpful to pro-
gressively increasing also the width of this network so that
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Fig. 3 A progressive growing AAE. At each step, an autoencoder is
trained to generate an image that is twice the size of the previous one,
starting from an image of 14x14 pixels and gradually increasing to an
image of 224x224 pixels. The learned features from one autoencoder
are then transferred to the next. To handle the growing image size,
both the encoder and decoder networks are expanded by adding one
convolutional block at each step. The transfer learning is confined to
the shared network architecture

the discriminator can deal each step with a more structured
information. The incremental addition of the layers allows
the autoencoder to first learn large scale structure and pro-
gressively shift the attention to finer detail.

The network scheme is reported in Fig. 3. In our imple-
mentation, we used five blocks of layers in order to have
a trained network able to reproduce skin lesion images of
size 224 x 224 pixels. In summary, as learning tricks we
relayed on minibatch discrimination, denoising and progres-
sive structure. Mode collapse is greatly reduced, and we are
able to generate variegate and good quality synthetic skin
lesion images with ABELE acting as exemplars and counter-
exemplars.

We highlight the fact the ABELE pipeline works smoothly
regardless of the chosen classifier. Of course, different clas-
sifiers would produce different explanations.

4 Case study: skin lesion diagnosis

The case study and the properties of the training dataset are
described in this section, along with the details of training
the black box classifier and the autoencoder.

4.1 Dataset

The International Skin Imaging Collaboration (ISIC), spon-
sored by the International Society for Digital Imaging of
the Skin (ISDIS) proposed the skin lesion analysis towards
melanoma detection challenge to improve the international
effort in melanoma diagnosis. ! The challenge consists in

! https://challenge2019.isic-archive.com/.

developing a classifier to recognize among nine different
diagnostic categories of skin cancer: MEL (Melanoma),
NV (Melanocytic nevus), BCC (Basal cell carcinoma),
AK (Actinic keratosis), BKL (Benign keratosis), DF (Der-
matofibroma), VASC (Vascular lesion), SCC (Squamous cell
carcinoma), UNK (Unknown, none of the others/out-of-
distribution). The dataset is composed of a training set of
25,331 images of skin lesions and their category (labels); a
test set of 8238 images of which the label is not publicly
accessible.

4.2 ResNet training

We separated the training into two parts: 80% samples used
for training and 20% for validation. The UNK category was
not taken into account for training purposes. We made this
decision based on the task we considered, i.e., to train a clas-
sifier for diagnostic purposes. Indeed, the classifier should
make reliable decisions to help human doctors. A reliable
model should reject UNK samples. Thus, we give our model
an unsupervised rejection choice by adding an extra output
corresponding to a UNK class even during training, to let the
model reject a sample when it is not confident enough. In par-
ticular, a sample is rejected if the neural network gives UNK
the highest output over all other classes. This consideration is
indispensable from a medical diagnostics viewpoint. It would
be better to reject an out-of-distribution sample and leave
the decision to human doctors than giving it some arbitrary
wrong label. Also, since images have different resolutions,
we applied the following preprocessing:

e For the training, the images are randomly rescaled,
rotated and cropped to generate the input to the network.
Resolution of the preprocessed images is 224 x 224.

e For the validation and test, each image is firstly rescaled
to 256 x 256 according to the shorter edge, then cropped
at the center into a 224 x 224 image.

For the evaluation, we employed the same metric adopted in
the submission system of the original challenge. The model
is evaluated on (our) test set with the normalized (or bal-
anced) multi-class accuracy defined as the average of recall
obtained in each class. This metric makes all the classes
equally important to avoid that classifier performs well only
for dominant classes. The trained ResNet model, which is
the best model evaluated on the validation set mentioned
above, achieves 0.838 of balanced multi-class accuracy on
the test set. Also, since the images are captured under con-
trolled conditions, there is no significant distributional shift
in the shuffled data samples used to create the training set and
the validation sets, so the difference between them is small

2 Such preprocessing does not deform the lesions in the image.
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Fig.4 Synthetic skin lesion samples generated by ABELE and classified
as Melanocytic Nevus by the ResNet black box, except for the upper
right image classified as Actinic Keratosis

and the cross-validation is not necessary. Since the amount
of data is small, we fine-tune an off-the-shelf pre-trained
ResNet on our dataset to avoid overfitting. The architecture is
chosen beforehand according to its past performance on the
image classification task and its computational complexity,
not according to its performance on our dataset. The learning
rate is selected from a sparse grid and set to 10™* according
to the convergence speed and accuracy on the validation set.
Finally, we keep the model with the best score on the valida-
tion set.

4.3 PGAAE training

A customization of ABELE was necessary in order to make
it usable for the complex image classification task addressed
by the ResNet black box classifier. Details are available in
[3]. After a thorough fine tuning of all three networks struc-
tures (encoder, decoder and discriminator), our PGAAE with
256 latent features achieves a reconstruction error measure
through root mean square error that ranges from 0.08 to
0.24 depending on whether we consider the most common
or the most rare skin lesion class. We selected 256 as number
of latent features because, from preliminary experiments, it
was the number that simultaneously guaranteed a good recon-
struction error, a good resolution of the images and did not
involve an excessive waste of computational resources. Also,
for images of the desired size, i.e., 224 x 224, it is common
in the literature to choose a number of latent features that
varies between 64 and 512. Data augmentation was neces-
sary to overcome scarcity and imbalance of the dataset. Mode
collapse was greatly reduced, and we were able to generate
variegate and good quality skin lesion images (Fig.4). ABELE
equipped with PGAAE, can produce meaningful explana-
tions, as demonstrated in a survey of real participants, which
is discussed in the following section.

4.4 ABELE user visualization

Module
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Image to explain (predicted class) Counter example image (class)
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Melanoma: 5
Melanocytic nevus: 244
Basal Cell Carcinoma: 89
Actinic Keratosis: 14
Dermatofibroma: 106
Vascula Lesion: 42

ermatofibroma
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Fig. 5 User visualization module to present the classification and the
corresponding explanation. The upper part presents the input instance

and a counter-exemplar. The lower part shows for exemplars that share
the same class as the input

We present here the novel visualization module for the
explanations returned by ABELE. The module helps users
understand both the suggestions made by the black box model
and the explanations produced by ABELE. Figure5 shows
a screenshot from a web application® we implemented to
present to the user the outcome of our system on a specific
instance. The application is divided into two sections, with
the upper section showing the analyzed image, the classifica-
tion made by the black box, and a synthetic counter-exemplar
image generated by ABELE. In Fig.5, we have an example
of an image x of Melanoma and a similar synthetic image
classified as Dermatofibroma as a counter-exemplar. The
neighborhood generated by ABELE, represented as a list, pro-
vides a glimpse into the diverse instances in the latent space
surrounding the analyzed image. The counter-exemplar, i.e.
an image classified differently from the original instance,
is selected among this list as the image that minimizes the
euclidean distance with x (over the latent space) and maxi-
mizes the classification prediction but w.r.t. a different label.
Finally, the bottom section of the module displays four exem-
plars, a set of images generated by ABELE that have the same
label assigned by the black box to x.

The ABELE visualization module is implemented in
Javascript as a web application. It communicates with a back-
end that exposes the functionalities of the black box and of
ABELE by means of a RESTful interface. We implemented
and deployed a demonstrator of the system by letting the
user choose from a set of instances, instead of uploading a
new one. This demonstrator has been used for the preparation
of the survey presented in the next section.

3 https://kdd.isti.cnr.it/isic_viz/
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5 Validation and survey

We designed a survey to assess the impact of ABELE expla-
nations on skin lesion diagnosis. The primary goal is to
determine the usefulness of explanations in supporting doc-
tors and medical experts in diagnosing and treating skin
cancers, and to evaluate their confidence in black-box-based
diagnosis models and the explanations provided by the
explainer.

5.1 Survey structure

The survey is composed of ten questions, each presenting a
different medical image case. Each question is organized into
four different points, following the same structure for the ten
cases. We denote each question with its progressive number,
ie., Qi withi e [1, 10].

Point 1 (PI). The participants are presented with an unla-
beled skin lesion image randomly chosen among the dataset
and its explanation as generated by ABELE and presented
by the visualization module. In particular, we presented two
exemplars and two counter-exemplars of another lesion class
to the user. Participants were asked to classify the given image
among two different given classes exploiting the explanation.
This point aims to understand if the explanations returned by
ABELE significantly help in separating different images, even
for non-expert users. From another perspective, this can be
considered the human evaluation of the usefulness metric
synthetically observed in [14].

Point 2 (P2). The participants are presented with a labeled
image, and they are asked to quantify their level of confidence
in the black box classification (using a 0-100 slider).

Point 3 (P3). The participants are presented with the same
labeled image of P2, but this time with the visual aid of the
explanation returned by ABELE, and they are asked to quantify
their confidence once more after looking at the explanations.
The objective of points P2 and P3 is to understand if there is
an increase/decrease in the confidence towards the Al after
having observed an explanation.

Point 4 (P4). The participants are asked to quantify how
much the exemplars and counter-exemplars helped them to
classify skin lesion images in accordance with the Al, and
how much they trust the explanations produced by ABELE.

During the survey, participants were not informed of
the correctness of their prediction, nor they received fur-
ther suggestions by looking back at their previous answers
or explanations. To investigate the recipient’s reaction to
incorrect advice, in Q6 we intentionally entered a wrong clas-
sification (P2) followed by further wrong advice concerning
exemplars and counter-exemplars (P3). All the other nine
instances were selected among correctly classified cases.
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Fig.6 Demographic statistics of the survey participants

5.2 Hypothesis and objectives

The structure of the investigation reflects the following
hypothesis we intend to address.

e HI: The explanations returned by ABELE help the recipi-
ents in the classifications task, especially domain experts
who are supposed to achieve a higher classification score
(implicit assessment through P1).

e H2: The explanations returned by ABELE improve the
recipients’ trust and confidence toward the black box
classification (implicit assessment through P2, and P3,
explicit through P4).

e H3: After receiving the wrong advice from the black box,
participants show a substantial decline in confidence and
trust toward that model (implicit assessment through the
error inserted).

5.3 Survey results

A total of 156 participants completed the study. Participants
signed up for the survey online after digitally signing a con-
sent form, followed by a short demographic survey and a
brief introduction about all the different types of skin lesion
cancer involved in the process. Since participants were not
forced to answer all ten questions, we chose to consider only
those who had completed at least 10% of the questionnaire,
i.e., at least an entire question with an answer for each of the
four points. Aggregate demographic statistics of the partici-
pants are available in Fig. 6. Of the participants, 94% have a
scientific background, with 27% of them having completed
studies in medicine or dermatology.

First, we have attached to each participant a score that
measures their performance in P1 to test their ability to
classify skin lesion images by exploiting the explanation.
We divided participants into two sub-samples. Sub-sample A
contains participants who achieved a score of at least 70%
images correctly classified, and sub-sample B contains the
remaining participants. Although the average performance
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Table 1 Participants’ confidence in the classification of the black box
before and after receiving the explanation of ABELE

Expert Non expert

Before After Before After
Ql 75.6 87.0 69.3 843
Q2 65.8 73.0 56.9 60.8
Q3 70.8 80.0 63.2 59.9
Q4 72.6 83.8 60.5 80.5
Q5 95.2 98.4 89.2 91.2
Q6 39.2 61.8 544 76.3
Q7 94.0 96.2 81.1 89.7
Q8 55.8 62.8 76.3 84.0
Q9 59.2 57.2 60.3 62.2
Q10 69.4 87.6 63.5 81.0

The values with the highest confidence are highlighted in bold

was remarkable (score 82.02%) among all participants,
including those without domain expertise or specific medical
knowledge (score 78.67%), we are interested in the sub-
sample of people specialized in medicine or in dermatology
(score 91.26%). The results of the one-way ANOVA on ranks
(Kruskal-Wallis H test) [40] applied to sub-samples A and B
showed no significant impact on classification performance
based on either education level or age distribution. However,
it shows a pronounced effect (F = 4.061, p = 0.043) given
by the specific field in which the participants specialize—
participants with a medicine degree and/or a dermatology
specialization are more frequent among people in sub-sample
A. Thus, HI1 holds for domain experts, and even participants
from other domains demonstrated noteworthy performance.

Table 1 shows the participants’ confidence in the black
box classification before and after looking at the explana-
tions returned by ABELE, i.e., reports the responses obtained
for P2 and P3. Except for Q3 and Q9, all the other questions
show a significant increase of trust after looking at exem-
plars and counter-exemplars, i.e., an increase between P2
and P3, indicating that, in general, the explanations help
in increasing the model trust. However, Table 1 suggests
that Q3 anomaly was caused by the sub-sample of non-
medical expert. Such an increase in confidence from 67.69%
to 77.12% is maximum for Q6 (+21.95%), the only one which
was misclassified by the black box. Moreover, Q6 presents
a confidence, prior to the explanations, lower than all the
others, i.e., of 53.08%. The reason for this phenomenon
could be a significant decrease in participant’s confidence
after receiving incorrect advice, which is fully restored if
they receive additional consistent incorrect suggestions. Par-
ticipants reject incorrect advice, but they tend to adapt and
reset their understanding if they consistently receive erro-
neous suggestions.
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Fig.7 Participants’ confidence among different age groups (top), edu-
cation level (center), domains (bottom), before and after explanations

Increase in confidence was not uniform among all par-
ticipants. The results summarized in Fig.7 seem to suggest
the following aspects. First, there is a not negligible increase
in confidence among all ages except for age group over 55,
for which not only the confidence is very low in itself but
even decreases after having benefited from the explanations.
This may be caused by the fact that the older segment of
the population has an inherent distrust of AI models in gen-
eral, while younger sections of the population are mentally
more open to such models. Second, the confidence before
looking at the explanations decreases as the level of study
increases, while more educated participants show a notable
increase after the explanations (a possible reminiscence of
the Dunning—Kruger effect [41]). Third, as expected, the
confidence level is much higher for people belonging to the
medical domain than for participants from other scientific
disciplines and even more so for those specializing in non-
scientific disciplines.

As mentioned earlier, Q6 was specifically chosen from
those misclassified by the black box, in order to investigate
participants’ reaction and behavior in that and subsequent
instances (H3). The results show a slight mistrust toward the
sixth black box classification, although there is no statisti-
cally significant drop in confidence after receiving wrong
advice by an Al model (68.75% for Q1 to Q5, 60.03% for
Q6 and 66.71% for Q7 to Q10). On the contrary, if we restrict
our study to the sub-sample of medical experts, Fig. 8 shows
a 14% drop of confidence after receiving the wrong advice
(78.04% for Q1 to Q5, 56.19% for Q6 and 63.95% for Q7 to
Q10), supporting H3: after receiving wrong advice from an
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Fig.9 How much exemplars and counter-exemplars helped according
to the participants’ responses, divided between groups of experts and
non-experts

Al model, domain experts show a decline in confidence and
trust toward that model in subsequent instances.

Figure 9 summarizes how exemplars and counter-
exemplars impacted participant recognition of lesion classes,
as reported by respondents in P4. The trend observed in ana-
lyzing confidence before and after Q6 is consistent, with
both experts and non-experts showing a notable decline in
confidence in the help provided by exemplars and counter-
exemplars. As expected, ABELE’s explanations are more
helpful for medical experts than for the general population.
Additionally, exemplars were more effective than counter-
exemplars for both experts and the general population. This
behavior may be due to the 8-class classification task, as
in a binary classification task, the significance of exemplars
and counter-exemplars may be similar, but as the number
of classes increases, the importance of exemplar tends to
increase.

6 Comparison of saliency maps

In Fig. 10, we report the explanation of ABELE for an exam-
ple. Synthetic exemplar and counter-exemplar are much more
informative than standard saliency maps. Saliency maps can
be compared to those produced by existing explainers, e.g.,
LIME and LORE. The saliency maps shown in Fig. 11 have a
deletion AUC (Area Under Curve) score ( [42]), respectively,
of 0.888 (LIME), 0.785 (LORE) and 0.593 (ABELE). The dele-

Fig.10 ABELE explanation for a Melanocytic Nevus consisting in: orig-
inal image (top left), saliency map respecting the latent rule (top center),
counter-exemplars of a Basal Cell Carcinoma (top right) and three dif-
ferent exemplars (bottom)

Fig. 11 Saliency maps for LIME (left), LORE (center) and ABELE (right).
LIME and LORE highlight the macro-regions of the image that con-
tribute positively (green) or negatively (red) to the prediction, while
ABELE provides a more fine-grained level of information with a diver-
gent color scale, from relevant areas (dark orange) to low-significant
areas (green/cyan)

tion metric measures the drop in the probability of a specific
class as important pixels (as rated by the saliency map) are
progressively removed from the image. A small area under
the curve is indicative of a good explanation. We performed
the calculation of the deletion metric for a set of 200 sam-
ple images and then calculated the average of the scores.
As expected, segmentation based methods struggle in pro-
viding meaningful saliency maps (LIME: 0.736 mean AUC
score, LORE: 0.711 mean AUC score), while ABELE gener-
ates more granular maps (0.461 mean AUC score). In Fig. 12
(Top), we report the deletion curves expressed as mean AUC
of accuracy vs percentage of removed pixels for 200 sample
images. We observe that ABELE deletion curve drops more
rapidly and at an earlier stage relative to the percentage of
removed pixels, indicating that the saliency map is finer and
more granular.

A similar pattern arises when considering an insertion
metric ([42]), which takes a complementary approach. It
evaluates the effect of the black box prediction by incremen-
tally adding each pixel in order of increasing importance.
Thus, we expect that the black box performance increases by
adding more and more features, resulting in monotonically
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increasing model performance. A bigger area under the curve
refers to a better explanation. Figure 12 (Bottom) reveals that
ABELE shows a consistently better insertion score for an aver-
age of 200 samples (0.417 (LIME), 0.471 (LORE) and 0.748
(ABELE)). ABELE insertion curve grows rapidly, indicating
that the saliency map captures more accurately the portions
of the image that are most important to the classifier.

7 Explaining through latent space analysis

The PGAAE trained for ABELE projects the ISIC dataset into
a 256-dimensional latent space with a coherent posterior dis-
tribution. Indeed, as shown in [14], as a side effect of ABELE,
we can exploit the latent space to visualize the level of prox-
imity of individual instance of the dataset and gain useful
insights. In particular, we believe that such visual aid can
help medical expert and data scientist to better understand
different skin cancer characteristics and exploit it to further
improve the classification performance, or the trust in the
explainer.

We adopt a Multidimensional Scaling (MDS) [43] as a
form of dimensionality reduction to translate information

@ Springer

about pairwise distances among latent projections into a con-
figuration of the same cardinality mapped into a Cartesian
plane. Thus, through MDS we turn the latent space with
256 dimension into a visual space with 2 dimensions. Fig-
ure 13 shows the latent encoding of 8 skin cancer classes.
We observe that some primary features of skin lesion can be
also retrieved from such 2D projection. Indeed, from Fig. 13
it is clear that all skin lesion classes except Melanoma tend
to avoid the center of each diagram and accumulate over a
circle, while Melanomas, the most dangerous skin cancer,
reside in the center of the plot.

It can be argued that such behavior is related to the sim-
ilarity between these skin cancer classes. In [44], authors
state that Benign Keratosis is one of the lesions for which
melanoma is commonly misdiagnosed; this error occurred
in 7.7% to 31.0% of cases, depending on the study. To
delve deeper into the differentiation capabilities between dif-
ferent skin lesion classes, we decided to train a Random
Forest (RF) classifier [45] with 500 estimator trees over
the 2D MDS space. The RF classifier is able to separate
apart Melanoma from Benign Keratosis with 85.60% accu-
racy (see Fig. 14-left). The Random Forest classifier assists
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Fig. 14 Visual separation between Melanoma and Benign Keratosis
(Left) and Melanocytic Nevus (Right)

the user in visually separating different skin lesions and is
less complex than the original black box while maintaining
comparable performance. Another important class is indeed
Melanocytic Nevus that shows peculiar features that can be
partially justified by the odd representation in Fig. 13. Here
many samples still reside at the center of the plot: from 30%
to 50% of all melanomas and more than half of those in
young patients evolve from initially benign nevi [46]. The RF
classifier trained over the 2D-space is also able to separate
Melanoma from Melanocytic Nevus with 78.53% accuracy
(see Fig. 14-right). These performances are comparable with
the original black box accuracy for the overall scores in the
ISIC 2019 challenge [3], and state-of-the-art classification
accuracy with deep convolutional neural network [47].
Nowadays, the detection of melanomas is one of the most
researched topics in the oncologic domain [48—50]. Predict-
ing the transformation of a nevus into a malignant melanoma
remains a challenging task for both clinicians and comput-
ers. To address this issue, future research needs to consider
the evolution of oncologic data over time. Our methods and
findings may assist clinicians in accurately evaluating the
potential for a benign skin lesion to become melanoma.

8 Conclusion

In this paper, we have shown how it is possible to instantiate
methodologies of classification and post hoc explanation in
a real case study for skin lesion detection. In particular, we
have proved that, after being customized and trained care-
fully, ABELE is able to produce meaningful explanations that
can significantly help practitioners. Such visual explanations
are more informative and qualitative better than those pro-
duced by other existing local explainers. The non-trivial and
time-consuming step is the training of the generative model.
The latent space analysis suggests an interesting repartition
of image over the latent space, and it can hopefully be help-
ful in separating apart similar classes of skin lesions that
are frequently misclassified by humans (benign from malig-

nant). Also, we conducted a survey involving real user experts
and not experts in skin cancer and of healthcare domains.
The survey supports the hypothesis that explanation meth-
ods without consistent validation are not useful. As future
research directions, it will be interesting to apply ABELE
explainer to different diseases and health domains, especially
domains where the only meaningful data is the raw image or
scan of a particular internal body portion. Indeed, in skin
lesion cancer also the touch plays an important role in doc-
tors’ analysis, not just the image. Also, we would like to
extend the user visualization module presented to a real-time
explanations generator. This improvement would require sig-
nificant efforts and resources as in the current implementation
extracting explanations can be time-consuming depending on
the image.
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