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Computational development of models and tools for
the kinetic study of astrochemical reactions

PhD candidate: Bernardo Ballotta

Abstract

This PhD thesis focuses on the application and development of computational tools and
methodologies for the modeling of the kinetics of gas-phase reactions of astrophysical
interest in the interstellar medium (ISM). The complexity related to the investigation
of chemical reactivity in space is mostly due to the extreme physical conditions of tem-
perature, pressure and exposure to high-energy radiation, which in turn also lead to
the formation of exotic species, like radicals and ions. Nevertheless, there is still much
to be understood about the formation of molecules, the major issue being the lack of
sufficient laboratory (experimental and computational) studies. A more detailed and
accurate study of all the chemical processes occurring in the ISM will allow us to obtain
the data necessary to simulate the chemical evolution of an interstellar cloud over time
using kinetic models including thousands of reactions that involve hundreds of species.
The collection of the kinetic parameters required for the relevant reactions has led to
the growth of different astrochemical databases, such as KIDA and UMIST. However,
the data gathered in these catalogues are incomplete, and rely extensively on crude es-
timations and extrapolations. These rates are of paramount importance to get a better
comprehension of the relative abundances of the chemical compounds extrapolated by
the astronomers from the spectral data recorded through the radio telescopes and the
in-orbit devices, like the satellites. Accurate state-of-the-art computational approaches
play a fundamental role in analyzing feasible reaction mechanisms and in accurately
predicting the associated kinetics. Such approaches usually rely on chemical intuition
where a by-hand search of the most likely pathways is performed. Unfortunately, this
procedure can lead to overlook significant mechanisms, especially when large molecular
systems are investigated. Increasing the size of a molecule can also increase the number
of its possible conformers which can show a different chemical reactivity with respect
to the same chemical partner. This brings to get very complex chemical reaction net-
works in which hundreds of chemical species are involved and thousands of chemical
reactions can occur. During the last decades, a lot of effort has been done to de-
velop computational techniques able to perform extensive and thorough investigations
of complex reaction mechanisms. Such approaches rely on automated computational
protocols which drastically decrease the risk of making blunders during the search for
significant reaction pathways. Furthermore, the accurate characterization of the po-
tential energy surfaces (PESs) critical points, like reactants, intermediates, transition
states and products involved in the reaction mechanism, is crucial in order to carry out
a reliable kinetic investigation. The kinetic analysis of an erroneous potential energy
surface, would lead to gross errors in the estimation of the rate constants of the chem-
ical species involved in the reaction. In order to avoid such errors, the combination
of high-level electronic structure calculations via composite scheme can be helpful to
get a more precise estimation of the energy barriers involved in the reaction mecha-
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nism. It has been proven that "cheap"[1] composite schemes can achieve subchemical
accuracy without any empirical parameters and with convenient computation times,
making them perfect for the purpose of this thesis. In recent decades, many efforts
have been made to develop theoretical and computational methodologies to perform
accurate numerical simulations of the kinetics of such complex reaction mechanisms in
a wide range of thermodynamic conditions that mimic extreme reaction environments
as for combustion systems, the atmosphere and the ISM. Such methodologies are based
on the ab initio-transition-state-theory-based master equation approach, which allows
the determination of rate coefficients and branching ratios of chemical species involved
in complex chemical reactions. This methodology allows to make accurate predictions
of the relative abundances of the reaction products for complex reactions even under
conditions of temperature and pressure not experimentally accessible, such as those
that characterize the ISM. Based on these premises, this dissertation has been focused
on the application of a computational protocol for the ab initio-based computational
modeling and kinetic investigation of gas-phase reactions which can occur in the ISM.
This protocol is based on the application of validated methodologies for the automated
discovery of complex reaction mechanisms by means of the AutoMeKin[2] program, the
accurate calculation of the energetic of the potential energy surfaces (PESs) through
the junChS and junChS-F12a "cheap" composite schemes and the kinetic investigation
using the StarRate computer program specifically designed to study gas-phase reac-
tions of astrochemical interest in conjunction with the MESS program. Furthermore,
this dissertation has been also focused on the development and implementation of Star-
Rate, a computer program for the accurate calculation of kinetics through a chemical
master equation approach of multi-step chemical reactions. StarRate is an object-based
program written in the so-called F language. It is structured in three main modules,
namely molecules, steps and reactions, which extract the properties needed to cal-
culate the kinetics for the single-step reactions partecipating in the overall reaction.
Another module, in_out, handles program’s input and output operations. The main
program, starrate, controls the sequences of the calling of the procedures contained
in each of the three main modules. Through these modular structure, StarRate[3]
can compute canonical and microcanonical rate coefficients taking into account for the
tunneling effect and the energy-dependent and time-dependent evolution of the species
concentrations involved in the reaction mechanism. Such protocol has been applied to
investigate the formation reaction mechanisms of some complex interstellar polyatomic
molecules, named interstellar complex organic molecules (iCOMs). More specifically,
the formation of prebiotic iCOMs in space has raised considerable interest in the scien-
tific community, because they are considered as precursors of more complex biological
systems involved in the origin of life in the Universe. Debate on the origins of these
biomolecular building blocks has been further stimulated by the discovery of nucle-
obases and amino acids in meteorites and other extraterrestrial sources. However, few
insights on the chemistry which brings to the formation of such compounds is known.
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Introduction

In the past, the idea that the interstellar medium (ISM) was a too hostile environ-
ment to host complex molecules was well established in the scientific community [4].
However, with technological progress and the construction of ever more accurate de-
tection instruments, such as radio telescopes and satellites, it has been possible to
identify emission and absorption signals traceable to organic molecules and to ex-
trapolate the cosmic abundances of the chemical elements in the ISM with the aid of
spectroscopy[5, 6]. Despite the low relative elementary abundances reported in table 1,
in which the abundance of carbon, oxygen, and nitrogen is lower than that of hydrogen
by factors of 103−4 and that of heavier elements is lower by even greater factors[7], the
formation of more complex molecular systems is possible even in the extreme thermo-
dynamic conditions of the ISM.

Element Relative abundance
H 1.00E0
He 8.51E-02
Li 1.12E-11
Be 2.40E-11
B 5.01E-10
C 2.69E-03
N 6.76E-05
O 4.90E-04
F 3.63E-08
Ne 8.51E-05
Na 1.74E-06
Mg 3.98E-05
Al 2.82E-06

Element Relative abundance
Si 3.24E-05
P 2.57E-07
S 1.32E-05
Cl 3.16E-07
Ar 2.51E-06
K 1.07E-07
Ca 2.19E-06
Sc 1.41E-09
Ti 8.91E-08
V 8.51E-09
Cr 4.37E-07
Mn 2.69E-07
Fe 3.16E-05

Note: this table has been taken from the book Introduction to Astrochemistry
[8] by S. Yamamoto.

Table 1: Cosmic abundance of elements

Over the years, astronomical observations have allowed the identification of many
molecular species of different kinds in the ISM, from simple diatomics to much more
complex polyatomic molecules, such as fullerenes and polyaromatic compounds. The
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current practice is to call interstellar complex organic molecules (iCOMs) all the species
formed by more than six atoms and including carbon. Currently, more than 200
molecules have been identified and collected in the CDMS (The Cologne Database for
Molecular Spectroscopy [9, 10, 11]) and about four new molecules are identified each
year as reported by McGuire in the census of the astrochemical molecules [12]. Figure
1 shows the cumulative number of interstellar molecules detected in the last 50 years
together with the dates of the contributing facilities. It is apparent how the number
of identifications subsequent to the birth of radio astronomy which took place around
1960 has considerably increased.

Figure 1: Cumulative number of known interstellar molecules over time.

Note: this plot has been taken from the paper [12] by B. McGuire.

The next sections are devoted to:

• a detailed description of the astrophysical context and the thermodynamic condi-
tions in which iCOMs have been identified;

• a general description of the interstellar chemistry, in particular the two main
environments in which chemical reactions can occurr in the ISM, namely gas-
phase and grain surfaces;

• a general description and the main limitations of the experimental techniques
available for the study of such reactions;

• a detailed description of the main computational techniques used to study the
reaction mechanisms and the kinetics that lead to the iCOMs formation or de-
struction.

xxx
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The Astrophysical Context

The Interstellar Medium and the Star Formation Process

The ISM is the region between the stars that contains large agglomeration of gas and
tiny solid particles, called grains, with a very low typical density of H2 (or H) of 10-100
cm−3 and a very low temperature of 10-100 K. It is approximately composed for the
99% of interstellar gas, and of its mass, about 75% is in the form of hydrogen, either
molecular or atomic, with the remaining 25% as helium. Only a small amount of this
matter, less than 1%, is composed of heavier elements, like C, N, O, called metals by
astronomers.
The interstellar gas, also called nebulaes, consists partially of neutral atoms and
molecules, as well as charged particles, such as ions and electrons.
These nebulaes are called diffuse molecular clouds and they are formed from the stellar
ejecta under the influence of the gravity.
Although the detailed nature of these astrophysical objects is still only partially under-
stood, even for the relatively close ones that belong to our own galaxy, they represent
the starting point of the star formation process (SFP) graphically schematized in figure
2 [13].

Credit: Bill Saxton/NRAO/AUI/NSF

Figure 2: Graphical representation of the SFP.

Inspection of figure 2 shows how the relationship between stars and interstellar matter is
cyclical because, as the clouds evolve, portions of them collapse to form new generations
of stars with considerable portions of non-hydrogen matter in their outer regions. This
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matter eventually finds its way into interstellar space because older stars release much
of their matter either explosively, as in supernovae, or more gently. During SFP, star
cores heat stellar matter by exothermic nuclear fusion reactions that produce elements
more complex than hydrogen. Some chemical reactions and condensation into dust
particles can therefore occur in relatively cold stellar atmospheres, especially as stars
age. The matter emanating from these older stars contains atoms, molecules, and tiny
dust particles composed of silicates or carbon. The harsh radiation field in interstellar
space rapidly dissociates most of the molecules formed in stellar atmospheres, and the
material leading to new generations of interstellar clouds becomes primarily atomic
and particle in nature, although any very large molecules formed in stars can survive
relatively unscathed.
The gravitational collapse of the diffuse clouds into dense clouds is considered to be
the first stage of the SFP where temperature and density start to increase. More
chemically important are dense clouds, where the gas density rises to 104 cm−3 and
the temperature plunges to 10 K, for both gas and dust.
Note that the density of so-called dense clouds is only relatively high; on an absolute
scale it is much lower than the lowest pressure reachable in laboratory. Here the hy-
drogen is overwhelmingly molecular in nature, and many polyatomic molecules can be
detected. During this initial stage of the SFP, the formation of pre-stellar cores which
will give rise to proto-stars occurs. At the very low temperature that characterizes
pre-stellar cores (around 10 K) the atoms and molecules present in the gaseous phase
freeze on the surfaces of the dust grains. During this phase and under these thermo-
dynamic conditions, the hydrogenation reactions of the atoms and molecules frozen
on the surface of the grain take place, which lead to the formation of frozen mantles
mainly composed of water. However, even more complex species, such as iCOMs, have
been detected in the pre-stellar regions. These molecules are supposed to have formed
through gas phase reactions because at the very low temperatures of pre-stellar cores no
gas-grain reaction could occur, only hydrogenation reactions, yet those molecules could
not be released into the gas phase unless through non-thermal desorption processes.
Pre-stellar cores are involved in the SFP schematized by the 4 different stages shown
in the Shu diagram shown in figure 2. Each stage has distinct observational character-
istics corresponding to different ways in which the radiation is emitted by the source.
The shape of the spectrum is generally called Spectral Energy Distribution (SED).

During the first phase (Class 0) a central proto-star and disk has formed, within a still
infalling envelope of dust and gas. The temperature can reach 100 K provoking the
sublimation of the grain icy mantles. The dust heated by the stellar radiation produces
an emission spectrum, particularly bright in the infrared wavelength range. In these
objects many iCOMs have been identified, however their synthesis is still debated. One
possibility is that as the envelope heats up, atoms and radicals that had previously
formed and frozen on the mantle acquire mobility and react on their surfaces to form
iCOMs. At about 100 K the whole mantle sublimes, injecting the formed iCOMs into
the gaseous phase. The other possibility envisaged by theoretical chemistry studies
considers the formation of simple molecules, like radicals and ions, onto the grain sur-
face formed during the pre-stellar phase and then injected into the gas phase at 100 K
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Figure 3: Illustration of the four classes of proto-stellar systems.

in which they can react to form iCOMs. This objects are also called hot corinos.
The second phase (Class I) is characterized by the fact that the protostar accretes
material through the disk. At the same time, stellar wind (made of radiation and
particles) is escaping along the rotational axis breaking the disk above and below, thus
creating a bi-polar outflow. During this stage, the SED moves towards higher frequency
with respect to the phase I and presents absorption features due to radiation absorbed
by the disk material. Unfortunately very little is known about iCOMs in these regions.
In the third phase (Class II) the surrounding material has been blown away, leaving
the protoplanetary material disk that will harbor the planet formation. The SED is
peaked at still higher frequencies, being increasingly hotter. In this phase most of the
radiation emitted by the star can escape from the disk.
In the final fourth phase of star formation (Class III) the star in the center has be-
come a pre-main sequence star, now ready to burn hydrogen. The gaseous component
of the disk has been now largely dispersed or accreted. A substantial amount of dust
remains forming a debris disk of planetesimals and protoplanets. In this final stage
of the star formation process the emerging SED is dominated by the radiation of the
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star, though there is still a tail in the IR due to the remaining dust. Unfortunately
also for Class II and Class III few iCOMs have been identified, and few informa-
tion have been acquired so farabout their column densities and relative abundances.[14]

So, hot molecular cores and hot corinos are considered the precursors of high-mass and
low-mass young stellar objects (YSOs), respectively.
They are both characterized for being strong emitters of high-energy rotational lines
of rare molecular species at mm and sub-mm wavelengths.
They will determine the chemical richness of star-forming regions in the galaxy, which,
as previously mentioned, are the main tracers of the spiral structure of our galaxy.
Then, it is crucial to detect and study iCOMs in hot cores and hot corinos, which
allows to obtain a better understanding of chemical processes that are taking place on
them and to better comprehend the chemical compositions of the spiral structure of
the galaxy.
For these reasons, it is crucial to increase the number of detections of COMs in high-
and low-mass star–forming regions during the latest phases of star formation. The
paradigmatic example is the giant molecular cloud (GMC) Sagittarius B2 (Sgr B2)
located about 120 parsecs from the center of the Milky Way. This GMC is the largest
molecular cloud in the vicinity of the core and one of the largest in the galaxy, spanning
a region about 45 parsecs across. The total mass of Sgr B2 is about 3 million times
the mass of the Sun. The mean hydrogen density within the cloud is 3000 atoms per
cm−3, which is about 20–40 times denser than a typical molecular cloud.

Credit:ESO/APEX & MSX/IPAC/NASA

Figure 4: Sgr B2 seen by ATLASGAL, Chile.

Figure 4 shows a colour-composite image of the Galactic Centre and Sgr B2. The
internal structure of this cloud is complex, with varying densities and temperatures.
The cloud is divided into three main cores, designated north (N), middle or main (M)
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and south (S) respectively. Thanks to these characteristics and to the proximity to
the detection systems developed in the last decades, Sgr B2 is one of the most studied
molecular clouds as regards the chemistry that characterizes it. In fact, in recent
decades more than 100 molecular species have been identified within its cores.[15]
Various kinds of COMs, like alcohols, esters and alkyl cyanides, have been detected.
Recent analyses carried out by Brett McGuire showed that a high percentage of the
organic molecules identified in the ISM were detected in star-forming regions. Figure
5 displays the percentage of interstellar molecules that were detected in each source
type.

Figure 5: Percentage of known molecules detected in carbon stars, dark clouds, LOS
clouds, and SFRs.

Note: this plot has been taken from the article [12] by B. McGuire.

These regions of the ISM have aroused considerable interest due to the numerous detec-
tions of iCOMs, considered as precursors of more complex prebiotic molecules involved
in the origin of life in the Universe, e.g., these include amino acids (the building blocks
of proteins), nucleobases (the building blocks of the genetic material), sugars and their
derivatives (which play several roles, from the building blocks of DNA, RNA, and cell
walls, to energy storage), amphiphiles (the building blocks of cell membranes), and
several other families of organic compounds. The investigation of how the synthesis
of iCOMs occurs in the harsh and extremely diversified conditions of the ISM is a
pivotal challenge in the astrochemistry research field. Considerable efforts, both from
an experimental and a computational point of view, have been made to understand
through which chemical processes this category of molecules can be formed given the
extreme conditions of the ISM.[16, 17]
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Interstellar Chemistry
Because of the granular and gaseous nature of the ISM, the chemical processes that can
occur are generally classified as: gas-phase and gas-grain processes. At very low den-
sities, only binary ion-molecule or neutral-neutral gas-phase reactions can occur, they
must be exothermic because of the very low temperatures with nearly-vanishing acti-
vation energies. The stabilization induced by the thermal bath is not possible because
of the very low pressures, so, in the gas-phase the excess kinetic energy provided by
the collision of the reactants has to be released after the formation of the dissociation
products as vibrational energy, or through radiative emission stabilization which imply
photons emission. The situation is different for gas-grain reactions, due to the ’third
body stabilization’ induced by the surface of the grain. Neutral-neutral reactions are
possible even under these extreme conditions only if highly reactive chemical species
(e.g., radicals) are involved. Three-body reactions only become significant at number
densities above 1013 cm−3 such as those encountered in the atmospheres of stars and
exoplanets. [18] Radiation-matter interaction can play a central role in the formation
and destruction processes of molecules. Table 2 contains a list of the identified possible
processes occurring in the ISM.
To obtain a reliable chemical model for very complex reactive systems such as molec-
ular clouds, it is necessary to determine accurate reaction coefficients characterizing
each individual reaction. So, due to the wide variety of conditions characterizing the
ISM, also a large variety of chemical reactions can take place.[19]

Type of process Example
Gas-grain interactions H + H + grain → H2 + grain

Direct cosmic ray processes H2 + ζ → H+
2 + e−

Cation-neutral reactions H+
2 + H2 → H+

3 + H
Anion-neutral C− + NO → CN− + O

Radiative associations (ion) C+ + H2 → CH2 + hν
Associative detachment C− + H2 → CH2 + e−

Dissociative neutral attachment O + CH → HCO+ + e−
Neutral-neutral reactions C + C2H2 → C3H + H

Radiative associations (neutral) C + H2 → C2H2 + hν
Dissociative recombination N2H+ + e− → N2 + H
Radiative recombination H2CO+ + e− → H2CO + hν

Anion-cation recombination HCO+ + H− → H2 + CO
Electron attachment H + e− → H− + hν

External Photo-processes C3N + hν → C2 + CN
Internal Photo-processes CO + hν → C + O

Table 2: List of chemical processes which can take place in the
ISM.
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Experimental limitations
The exotic nature of the chemical species involved in the afore mentioned reactions (e.g.,
radicals or ionic species), it is not always possible to perform suitable experiments to
obtain reliable rate coefficients. Moreover experimental conditions are often too far
from simulate the real conditions of the ISM. So, for these reasons, it is often necessary
to rely on theoretical methods to determine accurate rate coefficients. Rate coefficients
are of paramount importance to build chemical models to study the chemical evolution
of the astrophysical objects. These models consist of a large number of rate equations;
that is, ordinary differential equations (ODEs), each of one representing a given process
to build-up or lessen the concentration of a particular chemical species. In time-
dependent models, assumptions must be made concerning the starting conditions: the
temperature, the chemical nature of the molecular species involved, like ionic, molecular
or atomic, and the chemical abundances. Then the ODEs are integrated forward in
time to generate molecular abundances at different ages of the cloud. There are at
least two conditions that a successful model must respect: (i) it should include all
those processes that are important in determining the molecular abundances, and (ii)
the values of the rate coefficients included in the model should be accurate.[20] Various
experimental techniques have been developed and employed to study the various types
of reactions listed in table 2. For example, the CRESU (Cinétique de Réaction en
Ecoulement Supersonique Uniforme) and ion trap techniques are used to study neutral-
neutral and neutral-ion reactions at temperatures similar to those of cold cores. These
techniques use mass spectrometry to measure changes in the concentrations of ionic
reactants as well as the ionic products of the reaction. For neutral-neutral reactions,
the CRESU technique with the Laval nozzle variant is often used to measure rate
coefficients below 100 K, up to 13 K, but more generally 25 K.[21] Unfortunately,
however, the pressures that this type of equipment can reach are still too high to
simulate the conditions of the ISM. Dissociative recombination (DR) reactions are
studied using several techniques like the storage ring and afterglow methods which both
show merits and faults for the determination of the rate coefficients. The merged beam
techniques employed at ASTRID (Aarhus, Denmark), TSR (Heidelberg, Germany)
and CRYRING (Stockholm, Sweden) show limitations like the lack of control of the
rotovibrational states of the product ions, which appear to have a different distribution
with respect to temperatures relevant in the ISM[22] and the mass selection does not
allow to separate the pairs of isomers and therefore to recognize them as different
reaction products. The flowing afterglow method are carried out at room temperature
and therefore, as discussed above, have limited validity for the ISM.[23] Furthermore,
it is difficult to determine the branching ratios of a DR reaction, since rarely can all
the product channels be quantified. Given the problems associated with experimental
determinations of the branching ratios and rate coefficients of these reactions, a good
alternative is to resort to predictions by high-quality ab initio calculations.
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Computational approach
The simplest representation of chemical reactions requires that the most probable prod-
ucts are highlighted for a pair of reactants, without taking into account the reaction
mechanism that leads to their formation as it can often lead to a high level of compli-
cation. The investigation of the energetics of the reactive PESs, i.e., the thermochem-
istry, which contains a lot of information about the reaction mechanisms and all the
reactive paths involved in a chemical reaction, is therefore fundamental to study the
reactivity of the gas-phase reactions.[18] Therefore, accurate state-of-the-art computa-
tional approaches play a fundamental role in analyzing feasible reaction mechanisms.
Such approaches usually rely on chemical intuition where a by-hand search of the more
likely pathways is performed. Unfortunately, this procedure can lead to overlook signifi-
cant mechanisms, especially when large molecular systems are investigated. Increasing
the size of a molecule, also increases the number of its possible conformers, each of
which can show a different chemical reactivity respect to the same chemical partner.
This leads to very complex chemical reaction networks in which hundreds of chemi-
cal species are involved and thousands of chemical reactions can occur. The kinetic
analysis of an erroneous potential energy surface, describing an incomplete chemical
reaction scheme, would lead to gross errors in the estimation of the rate constants of the
chemical species involved in the reaction. During the last decades, a considerable effort
has been devoted to the development of computational techniques able to perform ex-
tensive and thorough investigations of complex reaction mechanisms. Such approaches
rely on automated computational protocols, which drastically decrease the risk of mak-
ing blunders during the search for significant reaction pathways. While the energetic
characterization is a mandatory step to understand the possible routes open in the
ISM, the definitive feasibility of the reaction paths under consideration is established
by the rate at which they are expected to occur. The combined computational investi-
gation of the thermochemistry and kinetics to study the chemical reactions relevant for
the ISM and for which no experimental data are available is pivotal in astrochemistry
to determine accurate rate coefficients. The computational protocols applied to carry
out this kind of investigation start from a preliminary investigation of the reactive
PES at relatively low computational level employing density functional theory (DFT)
calculations for the identification of the chemical reaction pathways (RP) of interest.
When all the RP have been computed, only those relevant at the ISM conditions are
further computed at a higher level of theory in which improved energetics of each sta-
tionary point is determined. The accurate determination of the energetics is crucial
to obtain reliable energy barriers along the RP which play a central role in the calcu-
lations of the reaction rates. It is of paramount importance to employ computational
methodologies able to provide the chemical accuracy of the order of the kJ/mol in the
determination of the energy barriers. So, it is necessary to rely on post-Hartree-Fock
methods to recover the electron correlation (EC) energy which is essentially defined as
the difference between the exact value of the Hamiltonian and its expectation value in
the Hartree-Fock approximation for the state under consideration in the non relativis-
tic approximation.[24] Several procedures have been developed to recover EC in order
to compute accurate thermochemical data.[25, 26, 27] For small molecular systems,
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like those of astrochemical interest, these procedures allow to obtain energetics close
to the full configuration interaction (FCI) complete basis set (CBS) limit.[28] One of
the most successful approaches is the extrapolated ab initio thermochemistry protocol
also called HEAT protocol [29, 30, 31] for which a simplified version has been derived
called CBS-CV based on the extrapolation to the CBS limit at the CCSD(T) level
taking into account also for the core-valence corrections. However the evaluation of
the higher-level contributions is still the rate-determining step of these methods and so
for larger system more approximate composite methods are used to the desired chemi-
cal accuracy.[32, 33, 34, 35] For these reasons an effective, accurate and parameter-free
composite scheme named junChS-F12, based on the explicitly-correlated F12 methods,
has been applied in this dissertation.[1] It relies on cost-effective reference geometries
obtained using the revDSD-PBEP86-D3(BJ) functional in combination with a triple-
zeta basis set. Also a slightly modified version of this scheme has been developed for
the computation of accurate reaction rates with special reference to astrochemical and
atmospheric reactions.[36] It must be emphasized that most of the reactive systems an-
alyzed in this dissertation involve open-shell radical reagents and closed-shell neutral
molecules. From this interaction an open-shell reactive PES is obtained which may
require an investigation through multireference methods. However it has been demon-
strated that the composite schemes applied in this dissertation, in the abscence of a
strong multireference contribution, outperform the most well-known model chemistries.
After that thermochemistry has been accurately characterized, kinetic calculations
are carried out to provide conclusive information on the feasibility of the suggested
mechanisms as well as rate constants and the branching ratios of the products. The
accurate computation of formation rates for these species at reduced computational
cost is crucial in order to use them within global kinetic schemes. Different tools are
available to compute accurate rate constants, like quantum dynamics calculations,[37]
Multi-Configuration Time-Dependent Hartree (MCTDH),[38] Ring Polymer Molecu-
lar Dynamics (RPMD),[39] and Quasi-Classical Trajectory calculations(QCT).[40, 41]
All these methods can give very accurate rate coefficients for small size systems com-
posed typically by 3-4 atoms for quantum dynamics and 8-10 for MCTDH, RPDM and
QCT. Unfortunately they require the knowledge of the whole PES which involves high
computational time. Due to the system size and time limitations another powerful
chemical kinetics tools is exploited: the transition state theory (TST). The transition
state concept was first proposed in 1935 by Eyring [42] and Evans and Polanyi [43]
and relies on the idea that there exists a transition state (TS) or “activated complex”
that separates the reactants from the products. The main idea behind TST is that the
reactants will move in the configurational space under the appropriate laws of motion,
but the reaction will take place only if the system reaches the TS geometry. In fact,
this configuration is characterized by a maximum along the reaction coordinate, but
it is a minimum along all the other motions orthogonal to it, and therefore it is a
first order saddle point along the multidimensional PES. There are two types of pos-
sible transition states: tight and loose. Tight TSs rules reactions with non-negligible
barriers. Furthermore, if a saddle point exists but is too low in energy (e.g., below
the downhill direction reactants), the dynamical bottleneck might be a tight transition
state around the saddle point, or a loose transition state leading to a well between
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the reactants and the saddle point. A loose transition state is made up of fragments
that rotate freely or nearly freely in more than one dimension with regard to one an-
other. It should be noticed that the existence of torsions, which are one-dimensional
internal rotations, is not enough to make a transition state loose. A typical example
is provided by bond fission reactions without intrinsic barrier (i.e., when the potential
energy is monotonically uphill or monotonically downhill in the reverse association),
which exhibit typical loose transition states. It should be clear that for loose transition
states the conventional TST methodologies cannot be applied, since it is not possible
to identify a TS structure. A variety of different models to overcome this limitation
have been proposed, like the Phase Space Theory (PST). [44, 45] One of the advantage
of TST is its applicability also to larger systems because it does not require the entire
characterization of the PES, but only of some properties of few critical points. More
specifically the equilibrium geometries, electronic energies, harmonic (or anharmonic)
frequencies and zero-point energies. The accuracy of the rate constant depends on the
accuracy of the electronic structure calculations and the sophistication of the TST. To
apply the TST the reaction must be elementary, i.e. no reaction intermediates must
be present in order to describe the chemical reaction. Anyway, the majority of chemi-
cal reactions imply intermediates because of their multi-step nature. So, they can be
considered as networks of interconnected elementary steps contributing to the global
kinetics. The TST model also has some limitations regarding its accuracy. Indeed,
it has been demonstrated that the reactive fluxes obtained through TST are overesti-
mated compared to the real ones obtained classically[46] This is due to the fact that
in the TST framework the non re-crossing assumption is not valid. To overcome this
problem and reduce the re-crossing phenomenon, the variational transition state theory
(VTST) approach can be applied. In this case the transition state is no longer identi-
fied by the dividing surface which intersects a first order saddle point, but its position
is variationally optimized to minimize the reaction rate. This minimizes the effects of
re-crossing and gives a much more accurate result.[47] In addition, the thermal distri-
bution of the reactants can play a key role in the quality of the kinetics calculation. In
fact, for highly energized molecules involved in fast chemical reactions, the collisional
stabilization process with the surrounding environment for the thermalization result
to be lower than the reactive ones. Also the assumption that the Born-Oppenheimer
approximation is valid for the entire dynamics process excludes all the possible spin
forbidden reactions, while the classic treatment of nuclei dynamics leaves out all those
reactions characterized by quantum effects, such as tunneling and non classical reflec-
tion. Lastly, TST, as it has been sketched here, does not take into account any pressure
dependence of the rate coefficient. However, it has been demonstrated that for many
gas-phase reactions, especially those involving small molecules, the rate coefficient can
show a strong dependence on pressure. Finally, in order to describe the global kinetics
of multistep reactions (taking into account also the pressure dependence) the Master
Equation (ME) approach came out as one of the most effective models and it will be
used and discussed throughout this thesis.
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Aim and strategy
The aim of this dissertation is to develop a computational protocol for the accurate
characterization of gas-phase reactive chemical systems of astrochemical interest. It is
based on three main pillars: (i) an in-depth exploration of the several possible reac-
tion pathways through an automated search carried out by means the AutoMeKin[2]
program; (ii) the accurate characterization of their reactive potential energy surfaces
applying composite schemes for energy refinement, and (iii) the kinetics calculation
using the StarRate[3] program specifically designed to study astrochemical reactions.
As for the first step, the goal is to be able to probe as completely as possible all the
reaction paths involved in the reaction mechanism so as not to neglect reaction steps
that could significantly influence the kinetics of the reaction. As regards the second
step, the accurate energy refinement of the PES is performed through the application
of reliable composite schemes which require reasonable computational times. For the
last step, the calculation of reliable rate constants is carried out through the so called
ab initio-transition-state-theory-based master equation approach (AITSTME). It is ab
initio since it takes as input molecular properties calculated from first principles. These
information are thus used in conjunction with TST coupled with a master equation
approach in order to obtain rate constants and branching ratios of the species involved
in the reaction mechanism. Hereafter the objectives of this thesis are defined and a
related strategy to pursue them is sketched. In the introduction of each chapter the
proper objectives will be recalled.

• Define a robust methodology to discover all the possible chemical reaction path-
ways for gas-phase reactions characterized by an initial barrierless association step
in which the reactants are radical or ionic species.

• Use a validated methodology to compute accurate activation energies of the gas-
phase reaction mechanisms.

• Develop a program to compute reliable rate constants based on the ab initio-
transition-state-theory-based master equation approach and specifically designed
to study astrochemical reactions.

• Apply the computational strategy to paradigmatic test case reactions in order to
disclose their thermochemistry and kinetics, thus getting insights on their role in
the astrophysical contexts.
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Thesis outline
In this doctoral thesis, the development of a computer program for the calculation
of rate constants and branching ratios for reactions of astrochemical interest will be
presented. A general and robust strategy to successfully carry out the computational
modeling of the PES and to calculate accurate rate constants for challenging gas-phase
reactions will be also proposed. This thesis is structured as follows.

• Chapter 1: definitions and discussions of theoretical methodologies employed in
this dissertation are given.

• Chapter 2: the development and the theoretical framework of the StarRate pro-
gram is discussed, also several test case reactions are presented to show all the
features implemented in it.

• Chapter 3: the paradigmatic case of the possible gas-phase formation and iso-
merization reaction of cyanoacetaldehyde a prebiotic molecule of astrochemical
interest not yet detected in the ISM is presented to show how radiative emission
can favour the association reaction between two radical fragments at very low
pressures.

• Chapter 4: an alternative gas-phase formation reaction of cyanoketene, a prebiotic
molecules of astrocheimcal interest not yet detected in the ISM, is presented to
show how automated methods for the discovery of new reaction mechanisms can
bring to new insights never considered before.

• Chapter 5: the reaction between vinylalcohol conformers and the radical hydroxyl
is investigated to understand if it can be considered as a plausible reaction pathway
for the formation of (Z)1,2-Ethendiol.

• Chapter 6: the reaction between two molecules relatively abundant in the ISM,
the vinylalcohol and radical cyanide, is investigated in detail to understand the
similar reactivity shown by the two conformers: syn and anti vinylalcohol.

• Chapter 7: the conclusions are presented, together with possible future improve-
ments to the models and computational methods developed in the thesis.
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Chapter 1

Theoretical and Computational
Background

This Chapter introduces the methodology applied for the automated computation of
reaction mechanisms together with the theoretical foundations of electronic structure
and kinetic methods. In the next sections a concise description of the computational
approaches used in this dissertation will be given. Hereafter, a description of the
AutoMeKin software used to perform unsupervised searches of reaction mechanisms is
presented. Some basics of the wavefunction theory and density functional theory (DFT)
with an introduction to the composite scheme are presented. A deeper description of
the chemical kinetics theories used to study unimolecular and bimolecular reactions like
the transition state theory (TST) and the Rice-Ramsperger-Kassel-Marcus (RRKM)
theory is given. Capture theory (CT) will be discussed to study barrierless bimolec-
ular reactions along with master equation (ME) approach to solve chemical reactions
involving multiple, interconnected potential wells. Models to compute the tunneling
effect will be described, like the Eckart model, the Zero Curvature Tunneling (ZCT)
model and the Small Curvature Tunneling (SCT) model. Taking into account the low
pressures characterizing the interstellar medium, the radiative stabilization process will
be addressed also taking into account its overall impact on iCOMs formation rates.
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1.1 Reaction Mechanism Discovery with AutoMeKin
The complexity related to the investigation of chemical reactivity in space is mostly
due to the extreme physical conditions of temperature, pressure and exposure to high-
energy radiation leading to the formation of exotic species, like radicals and ions.
Accurate state-of-the-art computational approaches play a fundamental role in analyz-
ing feasible reaction mechanisms and into accurately predicting the associated kinetics.
Such approaches usually rely on chemical intuition where a by-hand search of the more
likely pathways is performed. Unfortunately, this procedure can lead to overlook signif-
icant mechanisms, especially when large molecular systems are investigated. Increasing
the size of a molecule can also increase the number of its possible conformers which
can show a different chemical reactivity with respect to the same chemical partner.
This generates very complex chemical reaction networks in which hundreds of chem-
ical species are involved and thousands of chemical reactions can occur. The kinetic
analysis of an erroneous potential energy surface, describing an incomplete chemical
reaction scheme, would lead to gross errors in the estimation of the rate constants of
the chemical species involved in the reaction. During the last decades, a lot of ef-
fort have been done to develop computational techniques able to perform extensive
and thorough investigations of complex reaction mechanisms. Such approaches rely
on automated computational protocols which drastically decrease the risk of making
blunders during the search for significant reaction pathways. This section will provide
a detailed description of the AutoMekin program, an acronym for Automated Mech-
anisms and Kinetics, with particular attention to the implemented methods and its
framework for the automated discovery of reaction mechanisms.

1.1.1 Method

AutoMeKin[2] is an updated version of tsscds2018 [48], a program for the automated
discovery of reaction mechanisms. The three main pillars on which it is based are:

• Short-time reactive molecular dynamics simulations

• Post-processing analysis of the MD simulations

• Kinetics simulations

The program is based on the Transition State Search using Chemical Dynamics Simula-
tions (TSSCDS) [49, 50] algorithm which exploits high-energy molecular dynamics sim-
ulations (MD) of molecules to trigger reactive events. MD simulations are run using the
semiempirical methods implemented in the quantum chemistry program MOPAC2016
[51]. Subsequently, the algorithm can select and optimize those structures along the
trajectories obtained through MD simulations that most closely resemble the transi-
tion state (TS) of a bond-breaking/bond-forming process. These structures are first
optimized at the semiempirical level of theory, also called low-level (LL). Next, the
structures of the most promising candidates are re-optimized by more refined wave-
function or DFT methods (the so-called high-level, HL) employing the Gaussian16
package [52]. Once the TSs are optimized, a reaction network can be constructed by
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computing the intrinsic reaction coordinates [53] (IRCs) which connect TSs with min-
ima. After that, kinetic Monte Carlo [54] simulations can be run to compute relative
abundances as a function of time, energy or temperature. Let us now analyze in some
detail how the TSSCDS algorithm works in terms of the six main steps composing the
overall approach:

• Step1: Optimization and frequency calculation of an initial structure
at LL
The structure of a molecular system is optimized and frequency analysis is car-
ried out using semiempirical methods like PM6 and PM7 [55] performed with
MOPAC2016.

• Step 2: Preparation of the ensemble of molecules for the MD simula-
tions
The vibrational normal modes computed in the previous step are used to prepare
a microcanonical ensemble of excited molecules. To do that the microcanonical
normal mode sampling (NMS) [56] is used. This sampling technique creates an
initial ensemble of T trajectories at the selected excitation energy. This energy
should be sufficiently high so that the molecular system can experience several
reactive processes within the simulation time. Alternatively, a canonical ensemble
of excited molecules can be spawned, which avoids the computation of vibrational
frequencies.

• Step 3: Chemical dynamics simulations
The simulations are performed using a modified version of MOPAC2016. Since the
molecular system is highly vibrationally excited, the dynamics is accelerated so
only few hundreds of femtoseconds are needed to induce fragmentation or isomer-
ization processes. To run MD with MOPAC the following keywords are needed:

method velocity drc cycles = ncycles t-priority = 1

where the method is the selected LL, which can be PM6, PM7 or any of the
methods implemented in MOPAC, velocity is the initial velocity vector obtained
in the second step, drc requests for a dynamic reaction coordinate calculation
at constant energy that stops after ncycles steps and the cartesian coordinates
and momenta are recorded every fs because t-priority=1. The time step for the
integration of the trajectories is 0.5 fs.

• Step 4: Reaction pathway search algorithm through BBFS
An algorithm is specifically designed in this work to find reaction pathways that
involves bond breakage/formation. The algorithm is thus called bond breakage/-
formation search (BBFS). It is based on the construction of the connectivity vector
C:

Ci = (Ci
12, C

i
13, ...., C

i
(N−1)N) (1.1)

where N is the number of atoms composing the molecular system. The element
Ci

jk provides information about the connectivity between the atoms j and k of the
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molecular system at the ith step along the trajectory. The connectivity vector is
defined through two additional vectors: di and dref , which are, respectively, the
interatomic distances at step i, and the reference distances between each pair of
atoms obtained by the sum of the covalent radii of the atoms. The initial connec-
tivity vector Ci=0 for i = 0 is defined from di=0 and dref as:

Ci=0
jk =

{
1 if δi=0

jk < 1
0 otherwise with δi=0

jk =
di=0
jk

drefjk

(1.2)

where the dimensionless parameter δi=0
jk is called normalized distance which pro-

vides a measure for the initial elongation of the interatomic distance between
atoms j and k. The elements Cj=0

jk are binary numbers, with values of one or
zero for the pair jk indicating the existence or the abscence of a bond between
both atoms. The way the connectivity vector is updated for any step i along the
trajectory is described below. Once C has been set, a list of neighbors of each
atom j are defined as those atoms n for which Cjn=1. In a similar way, a list of
non-neighbors of j, or outer atoms, can be defined, which includes those atoms for
which Cjo=0. Here and after, the indices n and o are reserved respectively to the
neighbors and outer atoms of a given atom j.

– Identification of reaction pathways
The criteria adopted for identifying reaction pathways and updating the con-
nectivity vector are the following:

∗ a reaction pathway takes place when, during a time interval ∆t shorter
than 20 fs, this condition is satisfied:

max(δ(∆t)(jn)) > min(δ(∆t)(jo)) (1.3)

When Eq. 1.3 is fulfilled for the first time, the transition step is termed
and denoted as i‡. When only one (j, n, o) combination of atoms satisfies
Eq. 1.3 within ∆t, the process is called a single reaction pathway.

∗ The three elements of the connectivity vector Cαβ (with αβ = jn, jo,and
no) will be updated according to the following condition:

Ci‡+20
αβ =

{
1 if δhαβ < 1
0 otherwise (1.4)

with h being any step within ∆t. The condition of Eq. 1.4 means that,
if the αβ bond reaches an inner turning point within ∆t at a distance
shorter than dref

αβ , atoms α and β are regarded as connected at the end of
the time window (step i‡+20).

∗ If several (j, n, o) combinations fulfill the inequality given in Eq. 1.3 within
the same ∆t, the corresponding separate processes are merged and re-
garded as a single process, which is called a multiple reaction pathway.
These processes may occur consecutively, or because of a complex rear-
rengement with usually more than three atoms involved. Some examples
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are given below to illustrate the difference between single and multiple re-
action pathways more clearly. In summary, the BFFS algorithm provides
the following data for each trajectory:

· The number R of reactive pathways
· For each reaction pathway, the corresponding transition step i‡.
· the atoms involved in each reaction pathway.

– Selection of TS guess structures
The key point of the BBFS algorithm is to accurately obtain the transition
step i‡; a process that has been explained above. Once i‡ has been determined,
a number of structures are selected for each reaction pathway to increase the
probability of TS optimization.

– Avoiding multiple guess structures of the same TS in the same tra-
jectory
To avoid selecting multiple guess structures of the same TS in the same trajec-
tory, the two local minima connected in a given RP are labeled with different
codes as explained below. Each local minimum on the PES is represented
in this work in terms of a connectivity vector C. The elements of C can be
regarded as a binary number that can be converted into a decimal number.
Both binary and decimal numbers are good labels for the minima; we use here
decimal rather than binary codes. Then, assuming that, within an individual
trajectory, two minima will be connected by the same TS, the vectors (A,B)
and (B,A) denote, respectively, the direct and reverse processes that proceed
through the same TS. Therefore, if a (A,B) process is found by BBFS, addi-
tional (A,B) processes or the corresponding reverse (B,A) processes are not
taken into account anymore. Furthermore, two different minima may be con-
nected by more than one TS. For these reasons, and to avoid missing different
TSs connecting the same minima this procedure was only applied within a
single trajectory.

• Step 5: Partial and TS optimizations of the set of structures selected
along each reactive pathway
The structures selected in the previous step considered as good TS candidates are
firstly partially optimized using MOPAC2016 freezing the atoms involved in the
reaction pathway. After that, the structures are fully optimized with MOPAC
using the eigenvector following method. When a TS is successfully optimized,
geometries, energies and vibrational frequencies are recorded and added to a TS
list. In order to avoid repetitions and undesired TSs, a screening of the list is
performed to remove duplicates comparing energies, geometries and frequencies,
and also those TS involving secondary process, likely those where the molecule
has already fragmented but another reactive process is taking place between the
fragments.

• Step 6: TS optimization on the HL-PES
The LL optimzed TSs obtained in the previous step are reoptimized using a HL
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electronic structure method. AutoMeKin supports Gaussian16 to run HL calcu-
lations, but also other programs can be used. A flowchart of the TSSCDS method
used in AutoMeKin is depicted in Figure 1.1. Shell and Python scripts and fortran
programs have been developed to automate all the aforementioned steps.

Step 1: Optimization and Frequency cal-
culation of an initial molecular structure

Step 2: NMS sampling

Step 3: High-energy MD simulations

Step 4: BBFS algorithm

Step 5: TS optimization

Step 6: Reoptimization of the TSs at a higher level

Optimized Cartesian coordinates
q0,opt

Cartesian coordinates of the trajectories at time 0
q1(0), q2(0), q3(0)....qT (0)

Cartesian coordinates of the trajectories at time t
q1(0), q2(0), q1(t), q2(t), q3(t)....qT (t)

Selected structures for each trajectory
(q1(i -1),q1(i ),q1(i +1)) , ...(qT (i -1),qT (i ),qT (i +1))

List of TS structures optimized at the low level

List of TS structures optimized at the high level

Figure 1.1: Scheme showing the main steps of the TSSCDS method.

1.1.2 Software structure

The program structure is based on two scripts to search for the reaction paths and to
solve the kinetics at the LL and HL, which are llcalcs.sh and hlcalcs.sh, respectively.
Both scripts are composed of different modules/programs written in the Bash shell
scripting, Python3 and Fortran 90 to perform specific tasks. As shown in Fig 1.2,
where a flowchart of llcalcs.sh is depicted, the script has several components. It starts
executing tsscds_parallel.sh which submits a number of parallel and independent
accelerated dynamics simulations using MOPAC2016. Then a given number of cycles
or iterations (niter) of the loop shown on the left will be carried out.
After tsscds_parallel.sh has completed to run MD simulations, irc.sh screens the
obtained structures to remove possible redundancies. After completion of the screen-
ing, IRC calculations are carried out in both forward and backward directions.
The last points of each IRC are the initial guesses of subsequent optimizations carried
out by min.sh, a procedure whereby each TS is connected to the corresponding mini-
mum energy structures. Thus, a reaction network is built, and each structure is labeled
as either an intermediate, or a product. The construction of the reaction network and
labeling of the different structures is performed by the rxn_network.sh script.
As shown in Figure 1.2, rxn_network.sh closes the loop, and its output is fed into
tsscds_parallel.sh. In particular, the newly generated minima are needed by tss-
cds_parallel.sh because the ensembles of trajectories are initialized not only from
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the starting structure but also from the new minima. When a maximum number of it-
erations is reached, the kinetics is solved using kmc.sh, which performs Kinetic Monte
Carlo (KMC) simulations.

Step 1: tsscds parallel.sh ex-
ecution which submits acceler-
ated dynamics simulations using
MOPAC2016.

Step 2: irc.sh execution to re-
move possible redundancies and
then IRC calculations in the
backward and forward direac-
tions

Step 3: last point of each IRC
calculation is optimized to find
the minima through min.sh

Step 4: Construction of the re-
action network and labeling of
the different structures is per-
formed by rxn network.sh

Step 5: executing kmc.sh ki-
netic Monte Carlo simulations
are performed to solve the ki-
netics of the reaction mecha-
nism

Step 6: final.sh gathers all rel-
evant mechanistic and kinetics
information obtained through-
out the calcualtions

Figure 1.2: Flowchart of llcalcs.sh script.

Finally, final.sh collects all relevant mechanistic and kinetics information obtained
throughout the calculations. As already mentioned, the reaction network and kinetic
results can be also be obtained using an ab initio/DFT level of theory with G16. The
high-level tasks are performed with hlcalcs.sh, which is the counter part of llcalcs.sh
described previously. Low-level TSs optimized structures are now the initial guesses
for the high-level optimization. In addition, the product fragments are now optimized
to construct more accurate potential energy diagrams.
Therefore, the structure of hlcalcs.sh is somehow different from that of llcalcs.sh.
Specifically, the different tasks carried out by each component of hlcalcs.sh are 1)
high-level optimization of the TSs obtained at low-level (TS.sh); 2) high-level IRC cal-
culations from the TSs optimized in the previous step (IRC.sh); 3) high-level optimiza-
tion of the corresponding intermediates (MIN.sh); 4) construction of the high-level
network (RXN_NETWORK.sh); 5) kinetics simulations on the high-level network
(KMC.sh); 6) high-level optimization of the products (PRODs.sh) and 7) gathering
of the important mechanistic and kinetics results (FINAL.sh).

1.1.3 Reaction network visualization through AMK tools

The identification of the astrochemical relevant reaction paths is aided by a graphic tool
specifically designed for the visualization and analysis of the reaction networks gener-
ated through AutoMeKin, i.e. amk-tools.[57] The Python library amk-tools is a useful
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package to parse and process the reaction networks obtained through AutoMeKin. Af-
ter the reaction scheme is created by AutoMeKin, it is possible to graphically display
the result of both the LL and the HL simulation.

Step 1: high-level optimization
of the TSs obtained at low-level
through TS.sh

Step 2: high-level IRC calcula-
tions from the TSs optimized
in the previous step through
IRC.sh

Step 3: high-level optimization
of the corresponding intermedi-
ates through MIN.sh

Step 4: construction of the
high-level network through
RXN NETWORK.sh

Step 5: kinetics simulations on
the high-level network through
KMC.sh

Step 6:high-level optimiza-
tion of the products executing
PRODs.sh

Step 7: gathering of the impor-
tant mechanistic and kinetic
results through FINAL.sh

Figure 1.3: Flowchart of hlcalcs.sh script.

The standard procedure envisages initially the visualization of the reaction network
obtained at a low level and then selects the structures which fall in within a user-
defined energy range. Clearly we must take into account the inaccuracy that the PM6
and PM7 methods show in calculating the energy of the critical points. The best
course of action is therefore to search for the reaction pathways of interest and select
an energy range at least 30 kJ/mol higher than the highest energy critical point of the
reaction pathway to be re-optimized. In this way the reoptimization of the reaction
scheme will take into account only the structures within that energy range and not all
the others. This will save the calculation time of the entire PES calculated at a low
level. Thanks to amk-tools it is possible to visualize not only the energy profiles of
the single reaction paths selected by the user through special flags from the command
line, but also to visualize the 3D molecular structures of the critical points of the PES
and of the normal vibrational modes of each of them. In Figure 1.4 an example of
chemical reaction network built by amk-tools is shown. To make easier for the reader
to understand the quality of the graphic, a reduced portion of a more complex reaction
mechanism generated by AutoMeKin has been considered.
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Figure 1.4: Example of chemical reaction network constructed by amk-tools. The nodes
represent the minima and the products of the reaction mechanism, while the lines that
connect the various nodes are the transition states for passing from one minimum to
another.

1.1.4 Application in the astrochemical context

Given the large amount of mechanistic information obtainable through AutoMekin for
gas phase reactions and beyond, its application to systems of astrochemical interest
in which very exotic molecular species are involved, such as radicals and ions, is of
great utility. One of the fundamental conditions for which these reactions can occur
in the extreme conditions of the ISM is that there is no activation barrier. Usually, in
fact, the initial fragments react in an uncontrolled way favoring the highly exothermic
formation of association products, from which the reaction can then continue through
numerous isomerization steps towards dissociation products. The strategy adopted
with AutoMeKin was to start from the optimized structure of the low energy initial
association product for computing all possible reaction paths with and without barrier
to obtain all possible reactants that can lead to the formation of molecules of interest.
In this way it is possible to obtain a long list of possible initial reactants and possible
formation mechanisms of identified and not yet identified molecules in the interstellar
medium thanks to the methodology implemented in AutoMeKin.
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1.2 The molecular Hamiltonian
To understand the microscopic behavior of the molecules that make up macroscopic
matter, it is necessary to rely on the fundamental theory of physics, quantum me-
chanics. Chemical reactions can be thought of as collisions between molecules that are
actually quantum mechanical objects. During the reactions the electronic structure of
the involved molecules undergoes changes that can only be understood through the use
of quantum mechanics. The starting point is the Schrödinger equation

Ĥ|Ψ(r, t)⟩ = iℏ
∂

∂t
|Ψ(r, t)⟩, (1.5)

where ℏ = h
2π

, with h Planck’s constant, Ĥ the Hamiltonian operator and |Ψ⟩ the
wave function which fully describes a state of the system. Eq. 1.5 describes the time
evolution of a N particles system, with coordinates r = {ri} , i = 1, . . . , N . The
wave function itself has no physical meaning, but |Ψ(r, t)|2 is the probability density
of finding each particle at a given point and at a given time. Ĥ is the Hamiltonian
operator defined as the sum of the kinetic energy T̂ and potential energy V̂ :

Ĥ = T̂ + V̂ , (1.6)

in the case of an N particles, Ĥ becomes:

Ĥ = −
N∑
i=1

ℏ2

2mi

∇2
i +

N∑
i=1

N∑
j>i

qiqj
4πε0 |ri − rj|

, (1.7)

with mi being the mass of the i -th particle and ∇2 being the Laplacian operator acting
on the coordinates of the i -th particle, and the second term of Eq. 1.7 includes the
sum of two-particle Coulomb’s interactions. As it can be observed, Eq. 1.7 is not
explicitly dependent on time. For this reason, the wave function can be factorized as
|Ψ(xi, t)⟩ = |Ψ(t)⟩ |Ψx ({xi})⟩, where |Ψt(t)⟩ = A exp(−iEt). From this factorization
is possible to obtain the time-independent (non-relativistic) Schrödinger equation:

Ĥ |Ψ({xi})⟩ = E |Ψ({xi})⟩ , (1.8)

from which the energy can be obtained as the expectation value of Ĥ as

E = ⟨Ψ|Ĥ|Ψ⟩ (1.9)

Two different kind of particles compose the chemical systems: electrons and nuclei.
For a system with n electrons and N nuclei, the kinetic energy contributions can
be separated into the electronic and the nuclear terms, T̂e and T̂n. Different term
contribute to the potential energy: electron-electron, nucleus-nucleus and electron-
nucleus potential energy terms

(
V̂ee, V̂nn, V̂en

)
.

The V̂en term couples electrons and nuclei, making the system not separable into
electron-dependent and nuclei-dependent wave functions.
Thus, the molecular Hamiltonian is:
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Ĥ = −
n∑

i=1

1

2
∇2

i −
N∑
k=1

1

2Mk

∇2
k−

n∑
i=1

N∑
k=1

Zk

|ri −Rk|
+

n∑
i<j

1

|ri − rj|
+

N∑
k<l

ZkZl

|rk −Rl|
(1.10)

where Zk are the atomic numbers and r and R are the electronic and nuclear coor-
dinates, respectively. The non-separability of the wave function into electronic and
nuclear parts limits the applicability of Eq.1.10, mainly to very simple systems, like
atoms composed by nuclei and one electron, but molecules are more complex systems
composed by several electrons To study this kind of systems it is necessary to introduce
additional approximations.

1.2.1 The Born-Oppenheimer approximation

The Born-Oppenheimer approximation, a special case of the so-called adiabatic ap-
proximation, is crucial in quantum chemistry. It is based on the fact that nuclei are
much heavier than electrons (about 1800 times more) and therefore they move more
slowly.
In this way, nuclear kinetic energy can be neglected and the internuclear repulsive
interaction term can be considered as a constant. So, given all these assumptions, the
electronic Hamiltonian for an N electron system can be defined as

Ĥelec = −
n∑

i=1

1

2
∇2

i −
n∑

i=1

N∑
k=1

Zk

rik
+

n∑
i<j

1

rij
, (1.11)

where rik = |ri −Rk| and rij = |ri − rj|. The consequence of this approximation is
that electronic and nuclear dynamics are separable.
R can be considered as a parameter inside the electronic wave function, as can be seen
by the following equation

Ĥelec |ψ(r;R)⟩ = Eelec |ψ(r;R)⟩ (1.12)

Assuming to be able to solve Eq. 1.12 for each nuclear configuration {R}, the total
molecular wave function |Ψ(r;R)⟩ can be expanded on the basis of |ψq(r;R)⟩

|Ψ(r;R)⟩ =
∑
q

χq(R) |ψq(r;R)⟩ (1.13)

Inserting Eq. 1.13 into Eq. 1.12 and projecting onto the ψq basis set (integrating only
on electronic coordinates), we can evaluate how the different terms of Ĥ act on the
χq(R) and |ψq(r;R)⟩. In particular the kinetic energy operator of nuclei −∑k

ℏ2
2Mk

∇2
k

is not diagonal on the |ψq(r;R)⟩ basis. The Born-Oppenheimer approximation now
consists in neglecting the off diagonal terms of this operator and therefore decoupling
the electronic dynamics from the nuclear one. In general, this assumption is an ex-
tremely mild one, and it is entirely justified in most cases. It is worthwhile emphasizing
that this approximation has very profound consequences from a conceptual point of
view: without the Born-Oppenheimer approximation, for example, we would lack the
concept of molecular structure and potential energy surface.
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1.2.2 Variational principle

In quantum chemistry one of the most important principles (on which many computa-
tional methods are based on) is the variational principle. It states that, given a normal-
ized trial wave function |Φ⟩, for which ⟨Φ | Φ⟩ = 1, the expectation value of the Hamil-
tonian is always an upper bound of the actual ground state energy, so ⟨Φ|Ĥ|Φ⟩ ≥ E0.
When |Φ⟩ is identical to the ground state wave function, |Φ0⟩, ⟨Φ0|Ĥ|Φ0⟩ = E0. The
challenge is to find a good trial wave function. One possibility to build up a wave func-
tion for a multi-electron system would be the product of single electron wave functions
of non interacting single electron spin-orbitals |χ(x)⟩ = |Ψ(r)⟩|ω(σ)⟩, where the spin
function |ω(σ)⟩ can assume two values, |α⟩ or |β⟩. In this way, however, Pauli’s prin-
ciple would not be respected, i.e., or cannot guarantee that a multi-electronic wave
function must be anti symmetric with respect to the exchange of two electrons. A
better choice is provided by the so called Slater determinant:

ΨSD (x1,x2, . . . ,xN) =
1√
N !

∣∣∣∣∣∣∣∣∣
χ1 (x1) χ2 (x1) · · · χN (x1)
χ1 (x2) χ2 (x2) · · · χN (x2)

...
...

...
χ1 (xN) χ2 (xN) · · · χN (xN)

∣∣∣∣∣∣∣∣∣ = |χ1χ2 . . . χN |

(1.14)
If it satisfies anti symmetry requirements, and consequently the Pauli principle, since
changes sign upon exchange of two electrons.

1.2.3 Hartree-Fock method

Starting from the Slater determinant, it is possible to derive the Hartree-Fock method
(HF), also called self-consistent field method, for the determination of the wave function
and the energy of quantum many-body systems. To do that, we must compute the
quantity

〈
ΨSD|Ĥ|ΨSD

〉
, that is

VNN +

Nelec∑
i=0

hi +

Nelec∑
i=0

Nelecc∑
j>i

Jij −Kij (1.15)

where hi collects the one-electron terms and Jij −Kij two-electrons ones. These terms
are defined as hi =

〈
χi

∣∣∣T̂e + V̂en

∣∣∣χi

〉
, Jij =

〈
χiχj

∣∣r−1
ij

∣∣χiχj

〉
and Kij =

〈
χiχj

∣∣r−1
ij

∣∣χjχi

〉
.

The two latter terms come from V̂ee acting on the wave function, where rij is the dis-
tance between the i -th and j -th electrons. Here Jij is the Coulomb integral and rep-
resents the electrostatic interaction between two charge densities |χi|2 and |χj|2 while
Kij, called the exchange integral, arises from the anti symmetric nature of the Slater
determinant. Both Jij and Kij are positive, and therefore if i = j their contribution
vanishes, preventing any spurious self-interaction effect, which would come from Jii.
The core of the Hartree-Fock theory is the application of the variational method to
this independent particle model. By proceeding in this way, Jij and Kij integrals can
be expressed as single-electron operators, defined by the spin-orbitals themselves:
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Jjχi(x) = χi(x)

∫ |χj (x
′)|2

|x− x′| dx
′ (1.16)

Kjχi(x) = χj(x)

∫
χ∗
j (x

′)χi (x
′)

|x− x′| dx′ (1.17)

In other words, it turns out that Hartree-Fock theory is a mean-field theory, i.e., each
electron feels the averaged effect of the other electrons by means of these one-electron
operators. Collecting these two terms plus hi, one obtains the Fock operator which
may be defined for a given spin direction σ, either up or down (α, β), as:

F̂ σ |χσ
i ⟩ =

[
ĥ+

∑
j,σ′

Ĵσ′

j − δσσ′Kσ
j

]
|χσ

i ⟩ = εσi |χσ
i ⟩ (1.18)

where εσi are the energies associated with the i -th spin-orbital with spin σ. These are
the unrestricted HF (UHF) equations, in which each electron is allowed to occupy a
different spatial orbital thanks to the separation related to the electron’s spin. Neverth-
less the two sets of orbitals are still coupled by the Coulomb’s term. For a closed-shell
molecule, i.e., same number of spin α and β electrons, the previous equation becomes

F̂ |χi⟩ =
[
ĥ+

∑
j

Ĵj −Kj

]
|χi⟩ = εi |χi⟩ (1.19)

in which each spin-orbital is filled by two electrons, one spin up and one spin down.
This give rise to the restricted HF (RHF) theory. One could also take a midway by
forcing doubly occupied orbitals to behave as RHF and the remaining ones as UHF,
which leads to the restricted open-shell (ROHF) method. The total RHF and ROHF
wavefunctions are also eigenfunctions of the total squared spin operator Ŝ2, while the
UHF ones are not.

1.2.4 Electron correlation

A consequence of the mean-field approximation is that each electron feels only the
averaged effect of the other ones, so the energy value obtained is far from giving the
exact solution because an appropriate evaluation of the electronic correlation (EC) is
missing.
The EC correction is generally defined as the difference between the exact energy and
the HF energy:

Ecorr = Eexact − EHF . (1.20)

EC can be classified as Coulomb’s and Fermi’s correlation, for interactions between
electrons with parallel or antiparallel spins, respectively. In the RHF framework, a
given spin orbital can only be populated by two electrons with antiparallel spins, due
to Pauli’s principle. Thus, Coulomb correlation is possible between electrons both in
the same space orbital and in different ones. On the other hand, Fermi correlation
can only occur between electrons in different orbitals, which makes it smaller than
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the previous one. EC can also be classified as static or dynamic. The dynamic EC
takes into account the instantaneous correlation of electrons while the static one is
associated with quasi-degenerate states (spin orbitals of similar energy). Dynamic EC
is more important for electrons in the same orbital, while static EC is more important
between electrons in different orbitals. So, in this context, UHF can recover more static
correlation than RHF.

1.2.5 Møller-Plesset perturbation theory

The Møller-Plesset (MP) perturbation theory is one method that could be used to
recover electronic correlation. This method treats correlation as a minor perturbation
Ĥ′ to the reference HF Hamiltonian Ĥ(0), which allows one to construct a perturbed
Hamiltonian.

Ĥ = Ĥ(0) + λĤ′, (1.21)

where λ is a dimensionless real parameter that controls the size of the perturbation
and Ĥ(0) =

∑
i F̂i.

The perturbed Schrödinger equation to solve is then(
Ĥ(0) + λĤ′

)
|Ψ⟩ = E|Ψ⟩ (1.22)

Since the eigenvalues and eigenfunctions of Eq. 1.22 are continuous functions of λ, it
can be expanded in series:

E(λ) =
∞∑
k=0

λkE(k), (1.23)

Ψ(λ) =
∞∑
k=0

λk
∣∣Ψ(k)

〉
(1.24)

where each term of the expansion is an order of the correction, and the terms of the
wavefunction are orthogonal between them.
Substituting Eq. 1.23 and Eq. 1.24 into Eq. 1.22 one obtains:(

Ĥ(0) + λĤ′
) (∣∣Ψ(0)

〉
+ λ

∣∣Ψ(1)
〉
+ λ2

∣∣Ψ(2)
〉
+ . . .

)
=(

E(0) + λE(1) + λ2E(2) . . .
) (∣∣Ψ(0)

〉
+ λ

∣∣Ψ(1)
〉
+ λ2

∣∣Ψ(2)
〉
+ . . .

) (1.25)

Then, collecting the terms by orders of λ:

Ĥ(0)
∣∣Ψ(0)

〉
= E(0)

∣∣Ψ(0)
〉

Ĥ(0)
∣∣Ψ(1)

〉
+ Ĥ′ ∣∣Ψ(0)

〉
= E(0)

∣∣Ψ(1)
〉
+ E(1)

∣∣Ψ(0)
〉

Ĥ(0)
∣∣Ψ(2)

〉
+ Ĥ′ ∣∣Ψ(1)

〉
= E(0)

∣∣Ψ(2)
〉
+ E(1)

∣∣Ψ(1)
〉
+ E(2)

∣∣Ψ(0)
〉

and so on.
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Møller-Plesset methods are labeled as MPn where n is the order of the correction
where the expansion is truncated. In the MP formalism to compute the successive
corrections it is possible to use the knowledge of the previous ones. The usual ones
are MP2, MP3 and MP4. It can be shown that the n-th correction to the energy is
E(n) =

〈
Ψ(0)

∣∣∣Ĥ′
∣∣∣Ψ(n−1)

〉
. Since MP methods are not variational the energy is not an

upper bound to the exact one.

1.2.6 Coupled cluster theory

Coupled cluster (CC) theory is nowadays widely recognized by the quantum chem-
istry community as being one of the most powerful and most accurate microscopic
formulations of the quantum many-electron problem, even if it was originally formu-
lated for the quantum-chemical treatment of nuclear matter. After its introduction
into electronic structure theory, it became one of the most powerful schemes for high-
accuracy computations. CC theory is based on the use of an exponential ansatz for
the wavefunction

|ΨCC⟩ = exp(T̂ ) |ΨHF ⟩ (1.26)

where T̂ is the so called cluster operator, which is an excitation operator and consists
of the weighted sum of all excitations,

T̂ = T̂1 + T̂2 + . . . T̂Nclec (1.27)

T̂1 + T̂2 + . . . denote the weighted sums of single, double, etc., excitations with the
unknown parameters given by the weighting coefficients that are usually referred to
as amplitudes. The exponential ansatz in Eq. 1.26 ensures size-consistency and size-
extensivity of the electron-correlation treatment even within a truncated scheme that
does not include all excitations. CC theory, therefore, is, by construction, a size exten-
sive approach. Size consistency of a method means that the energy of two molecules
separated by an infinite distance is the same as the sum of the energies individually cal-
culated for each molecule, i.e., EAB = EA +EB for r −→ ∞. Instead, size extensivity
means that correlation energy scales correctly (linearly) with the size of the system.
CC theory demonstrates its advantages only when used with a truncated cluster
operator. The usual choices are T̂ = T̂1 + T̂2 (CC singles and doubles (CCSD)),
T̂ = T̂1 + T̂2 + T̂3 (CC singles, doubles, triples (CCSDT)), and T̂ = T̂1 + T̂2 + T̂3 + T̂4
(CC singles, doubles, triples, quadrupoles (CCSDTQ)), etc. CC higher than CCSD
are computationally very expensive. The third order excitations can be added pertur-
bationally giving rise to the CCSD(T) method, often referred as the "gold standard"
in quantum chemistry.

1.2.7 Explicitly correlated methods

The main issues related to the electron correlation methods are the slow basis set
convergence so that very large basis sets are often required to obtain converged results.
This basis set problem arises because the expansion in products of limited 1-electron
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functions does not describe well the shape of the wave function at small to intermediate
values of interelectron distance r12, since it does not satisfy the electronic wave function
cusp condition:

∂Ψ

∂r12

∣∣∣∣
r12=0

=
1

2
Ψ (r12 = 0) (1.28)

This problem can be avoided by including terms in the wave function that depend
explicitly on r12 and thus can describe the cusp properly. Early implementations used
a linear R12 correlation factor, and a number of so-called R12-methods were developed.
An alternative is the Slater-type function F12 ∼ exp (−γr12) which yields much better
basis set convergence and numerical stability. The methods which employ this kind
of function are called the F12 methods. Both MP2-F12 and CCSD(T)-F12 methods
have a large number of ansatz and approximations available.[58, 59, 60] For the MP2-
F12, the so-called diagonal fixed amplitudes approximation (FIX) is the recommended
one because it guarantees size consistency and orbital invariance making the use of
localized orbitals no longer necessary. The error introduced by this approximation
depends on the system and the property calculated but is in general rather small.
For CCSD-F12 two main approximations exist, namely F12a and F12b. The CCSD-
F12a approximation tends to overestimate the correlation energy, while CCSD-F12b is
systematically below the basis set limit. For what concern the perturbative treatment
of the triples correction, the explicit correlation has not been implemented yet. Usually
a trick is employed to speed-up the convergence in the (T) energy contribution with
respect to the basis set size. For example in the Molpro[61, 62, 63] package the ratio
of the MP2-F12 and MP2 correlation energies is used to estimate a scaling factor for
the perturbative triples correction, as follows

∆E(T∗) = ∆E(T)

Ecorr
MP2−F12

Ecorr
MP2

(1.29)

This is based on the assumption that explicit correlation affects the energy of the triples
in the same way as the MP2 correlation contribution.

1.2.8 Density functional theory

In the previous sections, a description of the wave function methods to compute elec-
tronic energy and to take into account the EC has been provided. Here below the
derivation of the Density Functional Theory (DFT) is sketched. DFT is based on the
electron density ρ(r), which depends on three spatial variables. It can be derived from
a wave function Ψ

ρ(r) = N

∫
. . .

∫
dx1dx2 . . .xNΨ

∗ (x1, . . . ,xN)Ψ (x1, . . . ,xN) (1.30)

ρ(r) is non-negative, it vanishes at infinity and gives the total number of electrons N
when integrated over the real-space coordinates R3∫

ρ(r)dr = N (1.31)
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The cusps of the density are the positions of nuclei, and their heights define the nuclear
charges.
The energy of a molecular system can be expressed as a functional of ρ(r) as a sum of
various terms

E[ρ] = VNN + Ee[ρ] = VNN + VeN [ρ] + Je[ρ] + T [ρ] + Exc[ρ], (1.32)
where VNN is the nucleus-nucleus interaction and Ee[ρ] is the electronic energy as a
functional of the electron density.
Ee[ρ] is the sum of the electron-nucleus interaction VeN , electron-electron interaction
Je, T [ρ] is the electronic kinetic energy and of the exchange-correlation term Exc[ρ].
However, it can be shown that the system can be completely defined by the electron
density in its ground state. The Hamiltonian is completely determined by the number
of electrons and the potential VeN , usually called "external" potential. The relation
between ρ and the energy of the system was demonstrated in the first Honenberg
and Kohn theorem, which ensures the existence of a universal energy functional of
the electronic density. In their second theorem they proved that the energy can be
obtained by means of the variational principle, starting with a trial density, ρ̃, so that
E[ρ̃] ≥ E[ρ].[64] Although E[ρ] is proved to exist and to be universal, it is unknown.
This is due to the fact that T [ρ] and Je[ρ] functionals cannot be explicitly written in
terms of ρ(r). To overcome this problem, Kohn and Sham ingeniously considered a
fictitious system, of non-interacting electrons moving within an "external" potential
(VeN)[65], which can be exactly described by a Slater determinant made up by auxiliary
Kohn-Sham (KS) spin-orbitals. It requires a constraint, that the electron density
derived from these auxiliary functions is the same as the one of the DFT

ρKS(r) =
∑
i

∫
|χi(x)|2 dσ = ρ(r) (1.33)

Next, the difference in kinetic energy between the real and the fictitious (Ts[ρ]) system
is added to the exchange-correlation term to give

Exc[ρ] = E ′
xc[ρ] + T [ρ]− Ts[ρ] (1.34)

Now, only Exc[ρ] is unknown. To make the realization of DFT possible, several func-
tionals, which led to the rise of several methods, have been designed to determine
Exc[ρ]. Usually they are all based on the the separation of Exc[ρ] into a term for ex-
change and another for correlation, Exc[ρ] = Ex[ρ] + Ec[ρ]. Then each DFT method
relies on certain approximations to compute each part. There are hundreds of DFT
methods, but no systematic way to improve functionals. According to the fundamen-
tal ingredients in each method, Perdew and Schmidt proposed a classification into five
families.[66] The resulting "Jacob’s ladder" of DFT is a classification connecting the
"hell" of non-interacting electrons to the "heaven" of chemical accuracy. The higher
one climbs the ladder, the more accurate the results will be, but at a higher computa-
tional effort. The rungs of the ladder are as follows, in ascending order of complexity:

• the local spin density approximation (LSDA) assumes that ρ(r) is a slowly chang-
ing function of r, so that the uniform electron gas model is able to describe the
non-uniform density system locally
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• the generalized gradient approximation (GGA), introduces corrections accounting
for the non uniformity of ρ through the gradient of the electron density

• the meta-GGA family, which adds higher order corrections based on higher order
derivatives of the electronic density

• the hybrid DFT methods improve the highly local nature of the previous families
by mixing some "exact" exchange energy computed following the HF method with
the KS auxiliary spin-orbitals

• the double-hybrid DFT methods include some (dynamical) correlation estimated
by perturbative methods like MP2 at a higher computational cost

1.2.9 Dispersion correction

Usually DFT functionals are corrected in order to properly describe London disper-
sion forces. This is necessary because, except for double-hydrid functionals for which
the addition of correlation is due to perturbative corrections, dispersion is not well
described by DFT methods. To improve the description of medium range interactions,
the most used methods to take into account the dispersion corrections are the Grimme’s
methods, D3[67, 68] and D3(BJ)[69]. The D3(BJ) version includes the Becke-Johnson
damping function, which controls the overlap between short and long range interac-
tions, as the former is described by DFT. The equation for D3 correction is given
by:

∆ED3
disp = −1

2

∑
n=6,8

∑
A ̸=B

sn
CAB

n

Rn
AB

fdamp (RAB)

where sn is a scaling factor which depends on the chosen functional, CAB
n are the nth

order dispersion parameters for each AB atom pair, RAB are the AB inter-nuclear dis-
tances and fdamp (RAB) are damping functions.

For what concerns the D3(BJ) correction, the equation becomes

∆E
D3(BJ)
disp = −1

2

∑
n=6,8

∑
A ̸=B

sn
CAB

n

Rn
AB + fn

damp (R0
AB)

Here, f (R0
AB) = a1R

0
AB + a2 where ai are fit parameters called BJ parameters and

R0
AB =

√
CAB

8

CAB
6

.

1.2.10 Composite schemes for molecular energies

As mentioned in the Introduction, composite schemes are methods for the accurate
calculation of molecular electronic energies or structural parameters. They are based
on the combination of different types of electronic structure calculations that employ
high levels of theory in conjunction with small basis sets or low levels of theory with
large basis sets. Through this combination it is possible to obtain a more accurate
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estimate of the various individual contributions that can affect the total energy, such
as the electron correlation, the effect of the basis sets and the interaction of the core-
valence electrons. These methods are often based on the principle of additivity which
involves calculating the various contributions separately at the highest possible level of
theory, and then combining them all together. Composite schemes save computational
time as they provide less computationally intensive calculations while maintaining a
high level of accuracy. In the next paragraph a formal presentation and description of
the so called "cheap" composite schemes, namely junChS and junChS-F12 is provided.

1.2.11 junChS and junChS-F12

For both junChS and junChS-F12 schemes, the starting point is the optimization of
molecular structures at the DFT level, employing the revDSD-PBEP86-D3(BJ) dou-
ble hybrid functional in conjunction with the jun-cc-pVTZ basis set. Then, from such
optimized structure, the cheap composite schemes are applied to obtain the refined
electronic energy of the molecular system under investigation.
The general idea on which both schemes are based is the calculation of all the contribu-
tions reported in Eq. 1.35 through single point calculations using the DFT optimized
structure. The workflows for junChS and junChS-F12 schemes are reported in Fig 1.5

Geometry Optimization of an initial molecular structure at the
revDSD-PBEP86-D3(BJ)/jun-cc-pVTZ level of theory

Using the optimized structure, compute single point calcula-
tion at the CCSD(T)/jun-cc-pVTZ level of theory

Calculation of the CBS limit correction ∆ECBS
MP2

Calculation of the CV correction

junChS

Using the optimized structure, compute single point calculation
at the CCSD(T)-F12/jun-cc-pVTZ level of theory

Calculation of the CBS limit correction ∆ECBS
MP2−F12

Calculation of the CV-F12 correction

junChS-F12

Figure 1.5: junChS and junChS-F12 workflows.

More specifically the single point energies are computed using CCSD(T) with a triple ζ
quality basis set in conjunction with CBS limit and additive CV corrections computed
at MP2 level of theory. Both schemes rely on the use of partially augmented basis sets.
Then the anharmonic ZPE is evaluated through generalized second order vibrational
perturbation theory.
The junChS and junChS-F12 electronic energy calculation are based on the following
expression

EjChS(−F12) = ECCSD(T)(−F12) +∆ECBS
MP2(−F12) +∆ECV(−F12) (1.35)
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where ECCSD(T) and ECCSD(T)−F12 are computed in conjunction with the jun-cc-pVTZ
basis set.

Corrections for the CBS limit are computed using the two-point extrapolation formula

∆E
(n)
MP2(−F12) = ∆E∞

MP2(−F12) +
a

n3
, (1.36)

This term considers the valence correlation energy extrapolated to the basis set limit,
which leads to the following explicit expression

∆E∞
MP2(−F12) =

nn−1EMP2(-F12a)/nZ − nnEMP2(-F12a)/(n−1)Z

nn−1 − nn
− EMP2(-F12a)/(n−1)Z (1.37)

This term considers the valence correlation energy extrapolated to the basis set limit,
in which n=T,Q.
Finally, the core-valence correction is recovered at MP2(-F12) level of theory as the
difference between all electron and frozen core calculations, i.e.,

∆ECV(−F12) = EMP2(−F12)(ae)− EMP2(−F12)(fc) (1.38)

using the cc-pwCVTZ basis set.
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1.3 Gas-Phase Chemical Kinetics
As one of the oldest branches of physical chemistry, the aim of chemical kinetics is to
provide a detailed understanding of the evolution of chemical reactions by assigning
specific rate constants to all the steps involved in the reaction mechanism. As already
mentioned in the Introduction, theoretical kinetics is fundamental to investigate chem-
ical processes that are difficult to explore experimentally, such as those which occur
in combustion, atmospheric and interstellar environments. However, to do that, it is
necessary to make some assumptions. Gas phase chemical kinetics is based on funda-
mental concepts and approximations derived from statistical and quantum mechanics
applied to molecular processes such as chemical reactions, which are:

• the microscopic reversibility principle, which states that microscopic detailed dy-
namics of particles is time-reversible because the microscopic equations of motion
are symmetric with respect to the inversion of time. This principle is strictly re-
lated to mechanical quantities like transition probabilities, trajectories and cross
sections. The following is the general expression for the microscopic reversibility
principle [70]

p1
2σ12 = p2

2σ21 (1.39)

in which p1 and p2 are the momenta of the colliding particles and σ12 and σ21 are
the differential cross section for the forward and reverse processes. For macro-
scopic systems as an ensemble of elementary processes the consequence of time-
reversibility is that for each individual process there is a reverse process, and in a
state of equilibrium the average rate of each process is equal to the average rate
of its reverse process.

• the detailed balance principle, which is formulated for kinetic systems that can
be decomposed into elementary processes, for which, at equilibrium, the forward
process is in equilibrium with its reverse process for each elementary process[71].
Detailed balance can be formulated through the following expression

kfor

krev
=
QP

QR

e−∆E0/kBT = K(T ) (1.40)

That is, the ratio of the total rate constants for the forward and reverse reactions
is a constant which depends only on temperature T . QP and QR are the total
partition functions of the reactants and the products. kfor and krev assume the
following expressions

kfor =
∑
i

∑
f

kifxi (1.41)

krev =
∑
i

∑
f

kfixf (1.42)
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xi is the fraction of the reactants in state i and xf the fraction of products in state
f .

Detailed balance can be derived from microscopic reversibility by making use of
the connection between cross sections and rate constants

kfor =

∫
p1

∫
Ω

v1σ12f (p1) d
3p1 d2Ω (1.43)

krev =

∫
p1

∫
Ω

v2σ21f (p2) d
3p2 d2Ω (1.44)

where d2Ω is the product scattering angle, whose integration converts the differ-
ential scattering cross section into a total cross section, and thereby, it includes
all possible contributions to kfor or krev that occur for a fixed initial translational
momentum p1 or p2.

• the infinite sink approximation, which states that in a highly diluted system
the dissociation of an isomer, or reaction intermediate, is considered as an ir-
reversible process, since the probability of a second effective collision between the
two product fragments is extremely unlikely due to the rarefied nature of the
system itself[72].

Given all these assumptions, many landmarks have been reached during the histori-
cal progression of chemical kinetics, like the steady-state approximation of Bodenstein
and Lind and the Lindemann-Hinshelwood mechanism involving activated molecules
for unimolecular dissociation or isomerization reactions. Also theoretical models for
calculating the specific rate constants like transition state theory (TST) for pressure-
independent thermal rate constant and the Rice-Ramsperger-Kassel-Marcus theory
for microcanonical and pressure dependent rate constants. In general, the calcula-
tion of reliable rate constants often involves two separate steps: (i) calculation of
the potential energy surface (PES) for electronically adiabatic processes, also called
Born-Oppenheimer reactions, or calculation of multiple PESs and their couplings for
electronically non-adiabatic reactions also called non-Born-Oppenheimer reactions, and
(ii) the calculation of the rate constants using the kinetic models mentioned above and
in the Introduction. Neverthless, for complex multi-well interconnected chemical re-
action mechanisms involving several chemical species, the most powerful framework
is the master equation, i.e., the set of coupled rate equations for all the steps in the
mechanism, to compute the time evolution and the rate coefficients of all the possible
reaction channels[73].
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1.3.1 Single-step reactions

Transition state theory

Generally a single step reaction is represented as

A+B GGGAP

Where A and B are the reactants and P the products. The rate of change of the
abundances of reactants and products is called the reaction rate law and is given by
the following expression

rate =
d[P ]

dt
= k[A][B], (1.45)

where [P ], [A], [B] are the abundances of the species involved in the reaction and k is
the reaction rate constant, for which its dependence on the temperature is defined by
the Arrhenius equation:

k = A exp

(
− Ea

kBT

)
(1.46)

where A is the pre-exponential or "frequency" factor, which is a measure of the rate at
which collisions occur and may be temperature-dependent, Ea is the activation energy
which can be roughly interpreted as the minimum energy that the reactants must have
to form products, kB is Boltzmann’s constant and T the temperature. If a reaction
obeys the Arrhenius equation, then the Arrhenius plot (lnk versus 1

T
) should be a

straight line with the slope and the intercept being -Ea

kB
and A, respectively, as shown

in Figure 1.6.

Figure 1.6: Arrhenius plot

The Arrhenius equation describes the rate constant for a reaction from reactants to
products ignoring any mechanistic consideration like the presence of intermediates

23



along the reaction pathway. TST, also referred to as "activated-complex theory",
explains the reaction rates of elementary chemical reactions. With activated-complex,
it is meant an unstable arrangement of atoms that exists momentarily at the peak of
the activation energy barrier and it is usually called TS. This theory, based on concepts
and quantities derived from statistical mechanics, provides an expression of k making
some assumptions:

• there is chemical equilibrium between reactants and the "activated complex"

• once a molecule has reached the TS it may either come back to reactants or evolve
into products

• if it crosses the TS, the system can only evolve into products.

The main result of TST is the following expression for the thermal rate coefficient:

k(T ) =
kBT

h

Q‡

QR

exp

(
− Ea

kBT

)
(1.47)

where Q‡ and QR are the partition functions of the transition state and reactants, re-
spectively. These functions are fundamental to calculate the thermodynamic properties
of the molecular system and are usually computed in the rigid-rotor harmonic-oscillator
(RRHO) approximation, which allows to decouple the translational, rotational, vibra-
tional and electronic degrees of freedom. So the total partition function for all the
species involved in the reaction will be computed in this way

Qtot = QtransQrotQvibQelec (1.48)

where Qtrans, Qrot, Qvib and Qelec are translational, rotational, vibrational and elec-
tronic partition functions. This approximation could lead to errors, for example in
molecules with hindered rotations characterized by low-frequency vibrational modes,
where one molecular fragment rotates relative to another around a bond [74].
TST can be applied to reactions involving tight and loose transition states to compute
the rate. However, the fundamental limitation of the TST is the overestimation of
their rate. This is because the TST counts each crossing of the TS as a reaction, so
one molecule turning over and another crossing multiple times and truly reacting once,
are all considered reactive events in the TST framework. It happens for both, tight
and loose TS. Anyway, for loose TSs, due to the fact that the molecular configuration
of the TS, or "activated-complex", cannot be univocally identified, the application of
the variational principle for the computation of the rate coefficient is made necessary.
In this framework, the TS is defined as the dividing surface that minimizes the flux
of reactive molecules passing from reactants to products per unit time. So with this
principle, the position of the TS along the reaction coordinate is chosen as the one that
minimizes the canonical rate coefficient. In this way the recrossing effect is partially
corrected and a better estimation of the rate can be obtained.
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Rice-Ramsperger-Kassel-Marcus

As mentioned in the previous section, a molecule that effectively reacts must have a
high internal energy which must at least overcome the barrier between reactants and
products. In the gas phase the internal energy of the molecules can increase or decrease
thanks to collisions with the other molecules that make up the bath gas. Therefore,
for a gas phase reaction, the combination of two steps represent a reaction:

• the collision between the molecules of the reactive system A with the particles of
a thermal bath M can increase or decrease the internal energy of the molecules,
i.e.,

A+M GGGBFGGG A∗ +M

* indicates the internal excitation.

• the actual reactive event

A∗
GGGAP

This assumption is the basis of the Lindemann-Hinshelwood mechanism formulated
by Frederick Lindemann, Cyril Hinshelwood and also by Herman Carl Ramsperger,
which supposed and verified experimentally that such two-step mechanism has a non-
negligible dependence on pressure and it is able to explain the dynamics of gas-phase
unimolecular reactions. In the high pressure limit, collisional activation and deactiva-
tion are very fast, so the rate-determining step of the mechanism is the reaction itself
and the rate coefficient will be the rate coefficient of the reaction event. Since this does
not involve the bath gas, the overall rate coefficient will be independent of pressure.
We have the opposite situation in the low pressure limit, the rate-determining step is
the collisional activation and deactivation step, which is very slow. It makes the overall
rate coefficient proportional to the bath gas pressure. For intermediate pressure values,
the k follows a falloff regime. In this framework, the internal states of the molecule
A and its excited state A∗ are regulated by the microscopic rates of collisional energy
transfer from energy level Ej to another level with energy Ei, i.e., R(Ei, Ej), and the
microscopic rate of reaction k(Ei) from a level with Ei. Given that only molecules
having an energy higher than the activation energy can react, the evolution over time
of the population of molecules capable of reacting because of that will be given by the
following expression:

dxi(t)

dt
= [M ]

∞∑
j=0

(Rijxj −Rjixi)− kixi(t). (1.49)

From this expression it is possible to obtain information about the phenomenologi-
cal rate coefficient, i.e, the rate constant for a specific reaction that can be measured
as a function of temperature and pressure. Eq. 1.49 can be considered as the most
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basic form of the master equation. It can be solved only if information about k(Ei)
and the collisional energy transfer Rij are known. It is possible to compute the col-
lisional energy transfer through classical trajectories simulations, which requires a lot
of computational effort. In general, k(Ei) is described by Rice-Ramsperger-Kassel-
Marcus (RRKM) theory which is the most commonly employed and widely accepted
approximate description of the dynamics of the reaction step defined by the following
fundamental equation for the rate constant

k(E) =
N ‡ (E − E0)

hρ(E)
=

∫ E−E0

0
dε‡ρ‡

(
E − E0 − ε‡

)
hρ(E)

(1.50)

where N ‡ (E − E0) is the sum of states from 0 to E − E0 for the TS (computed
by excluding the normal mode with imaginary frequency under the assumption that
the motion along the reaction coordinates is separable from that of the other modes),
vibrational ZPEs of reactants and the TS. The sum of states of the TS can be expressed
as an integral of its density of states over the translational energy of the reaction
coordinate ε‡.

1.3.2 Unimolecular reactions

As already mentioned, an important class of reactions that frequently occurs in gas
phase chemical processes are the unimolecular reactions, which are first-order reac-
tions where the reactants acquire energy for reaction through collisions. This is one
of the most conceptually simple types of reactions in chemistry and presents several
mechanisms that are helpful in understanding many reactive systems. Dissociation
or isomerization of the molecule may be considered as characteristic examples of such
reactions.

Dissociation

A dissociation reaction is a decomposition process that starts from an initial reactant
to arrive at the formation of multiple products. As consequence of the ’infinite sink’
approximation, in the gas-phase the dissociation reactions are considered as irreversible
processes and can be schematized in this way

A
kd

GGGGGGAB + C

where kd is the rate constant for the dissociation process. The phenomenological rate
equation which defines the rate of change of the relative abundances of the chemical
species involved in the reaction are:

d[A]

dt
= −kd[A]

d[B]

dt
= kd[A]

d[C]

dt
= kd[A]
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TST or RRKM theory are usually used to compute kd.

Isomerization

Isomerization is the simplest case of reversible reaction which describes the intercon-
version between two chemical species like A and B and is generally represented as

A
kf

GGGGGGBFGGGGGG

kb
B

where kf and kb are the reaction rate constants for the forward and reverse isomerization
processes, which can be computed through TST or RRKM theory.
The phenomenological rate equations which define the rate of change of the relative
abundances during the isomerization reaction are:

d[A]

dt
= −kf [A] + kb[B]

d[B]

dt
= kf [A]− kb[B]

1.3.3 Bimolecular reactions

In general, a bimolecular reaction is a chemical process which takes place between two
substances A and B and which can lead to the formation of one or more products C1

, ..., Cn, by passing through one or more reaction steps, which can be represented in
the following form

A+B
kf

GGGGGGBFGGGGGG

kb
C1 + · · ·+ Cn

The phenomenological rate equations which defines the rate of change of the relative
abundances during the above mentioned bimolecular reaction are:

−d[A]
dt

= −d[B]

dt
= kf [A][B]− kb

n∏
i=1

[Ci]

where [A], [B], [Ci] are the concentrations of the species involved, kf and kb are the
forward and reverse temperature-dependent rate constants (or rate coefficients), re-
spectively.
The equilibrium constant, K, for the process depends on the quotientQK of the forward
and reverse rate constants defined by

QK =
kf
kb

=

∏n
i=1[Ci]

[A][B]
(1.51)

The temperature-dependent equilibrium constant is defined by

K = Q◦
K(T ) exp [−∆G◦

T/RT ] (1.52)
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where R is the gas constant, Q◦
K is the value of the reaction quotient at the standard

state and ∆G◦
T (T ) is the standard-state Gibbs free energy of reaction at temperature

T and it is defined as

∆G◦
T (T ) = ∆H◦

T (T )− T∆S◦
T (1.53)

In general, the free energy change upon reaction is

∆G = RT ln
QK

K
(1.54)

If the free energy change is zero, the reaction is at equilibrium. If ∆G◦
T or ∆G is

negative, the reaction may be called exergonic, and if either of these quantities is
positive, the reaction may be called endergonic [75].

Association

An important class of bimolecular reactions is the association, where two initial reac-
tants A and B can form a single product C, generally this kind of reaction is represented
in reversible form as

A+B
kf

GGGGGGBFGGGGGG

kb
C

where kf and kb are the forward association rate and the backward re-dissociation rate.
This type of reaction is usually involved in most of the chemical reactions of atmo-
spheric, astrophysical and combustion interest that can occur in the gaseous phase. In
the case of association processes involving activation barriers, RRKM, TST or VTST
are reliable models for calculating kf and kb. In the case of barrierless reactions, colli-
sional models, also called capture models, represent a valid alternative for calculating
the rates.

1.3.4 Barrierless reactions

Collision theory

The collision theory provides simple and useful models to obtain insights about the
temperature and energy dependence of the bimolecular rate constants. The collision be-
tween an atom or molecule A at an internal state i with another atom or molecule hav-
ing an internal state j can give several possible outcomes. They can interact through:

• Elastic collision: the two colliding partners do not undergo any arrangement or
change in the internal state or translational energy, only the direction of their
relative motion changes.

• Inelastic collision: the two reactants do not rearrange their relative connectivity,
but only their internal states.
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• Reactive collision: the two colliding partners rearrange their connectivity to form
new molecules with different internal energy distribution.

In reactive collisions, where a beam of A(i) molecules with relative velocity VR colliding
a scattering zone containing B(j), it is possible to define the state-selected rate constant
kij and the reaction cross section σij as following

kij (VR) = VRσij (VR) (1.55)

The average reaction cross section σr is obtained by averaging over all the reactants
internal states:

σr =
∑
i,j

wA
i w

B
j σij (VR) (1.56)

where wA
i and wB

j are the Boltzmann weighting factors of the ith and jth reactant’s
internal states, respectively. The thermal rate constant for the process is obtained by
averaging VRσr over an equilibrium Maxwell-Boltzmann distribution of VR

k = β

(
8β

πµ

)1/2 ∫ ∞

0

dErelErelσr (Erel) exp (−βErel) (1.57)

where

Erel = µV 2
R/2 (1.58)

is the relative translational energy, with µ being the reduced mass of relative transla-
tional motion.
It is also useful to define the reaction probability PR as a function of the impact
parameter b, which is defined as the distance of closest approach between the two
molecules in the abscence of interparticle forces. The probability of reaction decreases
to zero for large b. Actually, we can consider a value of b = bmax after which the
reaction probability is negligible, and the reaction cross section is given by

σr = 2π

∫ bmax

0

PR(b)bdb (1.59)

The simplest model is to consider the reactants as hard spheres that do not interact
with each other if the intermolecular distance is larger than the arithmetic average d
of their diameters, and so PR(b > d) = 0, but that react at all shorter distances so
PR(b > d) = 1 [75]. For this case the reaction cross section is πd2, and by applying
Eq. 1.3.4 one finds that the reaction rate equals

k(T ) =

(
8

πµβ

)1/2

πd2 (1.60)

An improvement of this model is the capture model (CM) or reactive hard spheres
model in which it is assumed that the reaction occurs if µV 2

LOC/2 exceeds a threshold
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energy E◦, where VLOC is the relative velocity along the line of centers, i.e., in the
direction connecting the centers of the two spheres.
CM is used also to describe the ‘barrierless’ processes considering the strong long-
range attractive forces between reactants. In this way, the interaction potential can be
expressed as an expansion series of the distance R between the colliding particles

VR =
∑
n

−Cn

Rn
(1.61)

The leading power n, as well as the interaction coefficient Cn for a given reaction system,
depends on the nature of the interaction. For collisions which involve reactants with
a non-zero impact parameter a centrifugal term needs to be added to the potential
to account for the relative orbital motion of the two fragments. This leads to the
formulation of an effective potential of the form

Veff =
L2

2µR2
−
∑
n

Cn

Rn
(1.62)

where the angular momentum L can be written as

L = µVRb (1.63)

where µ is the reduced mass of the system, v the relative velocity of the colliding
species, and b the impact parameter.
A paradigmatic case of barrierless reaction is the collision of an ion with a neutral
molecule, for which the Langevin model can be employed. It assumes that the ion
is a point charge and the molecule is a sphere with polarizability α. This model
assumes that at long range only the ion-induced dipole attractive term in the potential
is important; the effective potential is then given by

Veff =
L2

2µR2
− 1

2

αq2

R4
(1.64)

where R is the distance between collision partners, q is the charge of the ion, and L is
the orbital angular momentum. The first term in Eq. 1.64 is the centrifugal potential,
and the second term is the ion-induced dipole potential defined by a general expression
C4/R

4 as indicated in Eq. 1.62. Sustituting Eq. 1.63 and using Eq. 1.58 we obtain

Veff(R) = Erel

(
b

R

)2

− 1

2

αq2

R4
(1.65)

The effective potential in Eq. 1.65 has a single maximum at a radius R∗ given by

R∗ =
1

b

(
αq2

Erel

)1/2

(1.66)

and the effective potential at the maximum is

Veff∗ =
Erel

2b4

2αq2
(1.67)
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The critical impact parameter b∗ is obtained from Veff∗ and is given by

b∗ =
(
2αq2/Erel

)1/4 (1.68)

and the cross section is

σ = πb∗
2 = π

(
2αq2

Erel

)1/2

(1.69)

If Erel < Veff∗ the centrifugal barrier cannot be penetrated and no reaction occurs. If
Erel = Veff∗, the ion can move inside the centrifugal barrier, and the reaction probability
is assumed to be equal to unity. So, substituting in Eq. 1.55 the expression of the cross
section defined by Eq. 1.69, the relative velocity expressed as VR = (2Erel

µ
)
1
2 and after

some rearrangements, we obtain the temperature and velocity independent Langevin
rate constant

kL = q

√
πα

ε0µ
, (1.70)

where ε0 is the permittivity of free space and q is the ionic charge.
Capture theory methods sought to adapt the Langevin equation to include the effects of
temperature, polarizability, dipole moment, and orientation of the reactants on the rate
coefficient. One of this attempts was the ’locked’ dipole (LD) orientation method. The
LD method assumes that the dipole of the polar molecules locks at zero angle (Θ = 0)
when approaching the ion, yielding rate coefficients higher than those predicted by the
Langevin model. A further extension of the LD method is the average dipole orientation
(ADO) theory which suggests that the orientation of the dipole with respect to the
ion can be treated as having an average value rather than being permanently locked.
ADO reaction rate coefficients can be calculated using

kADO = q

√
πα

ε0µ
+
qµDc

ε0

√
1

2πµkBT
, (1.71)

As can be seen in Eq. 1.71, the ADO model builds upon the Langevin equation by
adding a term that accounts for the dipole moment and temperature dependence of
the rate coefficient, giving rise to the inverse trend with temperature that has been
observed experimentally in many ion-polar molecule reaction systems. The parameter
c accounts for the average orientation of the dipole of the neutral reactant with respect
to the ion (c = cosΘ̄) and depends on both the ratio µ/α1/2 and the temperature of
the system.
An analogue of the Langevin ion-dipole model for neutral reactions without a barrier,
like the radical-radical reactions, is the Gorin model which replaces −αq2/2r4 in Eq.
1.64 by −(C6/r

6) where C6 is a constant. With the Gorin model, the thermal rate
constant is given by

kGorin (T ) =

√
π

µ
211/6Γ

(
2

3

)
(C6)

1/3 (kBT )
1/6 (1.72)
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In this model a centrifugal barrier is predicted at much smaller R than that of the
Langevin model, which makes reactions between neutral molecules less likely than
ionic reactions to be dominated by the long-range force law.
All CMs are based on the assumption that a collision event will yield products with
unit probability, if the reactants have enough energy to surmount the centrifugal bar-
rier. The simplicity and the approximations employed in these models give rise to
several limitations. The main drawback of CMs is that they do not account for inter-
actions that happen at short range. This is due to the fact that the CM considers only
the likelihood that two reactants form a reaction complex, based on their long-range
attraction. In this way, it is not possible to predict the branching ratios of different
reaction pathways when more than one product channel is available. Discarding the
description of short-range interactions does not allow to take into account the presence
of submerged barriers which can influence the likelihood of a reaction proceeding to
products. Moreover, the non-inclusion of short-range interactions, and the assumption
that all captured reactants go on to form products, make the results obtainable by
CMs upper limits of the reaction rate coefficient for a given system. However, CMs
play an important role in predicting the rate coefficients of many important astro-
chemical processes for which there is no reliable experimental data at the relevant low
temperatures[76].

1.3.5 Tunneling models

The tunneling effect is a quantum mechanical phenomenon in which particles, e.g,
electrons or atoms, can pass through a potential energy barrier, which according to
classical mechanics this would not be possible. This effect has been studied in the
physics of electrons or atoms, in solid state physics and also in the context of the
escape of α particles from the nucleus, only later it has been appreciated as a factor
conditioning chemical reactions [77, 78, 79, 80, 81]. The first to mention the role of
the tunneling in chemical reactions were Applebey and Ogden in 1936[82], later in
1938 Bell discussed more about it at the Faraday Discussion[83], proposing it as a
possible cause of the non-linear trend of Arrhenius plots. A lot of theoretical and
experimental work has been done to address the problem of the tunneling effect on
chemical reactions, and several models have been proposed, such as the one-dimensional
Eckart model and the multidimensional models Zero Curvature Tunneling (ZCT) and
Small Curvature Tunneling (SCT), which present a different degree of accuracy in the
theoretical evaluation of the tunneling effect in chemical reactions.

One-dimensional models

Eckart model

Tunneling effects can be conveniently included by introducing the so called transmission
probability Ptunn(E

′) in RRKM’s formulation of k(E):

k(E) =

∫ E−V0

−V0
ρ‡ (E − E ′)Ptunn (E ′) dE ′

hρ(E)
(1.73)
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where V0 is the classical energy barrier for the forward reaction.
Note that now the integral is extended also to energies below the reaction threshold E.
Analytical expressions for Ptunn(E

′) can be obtained by using model potential shapes.
In this dissertation one of these, the unsymmetric Eckart potential, has been widely
used[84]. For such potential, the transmission probability is given by the following
expression:

Ptunn (E
′) =

sinh(a) sinh(b)

sinh2((a+ b)/2) + cosh2(c)
(1.74)

where a, b and c are parameters defined by:

a =
4π

√
E ′ + V0

hνi

(
V

− 1
2

0 + V
− 1

2
1

) b =
4π

√
E ′ + V1

hνi

(
V

− 1
2

0 + V
− 1

2
1

)
c = 2π

√
V0V1

(hνi)
2 − 1
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Here, V1 is the classical energy barrier for the reverse reaction, and νi is the magnitude
of the imaginary frequency of the saddle point. One-dimensional tunneling models such
as the Eckart model are often used in kinetic modeling and are implemented in most
kinetic calculation programs, such as MESS [85], MESMER[86], MultiWell[87, 88],
Polyrate[89] and also in StarRate[90, 3].

Multidimensional models

In general, multidimensional models for quantum tunneling rely on the definition of a
reaction path as the portion of the PES comprised by the reaction coordinate connect-
ing two minima and the transverse vibrational mode defined by the turning points on
the concave side of the reaction path. Along this reaction path the decay probability
density |ψ|2 in a classically forbidden region is described by the exponential e−2θ, de-
rived by the Wentzel-Kramers-Brillouin (WKB) approximation, where θ is the action
integral generally defined as

θ =

∫
tunnelling region

dξ |pξ, eff | (1.75)

where ξ it is a measure of the distance along the tunnelling path and pξ, eff is the
ξ-component of the effective momentum.

Zero Curvature Tunneling

The ZCT approximation involves a one-dimensional tunnelling calculation, it is actually
a multidimensional tunnelling approximation because the vibrationally adiabatic po-
tential used along the reaction path involves contributions from the transverse modes.
Anyway, in ZCT the tunneling path is approximated as coinciding with the Minimum
Energy Path (MEP) and neglects its curvature for which the action integral θ(E) can
be written in this way
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θMEP(E) = h−1

∫ s>(E)

s<(E)

ds
{
2µ(s)

[
V G
a (s)− E

]} 1
2 (1.76)

where µ is the reduced mass of the system, s<(E) and s>(E) are the left and right
classical turning points at which the vibrationally-adiabatic ground-state potential
V G
a (s) given by

V G
a (s) = VMEP(s) + Vint(s) (1.77)

takes on a value equal to

V G
a (s) = E (1.78)

VMEP(s) is the potential energy along the minimum energy path and Vint(s) denotes
the total zero-point energy at the reaction coordinate s value

Vint(s) =
3N−7∑
i=1

1

2
ℏωi(s) (1.79)

with ωi(s) denoting the frequency of mode i and the sum is over all vibrational modes
orthogonal to the reaction coordinate at s.

Small Curvature Tunneling

In the SCT approximation the action integral θ(E) is defined in this way

θ(E) = h−1

∫ s>(E)

s<(E)

ds
{
2µeff(s)

[
V G
a (s)− E

]} 1
2 (1.80)

The action integral is evaluated over the classically forbidden regions, that is, for
regions in which the total energy is lower than the effective potential, which is V G

a .
The coupling between the reaction coordinate and the rest of degrees of freedom is
included in the effective mass µeff(s). When coupling is included µeff(s) ≤ µ, so the
action integral is smaller and the tunneling probability is larger. In SCT, the effective
mass is defined as

µSC
eff /µ = min

{
exp {−2ā(s)− [ā(s)]2 + (dt̄/ds)2}
1

(1.81)

where

ā = |κ(s)t̄(s)| (1.82)

in which κ(s) is the reaction-path curvature

κ(s) =

{
F−1∑
m=1

[BmF (s)]
2

}1/2

(1.83)

and t̄(s) is the turning point
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t̄ =

[
ℏ

µω̄(s)

] 1
2

=

(
F−1∑
m=1

[
Bm,F (s)

κ(s)

]2
[tm(s)]

−4

)− 1
4

(1.84)

of an harmonic oscillator with frequency

ω̄ =

(
F−1∑
m=1

[
Bm,F (s)

κ(s)
ωm(s)

]2) 1
2

(1.85)

where Bm,F (s) are the reaction-path curvature coupling elements between the reaction
coordinate s and a mode m perpendicular to it[91].
tm(s) are the individual turning points of all the normal modes perpendicular to the
reaction path

tm(s) = ±
[

ℏ
µωm(s)

] 1
2

(1.86)

and the last term on the right hand side of Eq. 1.81 is calculated using central-finite
differences(

dt̄

ds

)2

=
F−1∑
m=1

(
dtm(s)

ds

)2

=
F−1∑
m=1

(
tm (s+ δsH)− tm (s− δsH)

2δsH

)
(1.87)

with a step size given by δsH = NHδs, where NH is the step along the MEP between
Hessian calculations.
The tunneling transmission probabilities called semiclassical adiabatic ground-state
probability P SAG(E) are calculated by the following expression:

P SAG(E) =


0, E < E0

{1 + exp[2θ(E)]}−1, E0 ≤ E ≤ V AG

1− P SAG
(
2V AG − E

)
, V AG ≤ E ≤ 2V AG − E0

1, 2V AG − E0 < E

(1.88)

where V AG corresponds to the maximum of the energy barrier. Various kinetics
programs have implemented multidimensional tunnel models, such as Polyrate[89],
Pilgrim[92], and MultiWell[87, 88]. The theoretical framework described in this sec-
tion is also the one implemented in the Pilgrim program.

1.3.6 Molecular stabilization processes

Typically in the gas-phase we have to deal with the two initial reactants A and B and
the molecules M constituting the thermal bath thanks to which collisional stabilization
can take place to favor the formation of complexes or reactive intermediates involved in
a chemical reaction. To stabilize such intermediates, a second stabilization mechanism
is possible thanks to the radiative emission. However it is strongly disadvantaged
since under standard pressure conditions the collisional process is much faster than
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the radiative one. Neverthless, in the low pressure regime, the collisional stabilization
of the reaction complexes or intermediates is strongly disadvantaged precisely because
the collision probability is greatly reduced. For this reason, under these zero-pressure
conditions, the radiative emission plays a determining role in the stabilization of the
complexes or intermediates formed by the bimolecular association reactions.

Collisional energy transfer

The most widely used model to compute the collisional energy transition probabilities
P (E|E ′) is the so-called exponential down model, its formulation is a consequence of
the partitioning of the energy space which is illustrated later in this dissertation in
Section 1.1.7. The basic assumption is that the energy transfer probability depends
only on the internal energy of the molecule without taking into account its collisional
history, it is calculated through this expression

P (Ei|Ej) = C(Ej)e
−Ej−Ei

⟨∆E⟩d (1.89)

where Ej > Ei, C(Ej) is a normalization constant, and ⟨∆E⟩d is the average energy
transferred per collision in a downward direction. The transition probabilities for
energy transfer in the upward direction can be obtained via detailed balance.
Other models with different transition probability distributions have been proposed,
such as Gaussian models and double exponential models. It has often been noted
that classical trajectory simulations as well as experimental data suggest that the
exponential down model is perhaps not the most accurate for describing collisional
transition probabilities and that models with longer tails are more accurate[86].

Radiative emission

The collision of an ion A+ or a radical species A. with a molecule typically results,
at least initially, in the formation of an ion-molecule complex AB+, or for the radical
species into a radical intermediate because of the formation of a chemical bond between
the two reactants. The stabilization of this complexes through the removal of the excess
energy above the dissociation limit occurs in the direct competition with its dissociation
back to reactants or no to other products. At ordinary pressures the stabilization of this
complex occurs through collisional stabilization processes. However, radiative emission
provides an additional stabilization route which becomes dominant in the low pressure
limit[93]. Thus for pressures below about 10−5 mbar one must generally consider a
reaction scheme which involves combination of a bimolecular complex formation step

A+ +B
kf

GGGGGGA

[
AB+

]∗ (1.90)

a unimolecular redissociation step

[
AB+

]∗ kb
GGGGGAA+ +B (1.91)

a collisional stabilization step
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[
AB+

]∗
+M

kc
GGGGGAAB+ +M (1.92)

and a radiative stabilization step

[
AB+

]∗ kr
GGGGGGAAB+ + hν (1.93)

It is possible to develop an effective bimolecular rate constant keff for the loss of reac-
tants given by 1.94 based on the outcomes of the experimental investigation of systems
similar to those mentioned above.

keff =
kf (kr + kc[M ])

kb + kr + kc[M ]
(1.94)

Which, performing a Taylor series expansion about [M ] = 0 yields

keff =
kfkr
kb + kr

+
kfkbkc[M ]

(kb + kr)
2 (1.95)

If a zero-pressure limit is assumed to simulate the ISM pressure conditions it is neces-
sary to consider [M ] = 0. So, the effective bimolecular rate constant becomes

keff =
kfkr
kb + kr

(1.96)

where kf and kb can be determined using capture models depending on the nature of
the reactants and the detailed balance principle. The radiative rate constant kr within
the harmonic approximation for any distribution of vibrational states is given by

kr
(
s−1
)
=

Nm∑
i=1

∞∑
n=0

1.25× 10−7nPi(n)Ii( km/mol)ν2i
(
cm−1

)
(1.97)

where Nm is the number of vibrational modes, Pi(n) is the probability of vibrational
mode i being in level n, Ii is the i absorption intensity for the v = 0 to v = 1 transition
of mode i and νi is the ith vibrational frequency. Therefore, a technique for figuring
out Pi(n) and the various IR absorption intensities is needed in order to determine
the radiative rate constant apriori. The radiative rate constant can instead be com-
puted for the canonical distribution with the equivalent total energy for moderately
large molecules since the canonical and microcanonical distributions are sufficiently
comparable. Similar to the microcanonical case for which

Pi(n,E, J) =
ρN−1,i
vib (E −BJ2 − nhνi)

ρvib (E −BJ2)
(1.98)

where ρN−1,i
vib is the DOS for the complex in the absence of the ith degree of freedom

and BJ2 is the rotational energy, the canonical distribution function is substituted for
Pi(n) during the evaluation of the radiative rate constant for the canonical case
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Pi(n, T ) = exp

(
−hνin
kBT

)[
1− exp

(
− hνi
kBT

)]
(1.99)

where T is the temperature, h the Planck constant and kB the Boltzmann constant[94].
In the astrochemical context, the radiative emission assumes primary importance in
the stabilization process of the radical and ionic association complexes and also of
the various reaction intermediates. Given the low pressures characterizing the ISM
(between 10-100 molecules/cm3 corresponding to 10−18-10−19 atm) it is possible to
hypothesize that the collision stabilization is not effective. It is at this juncture that
stabilization by radiative emission becomes fundamental. In particular for radical
association reactions, in which the association product can only stabilize by radiative
emission. It is important to underline that this stabilizing effect increases in importance
as the size of the system increases, i.e., the number of atoms composing the molecules
as the number of available vibrational modes increases, therefore it also increases. For
this reason it is possible to state that in the case of COMs formation reactions, the
radiative emission can condition the values of formation rate constants in a decisive
way.

1.3.7 Multi-step reactions

Multi-step reactions are those reactions which, in order to lead to the formation of the
reaction products, require several intermediate elementary steps, even interconnected
to each other, which combined can generate various formation reaction paths having
one or more single-step reactions in common. The study of the kinetics of these inter-
connected multi-step reaction networks is of great importance in gas phase chemistry
since the chemical species involved are connected through multiple pathways having
different rate constants which can significantly condition the overall kinetics of the
reaction mechanism considered.

Chemical Master Equation

The theoretical formulation of the chemical master equation is based on mathemati-
cal concepts derived from probability theory and on the description of energy trans-
fer processes and chemical reactions as stochastic processes classified as Markovian
processes. In general, the theoretical framework to study the time evolution of com-
plex multi-component systems characterized by stochastic Markov processes is the
Chapman-Kolmogorov equation which represents the starting point for the derivation
of the master equation. The purpose of this section is not to delve into the theoretical
mathematical aspects on which the formulation of ME is based, but rather to provide
a description more related to the chemical application of this mathematical tool. How-
ever, to obtain such information it is possible to find a rich literature concerning the
theoretical foundations of the master equation.
Both the collisional energy transfer stabilization and the chemical reactivity can be
defined as time-homogeneous Markovian stochastic processes. Therefore, to study the
time evolution of these phenomena it can be studied by applying is possible to apply
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the master equation approach and defining as a stochastic variable the energy E in an
interval E+dE, which defines the internal energy that the molecules can assume.
To model the molecule collisions in this energy interval the following assumptions are
made:

• The reactants are dilute in a bath gas and the number of collisions undergone by
a typical reactant molecules depend only on the length of the time period τ .

• The probability of a molecule undergoing collision in a sufficiently small time
interval τ is proportional to the length of the time interval, ω(E)τ + o(τ).

• The probability that more than one collision occurs in τ is o(τ).

Given all the previous assumptions and considering the collisional energy transfer pro-
cess as homogeneous, it is possible to study the probability distribution function for
energy at time t and to formulate the master equation for the energy transfer

∂

∂t
p (Ei, t) =

∫
ω (Ej)P (Ei | Ej) p (Ej, t) dEj − ω (Ei) p (Ei, t) (1.100)

where P (Ei | Ej) was already defined in 1.89 as the collisional transition probability.
In order to include in the ME equation also the chemical reactivity it is necessary to
compute the microcanonical rate coefficient, k(E), through the RRKM theory reported
in the previous sections. Chemical reactivity is considered as a loss of population from
the energy space of reactants. The ME then becomes

∂

∂t
p (Ei, t) = ω

∫ ∞

0

P (Ei | Ej) p (Ej, t) dEj − ωp (Ei, t)− k (Ei) p (Ei, t) (1.101)

Due to the fact that the right-hand side is linear in the population density, the equation
can be written in a more compact form as

∂

∂t
p(E, t) = M̂p(E, t) (1.102)

where the operator M̂ represents the combined effects of energy transfer and reaction,
and will be referred to as a transition operator 1.102. One possible approach to solve
this equation is the technique of separation variables to separate time from the energy
variable which leads to the expansion

p(E, t) =
∑
i

ciϕi(E)e
λit (1.103)

where ci are numerical coefficients, λi and ϕi(E) are the eigenvalues and eigenfunctions
of the operator M̂ :

M̂ϕi(E) = λiϕi(E) (1.104)

So, to solve Eq 1.104 it is possible to use the classical approach based on the diagonal-
ization technique of the matrix representation of the operator M̂ to obtain eigenvalues
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and eigenvectors. The other widely used method to solve ME is through stochastic ap-
proaches, like kinetic Monte Carlo simulations and the Gillespie algorithm[95]. It can
be done through an energy grained approach for which eigenvalues and eigenvectors are
computed assuming that the energy space is partitioned into a set of contiguous inter-
vals, or grains. The grain size must be chosen in order to minimize the discretization
error and also because to reach the convergence the grain size must be significantly
smaller than ⟨∆E⟩d. Moreover, the grain size must be small enough such that the
microcanonical rate coefficients, transition probabilities, densities of states, and nor-
malization constants do not vary significantly across the grain. To calculate the mean
energy of a grain, ϵi, it is necessary to determine the number of states that fall within
the grain, Ni, also called sum of states (SOS). The density of states (DOS) function
must take into account the discrete nature of the rovibrational states. This is most
often done using a direct count algorithm such as Beyer-Swinehart algorithm [96] for
directly computing harmonic oscillator, or the Stein-Rabinovitch algorithm [97] for
anharmonic and hindered rotors oscillators, or the Wang-Landau algorithm [98] for
computing quantum densities of states for fully coupled anharmonic systems. Briefly,
this algorithm involves the division of the energy axis into a set of contiguous intervals,
which, to avoid confusion with the energy grains of the ME, will be referred as cells. It
is then determined in which of these cells rovibrational states lie. So, for each cell the
number of rovibrational states is computed and they are summed to give Ni for the
grain. The grain energy and the associated rate coefficient for reactive loss are formed
by taking averages of these quantities over the grain.
Then a ME for the grain distribution, pi(t), also called an energy grained master
equation, or EGME can be written and has the form

d

dt
pi(t) = ω

m∑
j=1

Pijpj(t)− ωpi(t)− kipi(t) (1.105)

or in more compact matrix form,

d

dt
p = [ω(P− 1)−K]p (1.106)

where P is the matrix of transition probabilities, 1 is the identity matrix, K is a
diagonal matrix of microcanonical rate coefficients, ω is the collision frequency and p
is the population distribution vector. Finally, setting M = ω(P− 1)−K, the EGME
can be written in the compact form

d

dt
p = Mp (1.107)

where M will be referred to as the transition matrix. The solution of this equation
provides the time dependence of p and has the form

p(t) = UeΛU−1p(0) (1.108)

where p(0) is the initial population vector, U is a matrix whose columns are the right
eigenvectors of M, and Λ is a diagonal matrix of the corresponding eigenvalues.
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Eigenvalues are often referred to as the Chemically Significant Eigenvalues (CSEs).
Along with their corresponding eigenvectors, they describe the time evolution of the
system as it approaches equilibrium. The CSEs are those that correspond to the exper-
imentally observed phenomenological rates measured in typical kinetics experiments,
since they describe reaction and interconversion between the different molecular con-
figurations on the PES. The remaining eigenvalues, those that are much more negative
than the CSEs, correspond to collisional relaxation on very short time scales, and are
often referred to as the Internal Energy Relaxation Eigenvalues (IEREs)[99].
In Figure 1.7 a graphic representation of a generic reactive multi-step system is shown.

Figure 1.7: Graphical representation of multi-step reaction and EGME model.

The major problem in applying the master equation to an association reaction is that
the bimolecular nature of association introduces nonlinearities, which make the master
equation hard to formulate and to be solved. Any such solution needs careful analysis
to extract a quantity that will serve as an association rate coefficient. An approach to
determine the association rate coefficient is to modify the ME by adding a source term

d

dt
p = Mp+ g(t) (1.109)

where the vector g represents the rate at which individual grains are populated by
the association reaction. A number of approaches have been made to tackle this prob-
lem and they can be broadly classified into three main groups: steady-state methods,
linearization or homogeneous methods, and source or inhomogeneous methods.
One of the most used methods is the method of linearization by pseudo approximation
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of the first order, in which the quantity of one of the two reactants is considered, much
larger superior than that of the other.
Taking into account all the elements previously described in the various sections, more
sophisticated ME models can be constructed by combining three elements, namely
simple dissociation, isomerization, and the linearized or homogeneous source term to
study a wide range of gas-phase reactions characterized by very different temperature
and pressure conditions.

42



Chapter 2

StarRate: a computer package for
modeling the kinetics of astrochemical
reactions

The theoretical framework and the structure of the StarRate program is described in
this Chapter as an implementation of the work started by Nandi et al[100]. A com-
prehensive illustration of kinetic simulations for a wide class of reactions, including
dissociative recombination and radiative association processes, shows that StarRate is
an effective tool for calculating reliable phenomenological rate coefficients and branch-
ing ratios useful to predict the relative abundances of the interstellar molecules detected
in the ISM as products of complex multi-step reaction mechanisms. The program is
written in the F language, a subset of the Fortran 95 language. It has been conceived
in the object-based programming paradigm and it shows a modular structure. It is
indeed based on four main modules in_out, molecules, steps and reactions which
handle the molecular species, the elementary steps and the entire reaction scheme.
Data parsing is performed through a python script, G2R.py, and all the information
necessary to run the kinetics calculation are collected through an XML format interface
which allow interoperability with popular electronic-structure packages and with the
graphical interface of the Virtual Multifrequency Spectrometer (VMS). This Chapter
is based on an article already published [3]. At the end of the chapter, more recent
and future implementations are discussed that allow a wider range of reaction types to
be studied.
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A General User-Friendly Tool for Kinetics Calculations
of Multi-Step Reactions within the Virtual Multifre-
quency Spectrometer Project

2.1 Introduction
Calculation of chemical kinetics in the gas phase by accurate theoretical models is
extremely important in research areas like atmospheric chemistry, combustion chem-
istry and astrochemistry. As a matter of fact, the accurate prediction of reaction rates
and the evolution of the involved species in a given set of physical conditions is a key
feature for understanding the presence of a molecular or ionic species in that envi-
ronment. Sometimes the reactions involved are too fast to be tracked by laboratory
experiment or the associated physical conditions are simply not reproducible, hence
the understanding of those reactions relies on accurate theoretical treatments capable
of predicting the evolution of the species involved in a reaction network.
A rigorous treatment of the time evolution of a chemical reaction should be based on
quantum-dynamics calculations modeling the motion of the involved nuclei on ab initio
potential-energy surfaces [101, 102, 103]. However, exact quantum-dynamics methods
are only applicable to very small systems made up of 3 or 4 atoms (see for instance Refs.
[104, 105, 106]). For the remaining systems – the vast majority – one can either opt
for approximate methods, such as the Multi-Configuration Time-Dependent Hartree
(MCTDH) [107] or the Ring Polymer Molecular Dynamics [108] (which can however
extend this limit only marginally), or for a (quasi-)classical treatment of the nuclear
motion [109, 110, 111].
On the other hand, a less expensive yet reliable route to chemical kinetics is the adop-
tion of statistical models, such as the popular transition-state theory (TST) in one of
its variants, which successfully exploits information on the energetics of a limited set
of important points of the potential energy surface to predict the kinetics of chemical
reactions. The usual procedure in this framework involves the calculation of transition
states and intermediates of a given reactions and a description of the motions at molec-
ular level of these species. Then classical or semiclassical transition state theory (TST)
is applied to calculate the reaction rates of each of the elementary steps making up the
whole reaction (the Rice-Ramsperger-Kassel-Marcus (RRKM)[112, 113, 114] theory,
shortly summarized in the following, is usually adopted for unimolecular reactions in
the gas-phase). Finally, the time evolution of the relative abundances of each of the
reactant, intermediate and product species is calculated using methods based on either
master-equation or stochastic approaches.
In this paper, we discuss the implementation of the computer program StarRate for ki-
netics calculations of multi-step chemical reactions, and its integration in the graphical
interface of the user-friendly, multipurpose framework Virtual Multifrequency Spec-
trometer (VMS) [115]. The Virtual Multifrequency Spectrometer (VMS) is a tool that
aims at integrating a wide range of computational and experimental spectroscopic
techniques with the final goal of disclosing the static and dynamic physical-chemical
properties of molecular systems, and is composed of two parts: VMS-Comp, which
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provides access to the latest developments in the field of computational spectroscopy
[116, 117], and VMS-Draw, which provides a powerful graphical user interface (GUI)
for an intuitive interpretation of theoretical outcomes and a direct comparison to ex-
periment [118]. We discuss the integration of StarRate within the VMS tool and il-
lustrate some features of the developed software through two important reactions: the
single-step interconversion of hydroxyacetone and 2-hydroxypropanal, and the more
challenging multi-step dissociation of vinyl cyanide. It is worth mentioning here that
the reported calculations were performed to the purpose of illustrating the developed
computational software, and that providing new accurate results on the above reactions
for comparison with experiment is beyond the scope of this work.
The article is organized as follows. Section 2.2 is devoted to computational details
of the developed software. In Sections 2.3 and 2.4, we address the kinetics for the
above mentioned reactions. In Section 2.5, conclusions are drawn and perspectives are
outlined.

2.2 Computational details: StarRate and the VMS
tool

StarRate is an object-based, modern Fortran program for modeling the kinetics of
multistep reactions. At its current stage of development, StarRate targets multi-step
unimolecular reactions (which can however dissociate, irreversibly, to multiple prod-
ucts).From a technical point of view, the program is written in the so-called ‘F language’
[119, 120], a carefully crafted subset of Fortran 95, and is conceived in an object-based
programming paradigm. As described in deeper detail in Ref. [100], StarRate is struc-
tured in three main modules, namely molecules, steps and reactions, which reflect
the entities associated with a multi-step chemical reaction. All of these modules contain
a defined data-type and some related procedures to access and operate on it. The main
program, StarRate, controls the sequences of the calling of the procedures contained
in each of the three main modules.
Another important module of StarRate is in_out, which handles the input and output
operations of the program. Input data are accessed by StarRate through an XML
interface based on the same versatile hierarchical data structure that is adopted by
VMS. At the beginning, the user has to prepare a very simple input file encoding a
reaction scheme (see the starrate.inp box in Fig. 2.1) and gather all the files, one for
each molecular species, containing data deriving from electronic-structure calculations.
These can be either in an internal standard format or directly output files of quantum-
chemistry packages,as exemplified in Fig. 2.1 for the case of the Gaussian package.
Currently StarRate supports output files from this quantum-chemistry package (.log
extension), though support for other popular electronic-structure programs is presently
being pursued (see also Refs. [121, 122] on the issue of interoperability and common
data formats in quantum chemistry). Then a Python script is run which extracts data
from the output files generated by the quantum-chemistry calculations and, driven by
the reaction scheme, collects the information in the proper sections of the XML file.
The structure of the XML interface is schematized in Fig. 2.2. The whole XML doc-
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XML

VC –> CCH_2 + HCN; TS1-I
VC –> HCCH + HCN; TS1-II

starrate.inp

⋮

Gaussian

VC.log
TS1-I.log
TS1-II.log
HCCH.log
CCH_2.log
HCN.log
⋮

St
ar
Ra
te molecules

steps

reactions

in
_o
ut

Figure 2.1: Diagram showing the interoperability between electronic-structure calcu-
lations, StarRate, and VMS through a dedicated hierarchical data structure XML
interface.

ument develops under a root element named escdata. The escdata has one child
element for each molecule named section_run. Each of these elements contains three
nodes: program_info, section_system, and system_single_configuration_cal-
culation. All the information regarding a molecule is handled by these three sibling
nodes. The program_info node contains two subnodes which keep track of quantum
chemical software name and .log file location. The section_system node contains ba-
sic information which does not require quantum chemical information (viz., molecular
charge, spin multiplicity, atom label, atomic numbers, rotational constants). The last
sibling, system_single_configuration_calculation contains information which re-
quires quantum chemical calculations (viz., vibrational constants, SCF energy, density
of state data). Finally, the last section_run collects information on physical condi-
tions and on the reaction under study. For illustrative purposes, the actual .xml file
for the reaction studied in Section 2.3 is given as supplementary material.
Once the XML has been generated, the StarRate program comes into play. The module
in_out reads the XML file (a well-built external Fortran library, FoX_dom [123], is used
for XML parsing) and saves the data for each molecule and step as structured arrays of
the molecules and steps modules, respectively. Some information such as vibrational
frequencies, rotational constants, electronic energy, are collected from the electronic-
structure calculations; some other information such as densities of states (see later on)
and single-step microcanonical rate coefficients are either also read as input data or
computed internally to StarRate. Lastly, the reactions module solves the kinetics
for the overall reactions using a chemical master equation method. At the end of the
calculations, VMS is used to access, visualize and analyze the data produced thanks
to the shared XML interface (see Fig. 2.1).
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XML format

Interface

Section run

Program info

Section system

Single configuration

Charge
Spin multiplicity
System name
Atom labels
Atomic numbers
Atomic positions
Rotational constants

Vibrational constants
Energy
DOS data

QM software name
Log file path

Section run

Physical condition

PES information

reactions

Temperature
Tunneling
Dos

No of reactants
No of Products
No of TS

Type of reaction
Reactant id
Product id
TS id

reaction

Section run

Program info

Section system

Single configuration

····

+

+

+

-

-

-

-

-

-

- ···
Figure 2.2: Hierarchical data structure of the XML interface.

2.3 Single-step reactions
The interconversion reaction between hydroxyacetone and 2-hydroxypropanal is an im-
portant reaction in the context of atmospheric chemistry because the hydroxyacetone
represent the simplest form of photochemically oxidised volatile organic compounds
[124]. In a recent study, Sun et al. [125] have considered the interconversion mecha-
nisms on several hydroxycarbonyl compounds, and much attention has been focused
on the interconversion reaction between hydroxyacetone and 2-hydroxypropanal. This
isomerization reaction can occur through three different mechanisms, 2 high-barrier
multistep processes and, as shown in Fig. 2.3, a direct mechanism via double hydride
shift involving a low-barrier concerted transition state. In their work, Sun et al. also
supposed that hydroxycarbonyl compounds can adsorb solar radiation, as carbonyl
compounds, from 320 to 220 nm and then undergo an internal conversion to the vi-
brationally excited ground state with an energy more than sufficient to overcome the
isomerization barrier, and computed RRKM microcanonical rate coefficients in order to
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Figure 2.3: Direct isomerization reaction mechanism between hydroxyacetone and 2-
hydroxypropanal.

understand how much the isomerization reaction is favored with respect to collisional
deactivation and fragmentation processes at a given excitation energy.
Within the RRKM theory [112, 113, 114], the microcanonical rate coefficient for the
reaction of Fig. 2.3 is given by the equation [126]

k(E) =
N ‡(E)

hρ(E)
(2.1)

where

N ‡(E) =

∫ E

0

ρ‡(E ′) dE ′ (2.2)

In Eqs. 2.1 and 2.2, h is Planck’s constants, N ‡(E) is the sum of states of the tran-
sition state (TS) (computed by excluding the normal mode with imaginary frequency
under the assumption that the motion along the reaction coordinates is separable from
that of the other modes), and ρ(E) and ρ‡(E) are the density of states (DOS, i.e.
the number of rovibrational states per energy interval) of the reactant molecule and
transition state, respectively. As apparent, a central quantity in this framework is the
molecular rovibrational density of states of the involved molecular species. This can
be easily worked out by convoluting its rotational and vibrational counterparts [127].
In the present version of the program, a classical expression is used for the rotational
DOS (see [100] for details), while the vibrational DOS is evaluated at uncoupled anhar-
monic level by adoption of the Stein-Rabinovitch[128] extension of the Beyer-Swinehart
algorithm[129]. An improved version of Eq. 2.1 accounts for the tunneling correction
by using a modified version of the sum of states N ‡(E) of the TS. A common and
efficient way of including tunneling is by means of the asymmetric Eckart barrier [130].
Within this model, the sum of state of the transition state is redefined by

N ‡
tunn(E) =

∫ E−V0

−V0

ρ‡(E − E ′)Ptunn(E
′) dE ′ (2.3)

where N ‡
tunn(E) is a tunneling-corrected version of the sum of state of the TS and V0

is the classical energy barrier for the forward reaction. The quantity Ptunn(E
′) is the

tunneling coefficient at the energy E ′, and is given by the expression

Ptunn(E
′) =

sinh(a) sinh(b)

sinh2((a+ b)/2) + cosh2(c)
(2.4)
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where, a, b and c are parameters defined by:

a =
4π

√
E ′ + V0

hνi(V
− 1

2
0 + V

− 1
2

1 )
, b =

4π
√
E ′ + V1

hνi(V
− 1

2
0 + V

− 1
2

1 )
, c = 2π

√
V0V1
(hνi)2

− 1

16
. (2.5)

Here, V1 is the classical energy barrier for the reverse reaction, and νi is the magnitude
of the imaginary frequency of the saddle point (in Eqs. 2.5, h = 1 if the energies are
expressed, as in this work, in cm−1).
For illustrative purposes, we computed the microcanonical rate coefficient for the direct
and inverse reaction of Fig. 2.3, both with and without tunneling correction. To this
purpose, the three molecular species were modeled by density-functional theory with
the B2PLYP-D3/jun-cc-pVTZ model chemistry. According to our calculations, the
forward reaction is exoergic by 1719 cm−1 with a barrier of 16448 cm−1 (the barrier for
the backward reaction is 14729 cm−1). The resulting microcanonical rate coefficients
k(E) are plotted in Fig. 2.4 (on a logarithmic scale) for the forward (blue line) and
backward (red line) reaction as a function of the energy relative to the hydroxyacetone
zero-point energy. In the same figure, the dashed curves are the tunneling-corrected
ones. As apparent, the tunneling correction enhances the reaction rate both in the for-
ward and backward direction, more visibly nearby the threshold region, thus lowering
the actual value of the reaction threshold in both directions.
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Figure 2.4: Microcanonical rate coefficients for the backward (red color) and forward
(blue color) isomerization reaction of hydroxyacetone and 2-hydroxypropanal (Fig. 2.3)
as a function of the energy relative to the reactant zero-point energy. Dashed lines are
the tunneling-corrected versions of the rate coefficients.

The thermal rate coefficient can easily be computed from the microcanonical rate
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coefficients using the following equation:

k(T ) =
1

Q(T )

∫ ∞

0

k(E)ρ(E)e−E/kBTdE , (2.6)

with Q(T ) being the partition function of the reactant species. The computed thermal
rate coefficients for the forward reaction (isomerization reaction of hydroxyacetone
to 2-hydroxypropanal) in the temperature range 151-501 K are given as Arrhenius
plot (log10 k(T ) versus 1/T ) in Fig. 2.5. Results are reported both neglecting (blue
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Figure 2.5: Arrhenius plot of the computed thermal rate coefficient (both neglect-
ing and including tunneling) for the isomerization reaction of hydroxyacetone to 2-
hydroxypropanal (Fig. 2.3) and of the Arrhenius and Arrhenius-Kooij best-fitting
curves.

triangles) and including (blue circles) tunneling. These data can be fitted to the popular
Arrhenius equation:

k(T ) = Ae−
Ea
RT (2.7)

(with A being the pre-exponential factor, Ea the activation energy, and R the gas
constant) or to the more refined Arrhenius–Kooij formula [131] (also known as modified
Arrhenius equation [132]) allowing for a temperature dependence of the pre-exponential
factor:

k(T ) = α(T/300)βe−γ/T , (2.8)

which essentially implies a linear variation of the activation energy with the tempera-
ture, Ea/R = γ+βT . The Arrhenius best-fitting curve for both the tunneling-corrected
and no-tunneling data are shown in Fig. 2.5 as dashed black line and solid black line,
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respectively. The Arrhenius-Kooij best-fitting curve for the tunneling-corrected data is
also reported as a red dashed line in the same Figure, while the best-fitting parameters
together with the associated coefficient of determination R2 are given in Table 2.1.

Arrhenius (Eq. 2.7), no tunneling

A (s−1) Ea/R (K) R2

1.01× 1012 23636.0 1.0000
Arrhenius (Eq. 2.7), with tunneling

A (s−1) Ea/R (K) R2

9.12× 109 21752.9 0.9973
Arrhenius–Kooij (Eq. 2.8), with tunneling

α (s−1) β γ (K) R2

1.20× 101 21.4 16000.4 0.9992

Table 2.1: Results of the fit of the Arrhenius and Arrhenius–
Kooij equations to the computed thermal rate coefficients for the
isomerization reaction of hydroxyacetone to 2-hydroxypropanal
in the temperature range 151-501 K.

As evident from Fig. 2.5 and Table 2.1, the Arrhenius equation perfectly fits the
thermal rate coefficients calculated by neglecting tunneling, yielding a R2 = 1.0000 and
an activation energy of 16428 cm−1 that compares well with the computed reaction
barrier. On the contrary, the tunneling-corrected thermal rate coefficients show a
deviation from linearity with decreasing temperatures. As a result, the Arrhenius
expression yields a worse best-fitting curve (R2 = 0.9973) and a lower activation energy
of 15120 cm−1, while a better fitting is obtained through the Arrhenius-Kooij equation
(R2 = 9.9992), which gives an activation energy of 14839 cm−1 at T = 250 K and of
13352 cm−1 at T = 150 K.

2.4 Multi-step reactions
The dissociation of vinyl cyanide (VC, C3H3N), is particularly interesting because it
involves multiple reaction channels and different sets of products (HCN, HNC, HCCH,
and :CCH2) and hence it serves as a very good test case for master-equation based
kinetic models. The potential-energy surface for this reaction has been investigated
in a recent work by Homayoon et al. [133] through ab initio CCSD and CCSD(T)
calculations with the 6-311+G(2d,2p) and 6-311++G(3df,3pd) basis sets. In the same
work, a reaction scheme involving ten unimolecular steps, three of which reversible, was
proposed. The ten reaction steps are summarized in Table 2.2, while the associated
reaction diagram is given in Fig. 2.6.
As shown in Fig. 2.6 and Table 2.2, VC can directly dissociate to product sets :CCH2

+ HCN and HCCH + HCN through steps 1 and 2 (the only direct dissociation paths),
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Reaction step Ea /cm−1

1 VC
k1f

GGGGGGGA :CCH2 + HCN 35185

2 VC
k2f

GGGGGGGA HCCH + HCN 41271

3 VC
k3b

GGGGGGBFGGGGGG

k3f
Int1-III 20076

4 Int1-III
k4f

GGGGGGGA HCCH + HCN 32947

5 VC
k5b

GGGGGGBFGGGGGG

k5f
Int1-IV 37494

6 Int1-IV
k6f

GGGGGGGAHCCH + HNC 12521

7 VC
k7b

GGGGGGBFGGGGGG

k7f
Int1-V 36724

8 Int1-V
k8f

GGGGGGGA :CCH2 + HNC 19727

9 Int1-III
k9f

GGGGGGGA :CCH2 + HNC 31128

10 Int1-III
k10f

GGGGGGGGA HCCH + HNC 32912

Table 2.2: Reaction steps involved in the dissociation mechanism
of vinyl cyanide considered in this work. The associated activa-
tion energies (relative to the zero-point energy of the reactant of
each step) are also given.

or lead to formation of reaction intermediates Int1-III (the most stable one), Int1-IV,
and Int1-V, further evolving to products. On the other hand, product HNC can only
be formed via indirect dissociation paths involving the above mentioned intermediates.
A screenshot of VMS showing the structures of all the molecular species involved in
this reaction is given in Fig. 2.7.
Within a master-equation approach (see for instance [134]), to determine the time
evolution of the relative abundance of the involved species, initially a matrix, K, is set
up by opportunely combining the microcanonical rate coefficients at a specified energy.
In particular, the diagonal elements Kii contain the loss rate of species i, while the
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Figure 2.6: Reaction diagram for the dissociation of vinyl cyanide yielding HCN, HNC,
:CCH2, and HCCH. All energies are relative to the reactant zero-point energy.

off-diagonal elements Kij contain the rate of formation of species i from species j. The
rate of change in the concentration of each species is given by the vector differential
equation:

dc

dt
= Kc (2.9)

where c is the vector of the concentrations of the species at time t. This is a lin-
ear differential equation and can be solved by diagonalization of K. In terms of the
eigenvector matrix Z and eigenvalue vector Λ, the solution of Eq. 2.9 reads:

c(t) = ZeΛtZ−1c(0) (2.10)

where, c(0) is the concentration vector at t = 0. In this model, a fundamental hypoth-
esis is that collisional relaxation occurs on time scales much shorter than those that
characterize phenomenological kinetics [135]. It is worth mentioning here that a more
general version of the master equation would involve diagonalizing a much larger ma-
trix explicitly including collisional relaxation [134]. However, if the above mentioned
hypothesis holds, the resulting eigenvalues would appear in two separated sets: one
made up by so-called internal energy relaxation eigenvalues (IEREs) and one made
up by so-called chemically significant eigenvalues (CSEs). These last eigenvalues, that
relate to the phenomenological kinetics of interest in interstellar space and atmospheric
studies, would be identical to those obtained by solving Eq. 2.9.
By using the methodology described, we computed the evolution of species with respect
to time through the StarRate program using the structural parameters of the species
given in Ref. [133], and computing the microcanonical rate coefficients through Eq.
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VC Int1­III Int1­IV Int1­V Int2­IV Int2­V

TS1­III TS1­II TS1­IV TS1­I TS1­VII TS1­VI

TS1­V TS2­III TS2­IV TS2­V TS3­IV

Figure 2.7: Structures of the reactant molecule (top left corner), intermediates (remain-
ing frames in the top row), and transition states (second and third rows) visualized
through the VMS software.

2.1. For the reader’s convenience, we give the full form of the matrix K for this reaction
(please note that expressions in square brackets, though spanning several rows, relate
to single matrix elements and are shown as such to give a compact picture of the
matrix):



VC HCCH :CCH2 HCN Int1-III Int1-IV HNC Int1-V

−

 k1f + k2f
+k3f + k5f

+k7f

 0 0 0 k3b k5b 0 k7b

k2f 0 0 0
[
k4f + k10f

]
k6f 0 0

k1f 0 0 0 k9f 0 0 k8f[
k1f + k2f

]
0 0 0 k4f 0 0 0

k3f 0 0 0 −
[

k3b + k4f
+k9f + k10f

]
0 0 0

k5f 0 0 0 0 −
[
k5b + k6f

]
0 0

0 0 0 0
[
k9f + k10f

]
k6f 0 k8f

k7f 0 0 0 0 0 0 −
[
k7b + k8f

]


In our calculations, the initial concentration of VC was taken as 1.0 and the concentra-
tion of other species was set to 0.0. The relative abundances of the involved species as
a function of time are plotted for two energies, namely E = 51764 cm−1 and E = 62000
cm−1, in Figs. 2.8 and 2.9, respectively.
By inspection of the plots, a first remark is that there is a sudden spike of the concen-
tration for Int1-III in a very small time range for both energies. This is because Step
3 involves a low activation energy (20076 cm−1) compared to Int1-IV (37494 cm−1)
and Int1-V (36724 cm−1), and the intermediate Int1-III is relatively stable compared
to the other two (the stability of Int1-III is also reflected by the long sigmoidal tail of
the plot). At the considered energies, these last two species are virtually never present
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Figure 2.8: Relative abundance of the species involved in the dissociation of vinyl
cyanide as a function of time at energy E = 51764 cm−1 relative to the reactant zero-
point energy.

and as soon as formed evolve into products. The reaction paths involving these two
intermediates (the only ones leading to formation of HNC) become increasingly impor-
tant at E = 62000 cm−1; in fact, while the branching ratio HCN/HNC tends to a value
of about 2.5 at E = 51764 cm−1, a branching ratio of 1.9 is obtained at E = 62000
cm−1. The predicted branching ratio at E = 51764 cm−1 nicely compares with the
experimental estimate of 3.3 of Ref. [136] and the theoretical one of 1.9 of Ref. [133]
(where, however, only vibrational densities and sum of states were taken into account
in the calculation of the microcanonical rate coefficients), substantially improving over
former theoretical calculations yielding a branching ratio of over 120 [137].
An interesting feature offered by VMS, is that of visualizing matrices in a ‘heat-map’
fashion through a color palette reflecting the actual value of the elements. A heat-
map of K for the rate coefficient at E = 62000 cm−1 is given in 2.10. Looking at the
first column and recalling the meaning of the Kij elements, one can see that VC is
directly converted to all the remaining species except HNC. The highest conversion
rate (darkest gray) is towards Int1-III, while the rate of formation of the other two
intermediates from VC is slower due to higher activation energies. Direct conversion
to product sets containing HCN is also fast. On the contrary, as already mentioned,
HNC is not formed directly from VC (blank square in position 7,1). Looking at the
whole matrix, the darkest squares are those of the matrix elements connecting Int1-IV
and Int1-V to products, due to the associated lowest activation energy. This is in line
with the fact that, as also shown by Fig. 2.8, these intermediates evolve rapidly to
products.
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2.5 Conclusions
In this paper the implementation of a computer program for chemical kinetics of multi-
step reactions and its integration with the graphical interface of the Virtual Multifre-
quency Spectrometer has been discussed. The developed computational machinery is
built around an input/output interface using a hierarchical data structure based on
the XML language and shared in common with VMS. Details are given on the imple-
mentation of the calculation of microcanonical rate coefficients for the single steps of a
unimolecular reaction, and on the modeling of the time evolution of the relative abun-
dance of the involved species. The main features of the program have been illustrated
through two example reactions, namely the atmospherically relevant interconversion
between hydroxyacetone and 2-hydroxypropanal, and the production of HCN and HNC
by dissociation of vinyl cyanide. Work is ongoing in our laboratory to account for bi-
molecular entrance channels, enhance the potentialities of the program, and integrate
it in virtual-reality environments [138, 139].
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2.6 New developments
In this section is reported a brief discussion about the implementation in StarRate
of new features for the treatment of bimolecular reactions, the tunneling effect, the
anharmonicity and the models for the description of the radiative emission which are
currently underway.
As regards the bimolecular treatment, the capture models which have already discussed
in Sec. 1.3.4 are capable of describing the ion-molecule and radical-molecule reactions.
These reaction classes are the most important in Astrochemistry since most of the
identified molecular species are ions or radicals. The canonical and microcanonical
formulation of the models used to compute the rate constants for these reaction classes
have been implemented and are being tested using the LDA and the Gorin formulas.
In the following subsection 2.6.1 is provided the microcanonical formulations of the
capture models implemented in StarRate, while the canonical formulations have already
been given in subsection 1.3.4.
Concerning tunneling, the ZCT model has been implemented and tested only for single-
step reactions using the formulation described in Sec. 1.3.5. The implementation of
the SCT model is also planned as it has proven to be more accurate for the description
of tunneling, which is fundamental at the very low temperatures characterizing the
ISM. Indeed, for those multistep reaction channels which have barriers slightly above
the reactant limit, tunneling plays a fundamental role in defining the competition
with other reactive channels having similar reaction barriers. In Fig. 2.11 is depicted
the above mentioned case. The reaction steps involving TS1 and TS3, which are
highlighted in red, are the rate determining steps for which the choice of tunneling
model will determine the accuracy of the final branching ratios.

Figure 2.11: Reaction profile of chemical reaction pathways having high energy barriers
overcoming the reactants asymptotic limit.
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However, for barrierless reactions with submerged transition states, all species involved
are highly vibrationally excited. At high values of vibrational energy the effect of
anharmonicity on the structure of the vibrational levels of molecular systems becomes
stronger and stronger. In Fig. 2.12 is reported an approximate representation of the
anharmonic vibrational level of each species involved in a multistep reaction. As can
be seen, the anharmonic description of the vibrational levels considerably modifies the
DOS for all the species involved in the reaction. It is therefore very important to take
these effects into account as they could significantly affect the rate constant values. The
accurate computation of the DOS and the partition functions becomes crucial to obtain
reliable and accurate rate constants. So, the methodology that will be used to take into
account the anharmonic correction performed by StarRate will involve the combination
of the anharmonic ZPE, the fundamental vibrational frequencies calculated at the
anharmonic level with the Stein-Rabinovitch model to determine the DOS through the
separable Morse oscillator model, which is satisfactory for small molecules as is the
case for molecules of astrochemical interest[98].

Figure 2.12: Representation of a multistep reaction which highlights the effect of an-
harmonicity on the distribution of vibrational levels for all stationary points of the
reaction profile.

As already discussed in Sec. 1.3.6, given the low pressures characterizing the ISM,
the collisional stabilization due to the thermal bath becomes inefficient. To stabilize,
reactive systems must therefore release excess vibrational energy through radiative
emission, which in the case of radiative association reactions between radicals plays
a fundamental role. This process guarantees the depopulation of the most excited
vibrational levels making the backward dissociation reaction disfavoured. In Fig.2.13
is shown a graphical representation of the stabilizing effect for an association reaction
between two initial reactants A e B. On the left side is depicted the highly vibrationally
excited system where all the levels are populated, on the right side the system is
represented after that the radiative emission occured indeed the distribution of the
population changed and the lower levels results to be more populated.

The stabilizing effect of the radiative emission for the ion-molecule and radical-
molecule association processes whose formulation was discussed in section 1.3.6 has
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∆ ∆

Figure 2.13: Representation of the stabilization effect due to the radiative emission. kf
and kb are the forward and backward (or back-dissociation) rates for the bimolecular
association step.

been implemented and is currently under testing.
In Fig.2.14 is provided a schematic representation of future (currently in progress)
implementations.
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Figure 2.14: Mind map of the features currently under implementation in StarRate.
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2.6.1 Bimolecular steps

Given the reversible barrierless association reaction:

A+B
kf

GGGGGGBFGGGGGG

kb
C

We can compute kf using the capture models depending on the nature of the interacting
reactants. To compute the back-dissociation rate coefficients we can rely on the detailed
balance principle:

kf (A+B GGGAC) ∗ ρ(A+B) = kb(C GGGAA+B) ∗ ρ(C) (2.11)

Depending on the nature of the reactants the derivation and formulation of kf and kb
will be different. There are two types of bimolecular reactions primarily important in
astrochemical context: ion-neutral and neutral-neutral reactions.

Radical-molecule reactions

The capture cross section for the radical-neutral or neutral-neutral collision varies by
R−6 where, R is the distance between the two neutral fragments. The corresponding
microcanonical rate constant is given by:

k(Ec) = 3π
1√
µ
C

1
3
6

(
Ec

2

) 1
6

(2.12)

where, C6 is the effective collisional coefficient, Ec is the collisional energy, µ is the
reduced mass of the two fragments [140].

Ion-molecule reactions

In one of the standard capture models for ion-dipole reactions, based on the locked-
dipole approximation (LDA), the dipole moment is assumed to be locked with the
energetically favorable orientation along the collision axis, which results in the long
range interaction potential:

VLDA,l(R) = − α′e2

8πϵ0R4
− eµel

4πϵ0R2
+

ℏl(l + 1)

2µR2
(2.13)

The LDA leads to an expression for the energy dependent rate constant:

kLDA (Ec) = kL +
eµel

2
3
2 ϵ0

√
µEc

(2.14)

where kL is Langevin rate constant which can be rewritten in this way:

kLDA (Ec) = 2πq

√
α

µ
+

√
2πqµD√
µEc

(2.15)

where q is the charge of the ion, α is the polarizability of the neutral species, µ is
the reduced mass of the ion-neutral pair, µD is the permanent dipole moment of the
neutral species, Ec is the collisional energy[141].
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Chapter 3

Gas-Phase Formation and
Isomerization Reactions of
Cyanoacetaldehyde, a Prebiotic
Molecule of Astrochemical Interest

In this Chapter is proposed a kinetic investigation carried out with the StarRate pro-
gram of a possible gas-phase formation and isomerization reaction of Cyanoacetalde-
hyde (NC-CH2CH=O), a prebiotic molecule of astrochemical interest supposed to be
involved in the synthesis of nucleobases when reacts with urea in solution but not yet
detected in the ISM. The barrierless radiative association reaction between the two rad-
ical fragments formyl(HCO) and cyanomethyl(CH2CN) has been investigated through
a DFT quantum chemical approach combined with the application of the ’Cheap’ com-
posite scheme to model the accurate energetics of the reaction pathways. Our results
indicate that the direct association of the two reacting radicals (HCO and CH2CN) is
strongly exothermic and thus thermodynamically favoured under the harsh conditions
of the ISM. The StarRate program has been employed to compute the relative abun-
dances of the reaction products as a function of time and energy in order to determine
which of all the isomers considered in the reaction mechanisms resulted to be the most
abundant. Radiative emission rates of the association product have been computed in
order to prove that the initial association reaction between the two radical fragments
was effective and that the reaction product would not dissociate towards the reactants.
From the kinetic results, the two main products of the reaction appear to be the cis
and trans isomers of cyanoacetaldehyde, with a cis/trans ratio equal to 0.35:0.65 in
an energy range compatible with those of the ISM. This Chapter is based on an article
already published by Ballotta et. al [142].
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3.1 Introduction
The discovery of pyrimidine traces in carbonaceous meteorites in 1979 attracted a lot
of attention to the study of possible synthetic pathways for this important scaffold
of RNA and DNA bases. During the years, several models have been proposed and
experiments have been performed in order to simulate conditions resembling those of
the Interstellar Medium (ISM) or primitive Earth for the formation of molecules such
as purine and pyrimidine from so-called complex organic molecules (COMs).
In this context, the involvement of cyanoacetaldehyde in the synthesis of the pyrimi-
dine bases has been investigated for a long time. Early experimental studies in aqueous
solution were performed already in 1968 by Ferris et al.[143], who suggested a prebi-
otic synthesis of pyrimidine starting from cyanoacetylene and cyanate, because of their
supposed high abundances in the primordial soup and, for HC3N, also in Titan’s at-
mosphere. However, a few years later (1973) Ferris et al.[144] described an alternative
route to formation of the same molecule starting from the condensation of cyanoac-
etaldehyde and guanidine to form 2,4-diaminopyrimidine that hydrolyzed to cytosine
and uracil, and suggested that this route might be favoured with respect to the former
one due to the lower tendency of cyanoacetaldehyde and guanidine (with respect to
cyanoacetylene and cyanate) to react with other nucleophiles, thus featuring a greater
stability as starting materials.
Since then several alternative synthetic routes to pyrimidine have been proposed which
included other cyanoacetaldehyde reaction partners such as urea.[145] Robertson et
al.[146] suggested to use concentrated urea solutions (similar to those found in evap-
orating lagoons or in pools on drying beaches on the early Earth) in order to favor
the reaction with cyanoacetaldehyde to form cytosine in yields of 30-50%. Addition-
ally, theoretical investigations have been undertaken to study the possible pyrimidine
and purine synthetic routes [147]. For example, Kaur and Sharma [148] have per-
formed computational simulations, using Density-Functional Theory (DFT), of the
possible free radical ammonia-mediated pathways for cytosine and uracil formation,
where cyanoacetaldehyde plays a key role, and, more recently, a computational study
of water-catalyzed synthetic route to pyrimidine bases starting from cyanoacetaldehyde
and guanidine has been presented [149].
Due to its relevance in the above discussed reactions, cyanoacetaldehyde (and its
enolic isomers) has been the subject of computational and experimental IR[150] and
Microwave[151] spectroscopic characterization, in order to facilitate its search in the
ISM by comparison of laboratory spectra with those recorded by modern and powerful
telescopes. These studies also showed that cyanoacetaldehyde conformers are more
stable than the enolic isomers due to the presence of a nitrile group which weakly
interacts with the hydrogen atom of the carbonyl group.
Despite all these efforts, cyanoacetaldehyde has not yet been detected in the ISM. A
mandatory step for a better assessment of the role of this important molecule in the
ISM is the investigation of the possible mechanisms for its formation. A computational
study reported on a gas-phase model for the cyanoacetylene hydrolysis reaction, con-
sidered as a fundamental step for the formation of cyanoacetaldehyde [152]. However,
the activation energy for the addition of water to the cyanoacetylene triple bond turned
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out to be too high, so that this reaction channel should be closed under the extreme
conditions of primitive Earth and ISM. This led the authors to hypothesize a catalytic
process on a grain surface which is able to decrease the activation energy.
In the present study we suggest an alternative mechanism for the formation of cyanoac-
etaldehyde, involving two radicals already detected in the ISM, namely cyanomethyl
(CH2CN) and formyl (HCO), and focus on the chemical evolution of cyanoacetalde-
hyde. In particular, the isomerization mechanism of cyanoacetaldehyde and its cyanoviny-
lalcohol isomers, which are formed in equilibrium with cyanoacetaldehyde, is also ana-
lyzed. Moreover, some cyanoacetaldehyde dissociation reaction paths are investigated
in order to determine if such dissociation products are more stable than cyanoacetalde-
hyde. Finally, in order to provide a quantitative picture of the reaction progress, we
modeled the chemical kinetics of the reaction and computed the branching ratios for
all the isomers and reaction products with the help of the StarRate computer program,
[100, 153] specifically designed to study astrochemical reactions.
The article is organized as follows. In Sec. 3.2, the computational methods are de-
scribed. In Sec. 3.3, the computed reaction mechanism is discussed with reference to
the stationary points of the potential-energy surface (PES). In Sec. 3.4, the kinetics of
the reaction is addressed. Sec. 3.5 is devoted to conclusions and perspectives.

3.2 Computational Details
On the grounds of previous experience, [154, 155, 156] geometry optimizations and
zero-point corrected electronic energies of reactants, transition states, intermediates,
and products along the reaction pathways were obtained by the B2PLYP [157, 158]-
D3[159] double-hybrid functional in conjunction with the jun-cc-pVTZ basis set [160].
The stationary points on the reaction pathways were characterized as minima (reac-
tants, intermediates and products) and saddle points (transition states) based on vi-
brational frequency calculations. The transition states obtained were further confirmed
using intrinsic reaction coordinate (IRC) [161] scans at the same levels of theory. For
reference purposes, calculations were performed also using the rev-DSD-PBEP86 [162]
functional. This combination of functional and basis set will be referred to in the
following as rDSD.
After that, for all stationary points computed with the B2PLYP-D3 functional, im-
proved electronic energies were obtained by means of the ‘Cheap’ composite method,
which includes core-valence correlation energy and complete basis set extrapolation
at the MP2 [163] level on top of CCSD(T) [164] energies computed with a triple-zeta
basis set [165, 166, 167, 168], and has proven to provide absolute deviations from
sophisticated HEAT-like composite schemes within 2 kJ mol−1[154, 169]. In detail:

ECheap = ECCSD(T)/VTZ +∆EMP2/CBS +∆EMP2/CV (3.1)

where

∆EMP2/CBS =
43EMP2/QZ − 33EMP2/TZ

43 − 33
− EMP2/TZ (3.2)

and
∆EMP2/CV = EMP2/pCVTZ, a.e. − EMP2/pCVTZ, f.c. (3.3)
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with ∆EMP2/CV being the energy correction due to the core correlation evaluated at
the MP2/cc-pCVTZ level. In Eq. 3.2, ∆EMP2/CBS is the MP2 correlation energy
extrapolated to the CBS limit by using n−3 extrapolation formula applied to the cc-
pVTZ and cc-pVQZ basis sets[170, 171]. A zero-point vibrational energy correction
based on B2PLYP-D3 calculations was applied to ‘Cheap’ electronic energies, and DFT
vibrational frequencies obtained with the same functional were used for kinetics cal-
culations. All B2PLYP and rDSD calculations were performed using Gaussian09[172],
while ‘Cheap’ calculations were performed using CFour [173, 174].
Kinetics calculations were performed as described in Sec. 3.4 with the help of the
StarRate program [100, 153] interfaced to the Gaussian code through a versatile XML
interface (see also Refs. [121, 122] on the issue of interoperability between electronic-
structure and dynamics/kinetics programs).

3.3 The potential energy surface
We start the presentation of our results by illustrating the computed mechanism for
the formation of cyanoacetaldehyde starting from two radicals widely detected in the
ISM, namely formyl (HCO) and cyanomethyl (CH2CN). A large part of the possible
isomerization and dissociation mechanisms of cyanoacetaldehyde has been included
in the mechanism, which is shown in full in Fig. 3.1. To simplify the analysis, the
mechanism has been divided in four parts, whose reaction mechanisms and PES profiles
are illustrated in Figs. 3.2-3.5 and commented in the following. Then, the reaction
paths in these four parts that are compatible with ISM conditions have been collected
for a comprehensive view in Fig. 3.6. Finally, the zero-point corrected energies of
the species involved in the whole reaction are summarized in Table A.1 reported in
Appendix A. Before moving to the analysis of the four parts of the overall reaction
mechanism, we note that the rDSD calculations outperform the B2PLYP ones when
compared to ‘Cheap’ data, as indicated by root-mean-square (RMS) errors reported in
the caption to Table A.1.

66



2-CVA

2-ICVA

6-ICVA

Figure 3.1: Comprehensive view of the reaction mechanism for the formation of
cyanoacetaldehyde from the formyl and cyanomethyl radicals considered in this ar-
ticle.
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3.3.1 Reaction Channel 1

Figure 3.2: Energetics of the isomerization of cyanoacetaldehyde conformers (1-CA,
2-CA), cyanovinylalcohol isomers (1-CVA, 2-CVA, 3-CVA, 4-CVA, 5-CVA, 6-
CVA), Isoxazole and acetylcyanide (AcC). Dissociation to cyanoacetylene and water
(C+D) is also included. Energies in kJ mol−1 relative to the dissociation limit.

Reaction Channel 1 (violet frame in Fig. 3.1) includes the association and isomer-
ization reaction path of cyanoacetaldehyde conformers (1-CA, 2-CA) to Isoxazole,
acetylcyanide (AcC) and all the cyanovinylalcohol isomers (1-CVA, 2-CVA, 3-CVA,
4-CVA, 5-CVA, 6-CVA) obtained from keto-enolic tautomerization. The related
mechanism and PES profile are reported in Fig. 3.2. The A+B critical point in the
reaction profile represents the reactant asymptote (algebraic sum of the zero-point cor-
rected energies of the two radical fragments HCO and CH2CN) or dissociation limit.
The notation Prc in this and the following reaction schemes stands for pre-reactive
complex. In the following, all energies will be given relative to this value. When the
two reactants start to interact, they spontaneously give the two conformers 1-CA at
-301.9 kJ mol−1 and 2-CA at -305.0 kJ mol−1, depending on the initial relative orienta-
tion of the incoming radicals. The geometry optimization leads to a barrierless attack
of the sp C eletrophilic center of HCO to the sp2 C nucleophilic center in CH2CN.
1-CA is slightly less stable than 2-CA probably due to a destabilizing repulsive elec-
trostatic interaction between oxygen and nitrogen. Interconversion between the two
conformers is possible through rotation around the C-C single bond (through TS1b
with energy -295.4 kJ mol−1). As already mentioned, also the isomerization process
from 1-CA to Isoxazole has been studied. The transition state TS1d, involving the
simultaneous transposition of the hydrogen from methylene to the nitrile carbon and
the attack of the nitrile carbon by carbonyl oxygen, has been found at 27.2 kJ mol−1

above the reactant asymptote, which makes this pathway unlikely in the ISM. 2-CA
can give keto-enolic tautomerization to 1-CVA through TS2b (involving transposition
of the hydrogen from methylene to the carbonyl oxygen) that lays at -54.2 kJ mol−1.
From 1-CVA, two further isomerization pathways have been explored, related to the
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conformational isomerization towards 2-CVA through TS3b and the isomerization
process towards the carbenic intermediate IM1b through TS5b. According to our
calculations, only the first isomerization process can occur in the ISM because TS3b
lays below the asymptotic limit at -270.2 kJ mol−1. The other isomerization process
cannot occur because TS5b lays 21.9 kJ mol−1 above the dissociation limit. Finally,
several other isomerization processes have been studied, such as the formation of 3-
CVA, 4-CVA (plus its dissociation to C+D), 5-CVA, 6-CVA and AcC. Only the
two conformers, 6-CVA and 5-CVA, can be formed through a complex isomerization
pathway which involves a relatively high energy transition state TS6b laying at 1.4 kJ
mol−1 and two carbenic intermediates IM3b and IM4b. However, this is not expected
to be an efficient path as it involves a relatively high energy barrier of 289.7 kJ mol−1.

3.3.2 Reaction Channel 2

Figure 3.3: Energetics of the isomerization of cyanoacetaldehyde conformers (1-CA,
2-CA) and cyanovinylalcohol isomers (1-CVA and 2-CVA) to isocyanoacetaldehyde
conformers (1-ICA and 2-ICA) and isocyanovinylalcohol isomers (1-ICVA and 2-
ICVA). Energies in kJ mol−1 relative to the dissociation limit.

Reaction Channel 2 (green frame in Fig. 3.1), involves the conversion, through isomer-
ization reactions, of cyano compounds to related isocyano compounds. Mechanisms
and PES profile are given in Fig. 3.3. We found that most of the stationary points
ruling this reaction channel lay below the dissociation limit, thus offering competitive
reaction paths with respect to the isomerization mechanisms of the Reaction channel
1. In analogy with Channel 1, also in Channel 2 the initial barrierless attack of the two
reactants to give 1-CA and 2-CA and the keto-enolic tautomerization process to give
1-CVA and 2-CVA are included in order to make the explanation of the mechanism
clearer. Starting from 1-CA and 2-CA, two isomerization processes were computed
to give 1-ICA at -206.4 kJ mol−1 and 2-ICA at -210.9 kJ mol−1. 2-ICA is slightly

69



more stable than 1-ICA, probably due to a destabilizing repulsive electrostatic inter-
action between oxygen and nitrogen in the latter species. Two transition states, TS1a
and TS2a, related to the nitrile/isonitrile isomerization processes, have been found at
-44.4 kJ mol−1 and at -52.4 kJ mol−1. Also in this case, the interconversion between
1-ICA and 2-ICA has been studied. The conformational transition state TS3a, re-
lated to the interconversion process, has been found at -195.0 kJ mol−1. Moreover, the
isomerization from isocyanoacetaldehyde (2-ICA) to isocyanovinylalcohol (1-ICVA)
has been investigated. Two possible pathways have been considered: the keto-enolic
tautomerization reaction from 2-ICA to 1-ICVA through TS6a and the isomerization
from 1-CVA to 1-ICVA through TS8a. Based on our calculations, only the second
pathway can occur in ISM conditions, because TS8a lays at -40.1 kJ mol−1 (TS6a
shows instead an energy of 52.5 kJ mol−1). Finally, the conformational isomerization
of 1-ICVA into 2-ICVA has been examined through two possible pathways: the rota-
tion around the dihedral angle included by HOCC, from 1-ICVA to 2-ICVA through
TS7a and the nitrile/isonitrile isomerization from 2-CVA to 2-ICVA through TS9a.
Both pathways can take place in the ISM, as none of them exhibits an energy barrier
above the reactant asymptote.

3.3.3 Reaction Channel 3

Figure 3.4: Energetics of the isomerization of isocyanoacetaldehyde conformers, iso-
cyanovinylalcohol isomers (1-ICVA, 2-ICVA, 3-ICVA, 4-ICVA, 5-ICVA and 6-
ICVA), Oxazole and acetylisocyanide (IAcC). Dissociation to H+D also included.
Energies in kJ mol−1 relative to the dissociation limit.
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Reaction Channel 3 (blue frame in Fig. 3.1) includes the isomerization mechanisms of
isocyanoacetaldehyde conformers (1-ICA and 2-ICA) to Oxazole, acetylisocyanide
(IAcC) and all isocyanovinylalcohol isomers (1-ICVA, 2-ICVA, 3-ICVA, 4-ICVA,
5-ICVA and 6-ICVA) obtained from the keto-enolic tautomerization. Furthermore,
the dissociation path from 2-ICVA to H+D and the isomerization of 3-ICVA into
IAcC are included. Reaction mechanism and PES profile are given in Fig. 3.4, where
the dashed lines connecting A+B to 1-ICA and 2-ICA indicate that formation of
isocyanoacetaldehyde from the reactants is indirect and proceeds through steps that
are not shown in the scheme and that have been discussed in the previous subsections.
Based on our calculations none of the above mentioned pathways can take place in the
ISM because too high energy barriers are involved.

3.3.4 Reaction Channel 4

Figure 3.5: Energetics of the dissociation of cyanoacetaldehyde conformers (1-CA and
2-CA) and cyanovinylalcohol isomer (2-CVA). Energies in kJ mol−1 relative to the
dissociation limit.

Reaction Channel 4 (yellow frame in Fig. 3.1) includes some of the possible dissoci-
ation reactions of cyanoacetaldehyde to compounds already detected in the ISM such
as ketene and hydrogen cyanide (E+F), cyanoacetylene and water (C+D), together
with an isomerization reaction leading to the formation of carbene compounds (Carb1,
Carb2). Reaction mechanisms and PES profile are given in Fig. 3.5. This portion
of reaction mechanism thus features another isomerization reaction and two dissocia-
tion mechanisms. The isomerization reaction leads to the formation of two carbenic
compounds Carb1 and Carb2, as possible products of a combustion process, how-
ever, very unlikely at the ISM conditions. On the other hand, IM1c, also known as
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oxiranecarbonitrile[175], can be populated, because TS1c lays 12.2 kJ mol−1 below the
reactants. The two dissociation mechanisms (to C+D and E+F) lead to the formation
of other species widely detected in the ISM: ketene (H2C2O), hydrogen cyanide (HCN),
cyanoacetylene (HC3N) and water (H2O). However, also for such paths too high en-
ergy barriers were found. Some additional remarks are in order about the dissociation
mechanism which leads to HC3N + H2O since our results point out some differences
with respect to the pathways proposed by Horn et al[152]. As already mentioned, those
authors studied the formation of cyanoacetaldehyde from the cyanoacetylene (HC3N)
hydrolysis, concluding that 1-CVA is the favoured product issuing from the attack of
H2O to HC3N. We carried out an IRC computation in order to verify which conformer
is preferred upon addition of H2O to HC3N. According to our computations, 2-CVA
is the preferred conformer. Moreover, Horn et al. proposed a conversion from cis to
trans configuration, which leads to a very unstable transition state. After that, from
1-CVA, they found a transition state ruling the keto-enolic tautomerization, which
leads to the formation of 2-CA. Our calculations suggest that this is not the most
efficient mechanism for the keto-enolic tautomerization reactions. As an alternative,
we propose that the cis/trans isomerization is not needed to obtain 2-CA, but, rather,
that 2-CVA isomerizes to 1-CVA and then to 2-CA. This path does not involve the
high-energy transition state ruling the cis/trans isomerization. In addition, the com-
parison of the reaction profile shows a good agreement of the energy barriers involved
in both mechanisms, which confirms the validity of our computational procedure. Two
further dissociative pathways involving the breaking of C-C, C-O and C-H bonds and
leading to astrochemically relevant species were also investigated (though they are not
shown in the figure). The first of these involves the dissociation of 6-CVA to HOCN
(cyanic acid) and HCCH (acetylene), two species that have already been detected in
the ISM. The second one involves the dissociation of 1-CA to NCHCCO (cyanoketene,
not yet detected in the ISM) and H2. Both pathways proceed through formation of
a transition state and a pre-reactive complex. However, in both cases the transition
state lies significantly above the reactant asymptotic limit (120.2 and 18.5 kJ mol−1,
respectively), so that both processes have no relevance in the ISM conditions.
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3.3.5 Astrochemically relevant reaction pathways

Figure 3.6: Comprehensive view of the astrochemically relevant paths (those high-
lighted in red in Figs. 3.2-3.5) of the reaction scheme computed in this work.

3.4 Kinetics
The potential energy surface for the reaction of cyanomethyl and formyl radicals com-
puted in this work and presented in Sec. 3.3 gives an in-depth view of the overall
mechanism of formation of cyanoacetaldehyde and its possible evolution. However, a
comprehensive understanding of the evolution of the reaction along competitive paths
can only be attained by modeling the associated reaction kinetics, that provides a de-
tailed description of the reaction progress and helps in predicting the chemical traces
that might be detected experimentally in interstellar space. In principle, the time
evolution of a chemical reaction should be addressed through a quantum treatment
of the underlying nuclear motion. However, exact quantum-dynamics calculations are
only achievable for very small systems [102, 104, 105, 106]. Approximate quantum-
dynamical methods are able to extend this limit to slightly larger systems but are
definitely out of reach for the reactions such as that reported in this article. More
affordable, yet reasonably accurate, approaches are either a (quasi-)classical treatment
[109, 110, 111] of the nuclear motion or simpler approximations rooted into some flavour
of the transition-state theory (TST), where the kinetic information is obtained from
the stationary points characterizing the PES. In the present case, the branching ratios
among the several reaction products were obtained from unimolecular kinetics calcula-
tions in the Rice-Ramsperger-Kassel-Marcus (RRKM) framework[112, 113, 114] for all
the steps following the bimolecular association. The reaction rates issuing from those

73



computations are next combined in a master equation treatment. The microcanonical
rate constants (k(E)) of each unimolecular step are given by

k(E) =
N ‡(E)

hρ(E)
(3.4)

where, E is the energy, N ‡(E) is the rovibrational sum of states of the transition state,
h is the Planck’s constant and ρ(E) is the rovibrational density of states of the reactant
species. The vibrational densities of states were calculated by the Stein-Rabinovitch
algorithm [128] and are then convoluted with classical rotor densities of states to obtain
the final rovibrational densities. Sums of states were computed by a simple integration
of the corresponding densities. Then, the chemical master equation is constructed by
using all the individual rate constants for each step. In this framework, the evolution of
the relative abundance of each involved species as a function of time can be described
by an ordinary first order differential equation

dc(t)

dt
= Kc(t) (3.5)

where c(t) is the vector of the concentration of the species at time t, and K is a square
matrix containing proper combinations of the microcanonical rate constants for each
step at a given energy. Accordingly, the time evolution of the species concentrations
can be obtained by matrix diagonalization techniques according to

c(t) = ZeΛtZ−1c(0) (3.6)

where, c(0) is the species concentration at t = 0, Λ is the eigenvalue vector and Z
is the eigenvector matrix. The readers are referred to Refs. [100, 153] for further
details about the StarRate implementation. As described in detail in Sec. 3.3, the title
reaction starts with formation of 1-CA from association of cyanomethyl (CH2CN)
and formyl radicals (HCO). This species can isomerize to 2-CA, and both isomers can
further evolve along several different pathways. Several reaction channels are, however,
ruled by energy barriers laying above the reactant asymptote, thus being unlikely in
the ISM. According to the results discussed in the preceding sections, only the following
species can be formed by reactions involving only submerged barriers: 1-CA, 2-CA,
1-CVA, 2-CVA, 1-ICA, 2-ICA, 1-ICVA, 2-ICVA, and IM1c.
This last species, however, is far less relevant than the others as it is accessed by a
reaction step from 1-CA through TS1c involving a very high energy barrier (289.7 kJ
mol−1). In order to investigate the kinetics of the isomerization reactions of cyanoac-
etaldehyde, we addressed an energy range from 0 to 6 kJ mol−1 (equivalent temperature
720 K), corresponding to the typical accuracy of popular composite schemes and rep-
resenting a conservative upper bound to the accuracy of the computed energy barriers.
In the following, we first show for illustrative purposes the time evolution of the relative
abundances of the several involved species for a selected energy of 5 kJ mol−1 (enough
to open up a ‘non-submerged’ reaction path), and then discuss the final populations
(those resulting in the infinite future) over the entire considered energy range. As
shown in Fig. 3.6, at 5 kJ mol−1 additional reaction channels open up leading to 1)
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Figure 3.7: Relative abundance (arbitrary unit) vs time plot at 5 kJ mol−1.
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Figure 3.8: Relative abundance (arbitrary unit) vs time plot at 5 kJ mol−1.

formation of 5-CVA and 6-CVA through TS6b (laying at 1.4 kJ mol−1), IM3b and
IM4b, and 2) formation of IM1b and IM2b through TS8b (laying at 3.3 kJ mol−1).
Among these species, only 5-CVA and 6-CVA turned out to be non-negligibly in-
volved in the reaction, while all others (including the previously mentioned IM1c)
resulted in relative abundances well below 0.1%. We will therefore from now on focus
our analysis on the following ten species: 1-CA, 2-CA, 1-CVA, 2-CVA, 1-ICA,
2-ICA, 1-ICVA, 2-ICVA, 5-CVA and 6-CVA.
In Fig. 3.7, the relative abundance of the ten main products outlined above is plotted
as a function of time in a very short time frame at the beginning of the reaction (10−11

s) for an energy of 5 kJ mol−1. The figure shows that rapidly (in a time frame of less
than 2×10−12 s), the 1-CA-2-CA isomerization process occurs (in agreement with its
very low activation energy) and a 1-CA:2-CA ratio of 0.35:0.65 is soon established.
This picture undergoes slight changes when moving to the analysis of a larger time
frame. In the left panel of Fig. 3.8, the relative abundances for the same species at the
same energy of 5 kJ mol−1 are plotted as a function of time up to 6 s. The right panel
reproduces the same plot using a logarithm scale for both axes. In this figure, the
detail on the conversion between 1-CA and 2-CA is lost, but additional information
is gained on the progress of the overall reaction. In fact, as more visible in the right
panel of the figure, formation of other species occurs at different time scales, whereby,
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Figure 3.9: Final populations for all the species for an energy range of 6 kJ mol−1

above the dissociation limit.

for instance, 1-ICA and 2-ICA rapidly reach a relative abundance of ∼ 10%, while
those of 5-CVA and 6-CVA reach a comparable plateau only after about 2 seconds.
The relative abundance of 1-CA and 2-CA is of course affected by the population
of the other species as the reaction proceeds (decreasing to values of 0.23 and 0.43,
respectively), however their ratio keeps almost constant at a value of 0.35:0.65. In
order to assess how these results are affected by the available energy and obtain a
more informative picture, we plot in the left panel of Fig. 3.9 the final populations for
an energy range up to 6 kJ mol−1 (corresponding, as already mentioned, to an upper
bound for the accuracy of the computed energy barriers).
The right panel of the figure shows the same plot using a logarithm scale for the relative
abundances. It is apparent that the picture is essentially the same for all considered
energies, with the relative abundance of 2-CA almost doubling that of 1-CA, and with
the relative abundances of the minor species undergoing minor changes, except near an
energy of 1.4 kJ mol−1 where the channel leading to formation of 5-CVA and 6-CVA
opens up. According to these results, the ratio between the abundances of the two
main conformers 1-CA and 2-CA is far from thermodynamic equilibrium under the
physical conditions characterizing the ISM. In fact, while the thermodynamic 1-CA:2-
CA ratio (which can be straightforwardly determined by the energy difference between
the conformers) is 0.42:0.58 at a temperature of 10 K and 0.47:0.53 a temperature of
24 K, the kinetically determined one keeps an almost constant value of about 0.35:0.65
in an energy range up to an equivalent temperature of 720 K. Of course, the lack
of collisional relaxation processes in the ISM due to low-pressure conditions implies
that the effective formation of the discussed complexes entirely relies on radiative
stabilization mechanisms [176, 177]. These have indeed been shown to play a key
role in association reactions leading to complexes with several number of vibrational
modes and accessible isomers [178] such as those targeted in this work. Vuitton et
al. [179] have estimated that at low temperatures the rate coefficients for exothermic
processes leading to radiative association are close to the collision limit for adducts
having as few as four C atoms, predicting an association rate of 1.1× 10−10 cm3 s−1 at
150 K for complexes having five ‘heavy’ atoms such as cyanoacetaldehyde. As pointed
out in Ref. [177], in the low-pressure limit the effective association rate is given by
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keff = kfkr/(kb+kr), where kf is the forward association rate, kb is the back-dissociation
rate, and kr is the radiative stabilization rate. In order to assess the importance of
radiative stabilization for the reaction considered in this work, we computed the 1-CA
association rate (forward rate, kf ) using a capture model for a long range potential of
the form −C6/R

6 using the approach outlined in Ref. [180]. To this purpose, a C6

coefficient of 182.92 Hartree a06 was obtained by performing energy calculations for
several points along the entrance coordinate for the HCO + CH2CN reaction and by
fitting the energies to a V = V0 − C6/R

6 law. An estimate of the rate constant for
radiative stabilization (kr) was obtained within a harmonic approximation from the
ir absorption intensities for the v = 0 to v = 1 transition of the various vibrational
modes of the complex as described in Ref. [177]. In an energy range of 0.12-1.32
kJ mol−1 (range of equivalent temperatures: 15-160 K), kf varies from 3.5× 10−10 to
4.8×10−10 cm3 s−1. On the other hand, the kr calculated on the corresponding interval
of equivalent temperatures ranges from 4.68 × 10−9 to 9.5 × 10−4 s−1. Now, as can
be argued from the above expression of keff , any value of kb significantly lower than
kr (up to the limiting case of kb = 1.0 × 10−23 and 5.1 × 10−21 s−1 obtained for the
extremes of the mentioned energy range by computing kb from kf through the principle
of detailed balance as done in Ref. [180]) would lead to a rate equal to kf . Thus in
the considered astrochemically relevant energy range the effective association rate for
the process studied in this work is expected to be in the range 3.5-4.8× 10−10 cm3 s−1,
which is in good agreement with the prediction by Vuitton et al. of 1.1 × 10−10 cm3

s−1 at 150 K [179].

3.5 Conclusions
In this paper we have modeled a gas-phase route leading to the formation of cyanoac-
etaldehyde, an important molecule considered a forerunner of the pyrimidine bases
cytosine and uracil. The computed mechanism starts from reaction of the formyl
(HCO) and cyanomethyl (CH2CN) radicals and involves several isomerization and dis-
sociation pathways. The potential-energy surface for such reaction has been explored
by quantum chemical computations employing double-hybrid density functionals and
further refined by single-point calculations exploiting the ‘Cheap’ composite scheme.
According to our results, the direct association of the HCO and CH2CN radicals is
strongly exothermic and thus thermodynamically favoured under the harsh conditions
of the ISM. Kinetic calculations show that the main products of the reaction are the
two conformers of cyanoacetaldehyde (nitrile and carbonyl groups in a cis or trans con-
figuration) in a cis:trans ratio of about 0.35:0.65 (resulting from relative abundances of
0.28 and 0.52, respectively, in an energy range below 1.4 kJ mol−1) for energy ranges
compatible with the ISM conditions. Some other products are also found, including iso-
mers of isocyanoacetaldehyde, cyanovinylalcohol and isocyanovinylalcohol with relative
abundances not exceeding 10%. The computed ratio between the two main conformers
of cyanoacetaldehyde differs from that computed at thermodynamical equilibrium and
reflects the complexity of the overall reaction mechanism. Such ratio in the effective
conditions of the ISM may be further affected by different destruction rates for the two
conformers by reaction with the abundant atomic hydrogen, as shown for the much
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simpler case of Z- and E-cyanomethanimine in Ref. [181]. This prompts further work
which is ongoing in our group for examining this aspect through the modeling of the
more challenging reaction of cyanoacetaldehyde with atomic hydrogen.
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Chapter 4

Toward the detection of cyanoketene
in the interstellar medium: new hints
from quantum chemistry and
rotational spectroscopy

In this Chapter is proposed a detailed quantum chemical investigation of a new reac-
tion mechanism possibly leading to the formation of cyanoketene in the ISM, for which
different reaction channels have been found by the AutoMeKin program and the struc-
tures and harmonic force fields of the key stationary points have been characterized
at the DFT level employing last-generation double hybrid functionals. Finally, single
point computations at those geometries by state-of-the-art composite wave-function
methods provided accurate energies for the evaluation of thermochemical and kinetic
parameters in the framework of an Ab-Initio Transition State Theory based Master
Equation (AITSTME) strategy. Our results indicate that the barrier-less association
reaction of the formyl radical (HCO) to the cyanocarbene radical (HCCN) can lead
to the formation of cyanoketene under the harsh conditions of the ISM. Canonical
rate constants computed for temperatures up to 600 K show that the most abundant
product is indeed cyanoketene. Furthermore, to aid the search of cyanoketene, still un-
detected in the ISM, its rotational spectrum was recorded up to 530 GHz. The refined
set of spectroscopic constants obtained in this way allows spectral predictions from the
microwave to the terahertz region, particularly for the bright b-type transitions, which
can be targeted for the identification of cyanoketene in spectral line surveys. Despite
cyanoketene was already sought in a variety of astronomical sources, we suggest to look
for it in those sources where HCO or HCCN have been already detected, namely W3,
NGC2024, W51, K3-50, IRC+2016 and TMC-1. This Chapter is based on an article
already published by Ballotta et. al [182].
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4.1 Introduction
A recent joint laboratory-observational paper [183] addressed the issue of the presence
of cyanoketene in the interstellar medium (ISM). The rationale for the search of this
molecule was the 44-year-old detection of ketene [184] and the existence of several
CN-containing molecules in the ISM[12], such as cyanoformaldehyde [185], aminoace-
tonitrile [186, 187], benzonitrile [188], and many cyanopolyynes [189, 190, 191, 192].
Searched for in several star-forming regions, cyanoketene was not detected and its
chemical formation route was discussed by Margulès et al.,[183], who suggested three
possible pathways: (i) the addition of the CN radical to ketene or (ii) to the ketenyl
radical HC2O, and (iii) the reaction of the C3N radical with water. While the third
reaction would probably lead to different products [183], the first two reactions rep-
resent plausible formation pathways for cyanoketene in the ISM. Indeed, the reaction
between the CN radical and a neutral partner has already been shown to be an effective
formation route for some other molecules in the ISM (see, e.g., Vazart et al.[193] for
cyanomethanimine and Tonolo et al.[194] for cyanoformaldehyde). Anyway, computa-
tional and experimental studies for the addition of CN to ketene by Zhang and Du, Sun
et l., Edwards and Hershberger[195, 196, 197] showed that this reaction leads to the
formation of CO+H2C2N through a dissociative recombination process. Since reaction
(ii) is a radiative association process, the final product is expected to be stabilized by
photon emission, otherwise the excess energy would lead to back dissociation to the
initial reactants, as already proposed in the case of the formation cyanoacetaldehyde
[142]. For this reason Margulés et al. considered this reaction unlikely in the ISM,
but possible on grain surfaces. Finally, a computational investigation of reaction (iii)
by Xie et al.[198] showed that it cannot occur at very low temperatures because of a
non-negligible energy barrier for the hydrogen abstraction. The same authors studied
also the catalytic effect of water on the reaction and found that increasing the number
of catalyzing water molecules the reaction becomes barrier-less. However, due to the
very low pressure characterizing the ISM, reactions between more than two reactants
are very unlikely, so that this reaction channel seems not plausible for cyanoketene
synthesis.
In addition to these possibilities, a computational study of Xie et al.[199] found NC-
CHCO as an intermediate of the reaction between atomic oxygen and cyanoacetylene
(HC3N) in the gas phase and on water ice. By investigating both gas-phase and water
ice catalyzed reactivity, it was shown that the activation energy governing the gas-phase
process can be strongly lowered by the catalytic activity of water, up to producing a
barrier-less process. Another mechanism, involving the reaction between NCO and
C2H2, was proposed by Xie et al.[200] and leads to cyanoketene as one of the possible
products. Unfortunately, this process involves a non-negligible energy barrier, which
cannot be overcome under the ISM conditions. Furthermore the authors performed a
kinetic analysis and the result demonstrated that the preferred products are HCN and
HC2O.
In the present work we suggest an alternative mechanism for the formation of cyanoketene,
which involves two reactants already detected in the ISM, namely the cyanocarbene
(HCCN)[201] and formyl (HCO)[202] radicals. In order to obtain an accurate descrip-
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tion of reaction energies and activation barriers, a full quantum-mechanical investiga-
tion of different reaction paths has been carried out combining state-of-the-art density
functionals and wave-function composite methods [168]. Exploiting these data, a ki-
netic analysis has been next performed employing a Master Equation (ME) approach
to compute the formation rate constants of the products and to prove the effectiveness
of the mechanism proposed.
Additionally, we have extended the study of the rotational spectrum of cyanoketene into
the sub-millimeter-wave range in order to facilitate its astronomical observation. Al-
though most of the first interstellar detections relied on low-frequency observations [12],
the higher-frequency spectral windows covered by modern facilities (such as ALMA1 or
SOFIA2) offer further chances to detect additional complex organic molecules (COMs),
i.e., molecules containing at least one carbon atom and a total of at least six atoms.
Their capabilities have been demonstrated recently by the discovery of interstellar
species (including COMs) observable only in the THz domain [203, 204, 205] by ex-
ploiting high frequencies ALMA Band 10 spectral line surveys [206, 207].
Based on these premises, the rotational spectrum of cyanoketene has been measured
up to 530 GHz, with the inclusion of additional b-type Q branch transitions with
respect to the data reported by Margulés et al.[183]. These improvements allowed a
refinement of all the spectroscopic constants and a precise determination of the purely
Ka dependent centrifugal distortion constants up to the eighth order. On the whole,
the newly determined set of spectroscopic parameters extends the range of reliable
spectral predictions up to the ALMA Band 9 (602–720 GHz).

4.2 Computational Details

4.2.1 Reaction mechanism discovery

Feasible reaction paths have been generated by means of the AutoMeKin [49, 50, 2]
program, designed for the automated reaction mechanism discovery. The program is
based on the application of methods and concepts rooted in the graph theory, reac-
tive molecular dynamics and electronic structure. The dynamic simulations needed to
obtain the initial structures of the transition states (TS) governing putative reaction
mechanisms were performed using the semi-empirical PM7 method [55] implemented
in the MOPAC package [51]. 100 trajectories per iteration (keyword ntraj) were cal-
culated for a total of 10 iterations. The screening parameters used to avoid redundant
structures included a value of 100 cm−1 for the smallest accepted imaginary frequency
(keyword imagmin) in order to take into account also torsional transition states and
a value of 0.1 for the lowest eigenvalue of the Laplacian used to differentiate the struc-
tures resulting from the fragmentation of an intermediate (keyword eigLmax). Two
other parameters (MAPE max and BAPE max) used to compare the descriptors char-
acterizing the different structures obtained from the molecular dynamics simulations,
were set to 0.002 and 1.5, respectively. Further details about these screening param-
eters can be found in ref. [37]. After this step, optimized geometries and zero-point

1Atacama Large Millimeter/submillimeter Array
2Stratospheric Observatory for Infrared Astronomy
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corrected electronic energies of reactants, transition states, intermediates, and products
along the reaction pathways were obtained by the rev-DSD-PBEP86[162]-GD3BJ[69]
double-hybrid functional in conjunction with the jun-cc-pVTZ basis set. [160] This
combination of functional and basis set will be referred to in the following as rDSD.
Diagonalization of analytical rDSD Hessians[208] allowed also to characterize all the
critical points belonging to the reaction pathways as minima (reactants, intermediates
and products) and saddle points (transition states). The different elementary steps
were further characterized following rDSD intrinsic reaction coordinates (IRCs)[161]
starting from the different TSs.
The results of the simulations have been analyzed using the AMK tool [57], which
allows to examine the extremely complex reaction networks generated by AutoMeKin,
to visualize molecular structures with their vibrational normal modes and to check the
potential energy profiles of the reaction mechanisms investigated. Thanks to AMK,
it has been possible to find the reaction pathways which lead to the formation of
cyanoketene and to select the structures of all the critical points ruling these paths.
For such structures, improved electronic energies were obtained by single point com-
putations exploiting the junChS-F12 composite scheme described in more detail in the
next subsection.

4.2.2 junChS-F12 Composite scheme

It is well-known that for systems not showing strong multireference character the
coupled-cluster (CC) model including single, double and perturbative estimate of triple
excitations (CCSD(T))[209] delivers accurate electronic energies provided that com-
plete basis set (CBS) extrapolation and core valence (CV) correlation are taken into the
proper account. The key idea of the reduced cost Cheap scheme (ChS)[210, 165, 168, 36]
is that, starting from frozen core (fc) CCSD(T) computations in conjunction with a
(partially augmented) triple-zeta basis set[170, 171, 211, 212], CBS and CV terms can
be computed with good accuracy and negligible additional cost employing second order
Møller-Plesset perturbation theory (MP2)[213]. In particular, the CBS extrapolation
by the standard n−3 two-point formula[214] employs MP2/jun-cc-pV(X+d)Z energies
with X = T and Q, whereas the CV contribution is incorporated as the difference
between all-electron (ae) and fc MP2 calculations, both with the cc-pCVW(T+d)Z ba-
sis set [215]. Replacement of conventional methods by the explicitly correlated (F12)
variants[58, 60] leads to our current standard version of the approach, which is referred
to as junChS-F12[1, 216, 217]. Comparison with the most accurate results available for
reaction energies and activation barriers [168, 1, 217] showed that junChS-F12 energy
evaluations at rDSD optimized geometries provide average absolute errors of the order
of 1 kJ mol−1. Therefore, this approach was employed for all the stationary points
in conjunction with anharmonic zero-point vibrational energy corrections computed in
the framework of second-order vibrational perturbation theory [218] employing rDSD
anharmonic force fields.
All DFT calculations were performed using Gaussian16[52], while junChS-F12 calcu-
lations were performed using MOLPRO [63, 62, 61].
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4.2.3 Kinetics

Global and channel-specific rate constants have been computed in the framework of the
Ab Initio Transition State Theory based Master Equation approach (AITSTME) em-
ploying the MESS software [85] to solve the multiwell one-dimensional master equation
by the chemically significant eigenvalue (CSE) method. The collisional energy transfer
probability is described using the exponential down model[219] with a temperature
dependent < ∆Edown > of 260×(T/298)0.875 cm−1 in an argon bath.
For elementary steps governed by distinct saddle points, rate coefficients are determined
by the conventional transition- state theory (TST) within the rigid-rotor harmonic-
oscillator (RRHO) approximation and including tunneling as well as non-classical re-
flection effects using the Eckart model[84].
Instead, rate constants for barrier-less elementary reactions are computed employing
the phase space theory (PST)[44, 45]. The long-range interaction between the incoming
reactants is described by an isotropic attractive potential V (R) = −C6/R

6 [75]. The C6

parameter (90.12 a 6
0 Eh) has been obtained by a least-square fitting of rDSD electronic

energies computed at different values of the HOC-CHCN distance. It is well known
that Phase Space Theory (PST) can overestimate the rate of barrier-less association
reactions leading to uncertainties of up to a factor of 2-3 on the total reaction rates
with respect to experimental data and/or theoretical estimations obtained by more
sophisticated methods.[220, 76] However, the main aim of our work is to provide a semi-
quantitative support to the suggested reaction mechanism. In this context, the above
mentioned uncertainty does not impair the comparison between different products since
the entrance channel is common to all of them. This comment does not detract, of
course, from the possibility of applying in forthcoming studies more elaborate methods,
which have proved to be more reliable in the quantitative determination of the reaction
rates.
Rate constants have been evaluated for a pressure 1×10−8 bar in the 10–600 K temper-
ature range to mimic the typical conditions of different regions of the ISM. Next, the
rate constants at different temperatures have been fitted to a three-parameter modified
Arrhenius equation, namely the Arrhenius–Kooij expression[221, 222]:

k(T ) = A(
T

300
)ne−

E
RT

where A, n, and E are the fitting parameters and R is the universal gas constant.
The key results of the kinetic analysis have been further checked by computations per-
formed with the StarRate program, specifically designed for reactions of astrochemical
interest.[90, 3].

4.3 The potential energy surface
A schematic diagram of the potential energy surface (PES) generated by AutoMeKin
is shown in Figure 4.1. The initial reactants, Rx1, are the HCO and HCCN radicals,
whose electronic ground states are a doublet and a triplet, respectively. In analogy with
the formation route of ethanimine investigated by Balucani et al.[223] and Baiano et
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al.[224], a total of six spin states are thus possible, including the two components of
the reactive doublet state which can bring to the formation of a chemical bond and
the four components of the non-reactive quartet state.

Figure 4.1: Energetics of the reaction: junChS-F12 electronic energies augmented by
rDSD anharmonic ZPE corrections. Energies in kJ mol−1 relative to the reactants
limit.

4.3.1 Description of the reaction mechanism

We recall that both the reactants representing the asymptotic limit (AL), namely
HCCN (triplet state) and HCO (doublet state) have been detected in the ISM. As
shown in Figure B.1 reported in Appendix B, the formyl radical carries out a barrier-
less attack on the sp2 carbon of cyanocarbene radical, which brings to the formation
of the new C-C bond and leads to a strong stabilization of the system. The interme-
diate reached at the end of this step (MIN2), which lies 370.3 kJ mol−1 below the
AL. MIN2, can next undergo a hydrogen transposition, which leads to the formation
of another (less stable) reaction intermediate MIN1 and subsequently, through the
breaking of the C-O bond, leads to the P3 products, i.e. cyanoacetylene (HC3N) and
the hydroxyl radical(OH).
Another reactive pathway that can originate from MIN2 is the dissociation with the
simultaneous hydrogen transfer reaction leading to the formation of P2 at -373.8 kJ
mol−1, i.e. carbon monoxide (CO) and cyanomethyl radical (H2C2N the thermody-
namically most stable products of the reaction mechanism shown in Figure 4.1.
A third possible reaction channel is the transposition of hydrogen from MIN2 to
MIN3 through the transition state TS8 at -173.9 kJ mol−1 and the subsequent dis-
sociation of MIN3 to P2 through the transition state TS6 at -326.7 kJ mol−1. The
elimination of a hydrogen atom from MIN2 gives the final product by overcoming a
barrier of 197.8 kJ mol−1. In the corresponding transition state TS4, (172.5 kJ mol−1
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below the AL) a π bond is being formed between the two carbon atoms. The P1 prod-
ucts, namely cyanoketene and a hydrogen atom, are 201.1 kJ mol−1 more stable than
the reactants. Since the process is exothermic and the whole energy profile lies below
the AL, our computations suggest that this pathway represents a plausible mechanism
for the formation of cyanoketene in the ISM. The relative electronic energies of all the
stationary points obtained at the rDSD and junChS-F12 levels are reported in Table
B.1 reported in Appendix B.

4.4 Rate constants
In order to prove that the reaction mechanism proposed in this work could justify the
formation of cyanoketene in the ISM, it is necessary to perform kinetic computations.
The rate constants as a function of temperature for the products P1, P2, P3 obtained
for the reaction between HCCN and HCO is shown in Figure 4.2. The parameters of
the corresponding Arrhenius-Kooij fits are collected in Table 4.1.
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Figure 4.2: Temperature-dependence plots of the P1, P2 and P3 products of the
HCCN˙+ HCO reaction.

P1 P2 P3
A/cm3molecule−1s−1 1.04×10−10 5.48×10−11 1.11×10−12

n 0.22 0.02 0.68
E/kJmol−1 -44.60 132.46 -444.62

rmsa 2.90×10−13 2.83×10−13 1.86×10−14

a rms stands for root-mean-square deviation of the fit.

Table 4.1: The Arrhenius-Kooij Parameters for the HCCN +
HCO reaction.

Inspection of the results reported in Figure 4.2 shows that the formation rate of P1
ranges between 6.8×10−11 and 1.22×10−11cm3molecule−1s−1 and is higher than the
formation rates of P2 and P3 in the whole interval of temperatures (0-600 K). This is
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mainly due to the nature of the reaction pathways leading to P1, which includes the
single-step path MIN2-TS4-P1, governed by one of the lowest activation energies of
all the reaction channels of MIN2 towards the possible products. The other single
step reaction pathway is MIN2-TS3-P2, and in this case the very high activation
energy (about 340 kJ mol−1) makes it the most kinetically disfavored. All the other
pathways found by AutoMeKin involve multi-step reactions leading to the formation
of P1, P2 and P3. Indeed, the second most competitive route is the transposition of
hydrogen through MIN2-TS8-MIN3. Although TS8 is the lowest energy transition
state, the multi-step nature of the corresponding reaction channel makes this route
less favorable with respect to the MIN2-TS4-P1 pathway. P2 is the second most
favored product since its formation rate takes values between 3.6×10−11 and 5.4×10−11

cm3molecule−1s−1. Finally, the formation rate of P3 assumes values between 2.0×10−13

and 6.6×10−13 cm3molecule−1s−1, which is the lowest of the all products of the reaction.
This is probably due to the nature of the P3 formation pathway, which involves the
highest activation barriers.
In summary, a detailed kinetic analysis shows that, in spite of the greater stability of
P2 with respect to other possible products, cyanoketene is formed preferentially under
the typical physical-chemical conditions of the interstellar medium.

4.5 Experiment

4.5.1 The millimeter/submillimeter-wave spectrometer

The rotational spectrum of cyanoketene has been recorded by means of a millimeter-
/submillimeter-wave frequency-modulation spectrometer, described in details elsewhere
[225, 226]. Here, only a short summary is provided. A Gunn diode emitting in the
W band (80 − 115 GHz) was used as primary source of radiation, whose frequency
was locked via a phase-lock-loop to a radio-frequency local oscillator referenced to a
5 MHz rubidium atomic-clock. Passive multipliers (doublers and triplers) were used in
cascade to achieve spectral coverage at higher frequencies. The output radiation was
sine-wave modulated at f = 48 kHz and fed to the free-space glass absorption cell of
the spectrometer, connected to the pyrolysis apparatus at one end and to a pumping
system at the other end. Finally, the signal was detected by a liquid-He cooled InSb hot
electron Bolometer (QMC Instruments Ltd.) and demodulated by a Lock-in amplifier
set at twice the modulation frequency (2f), so that the second derivative of the actual
spectrum was displayed. In this work, the uncertainty associated to our measurements
ranges from 15 to 40 kHz depending on the line-width and the signal to noise ratio of
the spectral line.

4.5.2 Production of cyanoketene

As pointed out in previous papers [227, 228], substituted ketenes can be formed
via Flash Vacuum Pyrolysis (FVP) of different precursors, namely Meldrum’s acid
derivatives, isoxazolone compounds, or acetic acid derivatives. In the present work,
cyanoketene was produced by the pyrolysis of gaseous methyl cyanoacetate (Sigma
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Aldrich, 99% purity) in the same apparatus previously employed for the study of other
unstable molecules [229, 230, 231, 232]. The best yield of cyanoketene was attained by
flowing the precursor’s vapors through a quartz tube heated at 1430 K by a tubular fur-
nace. The pyrolysis products were continuously injected into the cell and subsequently
pumped out from it, where the pressure was maintained at about 10 Pa.
No unexpected or unusually high safety hazards were encountered.

4.5.3 Spectrum analysis and results

Cyanoketene is a near-prolate asymmetric rotor (κ = −0.98) belonging to the Cs

symmetry point group. All atoms lie in a plane defined by the two principal inertial
axes a and b and only two components, µa and µb, contribute to the total dipole
moment µ = 3.542(15) D, with values of 2.844(12) D and 2.112(9) D, respectively
[233]. The rotational energies of cyanoketene can be derived using the standard semi-
rigid Hamiltonian for an asymmetric rotor:

H = Hrot +
∑
n

H (nth)
cd (4.1)

The rigid rotor part Hrot contains the angular momentum operator Ĵ2 and its compo-
nents:

Hrot =
1
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+ 1
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y
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(4.2)

where A, B, and C are the rotational constants and are related to the moments of
inertia about the pertinent axes. The centrifugal distortion effects are recovered by
adding several H (nth)

cd terms, up to the required power n. Here, the terms with n = 4
and 6 are expressed using the Watson-type S-reduced Hamiltonian in terms of the
quartic (D and d) and sextic (H and h) centrifugal distortion constants:
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Ĵ2
+ + Ĵ2
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(4.3)

Higher order distortion terms have the general form[234]:

87



H (nth)
cd =

n/2∑
i=0

Xi(Ĵ
2)(

n/2−i)Ĵ2i
z

+

n/2∑
i=1

xi(Ĵ
2)(

n/2−i)
(
Ĵ2i
+ + Ĵ2i

−

) (4.4)

This work started when the spectroscopic parameters of NCCHCO were available only
from Hanh et al.[233], who investigated the microwave spectrum of cyanoketene below
40 GHz. Their set of constants were used to obtain an initial guess of the rotational
spectrum above 80 GHz. By employing the spectrometer described in Section 4.5.1, a
systematic search of the rotational transitions of cyanoketene was performed in selected
frequency ranges between 80 and 530 GHz. A total number of 525 transitions (353
a-type and 172 b-type) has been recorded and analyzed, together with those observed
by Hanhn et al.[233], in a weighted least-squares procedure as implemented in the
SPFIT/SPCAT suite of program [235].
After the completion of this analysis, however, we became aware of the work published
by Margulés et al.[183]. Their study focused on the spectral region below 330 GHz
and reported an extended analysis of several hundreds of a-type transitions, while the
investigation of the b-type spectrum was more limited than in our work. Therefore,
because of the different information brought by different types of transitions, we decided
to perform a global fit of all the available rotational transitions of cyanoketene, in order
to further improve the accuracy of its spectroscopic parameters.
The determination of the complete set of octic centrifugal distortion constants is the
major improvement achieved in our global fit. In particular, the determination of the
LK constant – together with the accurate values obtained for several purely Ka depen-
dent centrifugal distortion parameters, such as DK and HK – is of great importance
for predicting b-type rR transitions, whose intensity is the highest at any temperature
up to 300 K.
The root-mean-square (RMS) error of the residuals of our analysis is 0.027 MHz, which
is comparable to the accuracy of the experimental measurements, the fit standard
deviation (σ) being 0.90. A comparison of the final set of our spectroscopic parameters
with those determined by Margulés et al.[183] is shown in Table 4.2.
A re-formatted version of the FIT output file is provided as SI. The new set of
spectroscopic parameters allows to reproduce and predict the rotational spectrum of
cyanoketene in a wide frequency range, up to the ALMA Band 9. The newly predicted
frequencies can assist future astronomical search for cyanoketene in a huge frequency
range, since the uncertainty in the line positions is generally lower than the typical
spectral resolution of radio-telescopes working in the millimeter/submillimeter domain.
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Parameter Present work [183]

A 29601.18220(77)a 29601.17783(98)
B 2812.149125(48) 2812.14944(11)
C 2563.721998(43) 2563.72222(11)
DJ × 103 1.538791(19) 1.539026(76)
DJK × 103 -115.00852(48) -115.00801(47)
DK × 103 2814.456(35) 2813.778(55)
d1 × 106 -368.8083(61) -368.8395(72)
d2 × 106 -9.1506(18) -9.1383(12)
HJ × 106 0.0061426(35) 0.006213(22)
HJK × 106 -0.21744(15) -0.21768(16)
HKJ × 106 -24.0662(27) -24.0191(27)
HK × 106 834.52(61) 807.50(86)
h1 × 109 2.3411(16) 2.3535(20)
h2 × 109 0.13843(73) 0.13074(31)
h3 × 109 0.04192(15) 0.04377(17)
LJ × 1012 -0.03119(23) -0.0382(22)
LJJK × 1012 1.431(15) 1.555(17)
LJK × 109 -0.03184(25) -0.05033(14)
LKKJ × 109 10.2005(95) 10.0790(97)
LK × 109 -315.6(32)
l1 × 1015 -14.37(14) -15.85(18)
l2 × 1015 -1.178(71)
l3 × 1015 -0.704(28) -1.17(38)
l4 × 1015 -0.0988(63) -0.0579(7)
PKKJ × 1012 -3.353(10) -3.206(10)

No. of distinct lines 2050
RMS / kHz 27.0
σ 0.90

a Values in parentheses are standard errors in units of the
last quoted digits.

Table 4.2: Spectroscopic parametersa of cyanoketene.

4.6 Discussion and conclusions
In this work, we have proposed a new formation route for cyanoketene involving two
species already detected in the interstellar medium, namely the formyl and cyanocar-
bene radicals. The doublet potential energy surface starting from those reactants has
been examined by an accurate yet feasible computational approach combining last gen-
eration density functionals and composite wave-function methods. In order to help the
astronomical search of this molecule, we carried out also laboratory measurements of
its rotational spectrum up to 530 GHz.
Since the results of our theoretical kinetic analysis support the conclusion that cyanoketene
can be formed from HCO and HCCN by means of a hydrogen eliminitation reaction,
we suggest to search for cyanoketene in the ISM regions where HCO and HCCN have
been already detected. Unfortunately, to the best of our knowledge, those two radicals
have been never detected in the same interstellar region. Anyway, the regions where
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at least one of those molecules has been detected are: W3, NGC2024, W51, K3-50,
IRC+2016 and TMC-1. Among them, only TMC-1 has been investigated by Margulés
et al.[183] so we suggest to search for this molecule in the other aforementioned regions.
The second major outcome of this work is an improved set of spectroscopic constants,
which can be used to refine the spectral predictions of cyanoketene from the microwave
to the terahertz region. In particular, b-type transitions (which are expected to be
bright across the whole spectrum) can be targeted with high precision and can un-
equivocally proof the presence of cyanoketene in spectral line surveys. High-mass star
forming regions represent the most suitable sources [236, 237] for performing future
astronomical searches.
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Chapter 5

Competition between abstraction and
addition channels for the reaction
between the OH radical and vinyl
alcohol in the interstellar medium

In this Chapter is proposed a detailed quantum chemical study of possible reaction
channels starting from the interaction between the OH radical and both conformers of
Vy (syn and anti) in order to understand if it is a possible path for the formation of
(Z)1,2-ethenediol (Et), a molecule recently identified in the ISM. Et, the enolic form
of glycolaldehyde, is considered a key precursor for the formation of sugars in both
interstellar and prebiotic chemistry. The formation of a pre-reactive complex always
represents the first step of the reaction, which can then proceed through the attack
to the double bond (leading in turn to the formation of different dissociation prod-
ucts), or through hydrogen abstraction, which eventually produces a radical species
and water. Then, a master equation approach based on ab-initio transition state the-
ory has been employed to calculate the reaction rate constants of different products for
temperatures up to 500 K. Comparison of the kinetic results for the different reaction
channels shows that hydrogen abstraction is strongly favoured for both Vy conformers
and leads to the formation of water and CH2CHO radical. As a matter of fact, for-
mation of Et is strongly disfavoured under the harsh conditions of the ISM by both
kinetic and thermodynamic points of view because of the high activation energy and
strong endothermicity of the corresponding reaction path. This Chapter is based on a
manuscript submitted to the ACS Earth and Space Chemistry by Ballotta et al.
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5.1 Introduction
A large number of studies have shown that vinyl alcohol (Vy) and hydroxyl radical OH)
are involved in various types of gas-phase processes like, for instance, the oxidation and
combustion of hydrocarbons [238], the formation of organic acids in the atmosphere
and troposphere[239], or the formation of complex organic molecules (COM) in the
interstellar medium (ISM)[240]. While these molecules have been identified in en-
vironments characterized by different physical-chemical conditions, the experimental
procedures required for their synthesis and isolation are so challenging that a precise
characterization of the chemistry of these compounds is very involved and, sometimes,
even impossible. Vy is the simplest enol and belongs to the family of C2H4O species,
which includes also acetaldehyde and oxirane. The synthesis of Vy can be performed by
a pyrolytic elimination reaction of water starting from ethylene glycol at low pressure
and at a temperature of 900 K[241]. The conversion of Vy into the more stable acetalde-
hyde isomer is governed by a high energy barrier, but the reaction is very fast at room
temperature and pressure in the presence of acid or basic catalysts. The tautomer-
ization can also take place through a photochemical process at the low pressures and
temperatures characterizing Earth atmosphere and stratosphere [242, 243]. However,
under these conditions, the Vy lifetime is strongly enhanced by the synergistic effect of
its intrinsic kinetic stability and the absence of chemical agents able to catalyze conver-
sion into acetaldehyde. This situation increases, in turn, the probability of Vy reactions
with other chemical species and, indeed, the involvement of Vy in the production of or-
ganic acids in the atmosphere has been demonstrated unambiguously[244, 245]. These
findings led da Silva et al.[246] to compute accurately the thermodynamic properties
of Vy in order to characterize its reactivity in the atmosphere with OH and molec-
ular oxygen (O2). In even more extreme environments, such as those characteristic
of the ISM, the kinetic stability and lifetime of thermodynamically unstable species
increase considerably. In fact, both conformers of Vy (syn and anti) were identified
in the molecular cloud of Sagittarius B2 thanks to accurate infrared and rotational
spectroscopic investigations [247]. Both conformers were recently detected also in the
giant molecular cloud G+ 0.693-0.027 by Jiménez-Serra et al.[248], who were able to
derive the relative abundances and the column densities of all the members of the
family of C2H4O compounds. Careful analysis of the spectroscopic data showed that
the most stable syn conformer of Vy is also the most abundant one. Several reaction
mechanisms involving reactions on cosmic dust, interaction with galactic cosmic rays,
or the gas-phase keto-enol tautomerization of acetaldehyde have been proposed as pos-
sible formation routes of Vy[249, 250]. However neither theoretical nor experimental
conclusive proofs of the viability of specific reaction mechanisms have been provided
so far. The other molecular hero of the present work is the OH radical, whose central
role in combustion processes, in the chemistry of the atmosphere, and in the ISM has
been confirmed by several studies. Indeed OH, which has been identified in the ISM
already in 1963 toward Cas A [251, 252], is considered a key radical in the interstellar
chemistry of oxygen, because of its ability to react with several other molecules un-
der the harsh conditions of the ISM[253, 254]. OH radical formation routes include
dissociative recombinations of electrons and molecular cations formed by ion-neutral
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reactions (e.g., in cold interstellar clouds), photodesorption from the surface of icy
grains and, at much higher temperatures, gas-phase atom-molecule collisions like, e.g.,
O + H2 and H + H2O [255]. Photodissociation of H2O, in the gas phase or in the
mantle of icy grains, is another potential OH source[256]. Recently, gas-phase reaction
mechanisms involving Vy and the OH radical have been proposed as possible formation
routes of (Z) 1,2-ethenediol (Et), a molecule recently detected in the ISM [257]. Et is
the enolic form of glycolaldehyde and is considered a key precursor in the formation of
sugars in both interstellar and prebiotic chemistry, possibly through the so-called for-
mose reaction. Rivilla et al.[257] proposed another formation path for this molecule in
the gas phase, namely the reaction between formaldehyde and hydroxyl methyl radical
(CH2OH), a species not yet identified in the ISM. Based on these premises, we decided
to perform a comprehensive study of the reaction between Vy and OH by means of a
computational protocol[182] based on the generation of plausible reaction mechanisms
with the help of unsupervised explorations of reactive potential energy surfaces (PES),
the refinement of structural and energetic parameters by a composite quantum chem-
ical method, and the computation of kinetic parameters (reaction rate constants and
branching ratios) by the master equation (ME) approach based on ab-initio transition
state theory (TST). The article is organized as follows. In Section 2, the computational
methods are described. In Section 3, the computed reaction mechanisms are discussed
with reference to the stationary points of the pertinent reactive PESs. In Section 4,
the kinetics of all the reactions is addressed. In Section 5, the main conclusion and
perspectives are summarized.

5.2 Computational Details

5.2.1 Reaction mechanism discovery

The AutoMeKin (AMK) program [49, 50, 2] was used for the unsupervised generation
of plausible reaction mechanisms. Unlike other programs that require the initial opti-
mization of the energy minima characterizing the mechanism and then the calculation
of the transition states (TSs), the methodology on which AMK is built relies on the
initial optimization of TS structures. Then, the connected minima are obtained from
each TS by computing intrinsic reaction coordinates (IRC) [161]. In this way, plausible
reaction mechanisms can be generated by connecting all energy minima through the ini-
tially calculated TSs. In this framework, a very effective workflow is obtained in AMK
by combining molecular dynamics (MD) simulations, post-processing, and careful se-
lection of the TS molecular structures obtained with MD. MD simulations have been
performed using the semi-empirical PM7 method [55] implemented in the MOPAC soft-
ware [51]. 100 trajectories per iteration were set through the keyword ntraj for a total
of 10 iterations. The following values were set for the parameters employed by AMK to
minimize the redundancy of the guess TS structures: 100 cm−1 for the lowest imaginary
frequency (imagmin keyword); 0.1 for the lowest eigenvalue of the Laplacian (eigLmax
keyword) in order to differentiate the structures resulting from the fragmentation of an
intermediate; 0.002 and 1.5 (mapemax and bapemax keywords, respectively) for the
descriptors employed in the screening of the structures obtained from the MD simula-
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tions. Optimized geometries and zero-point corrected electronic energies of reactants,
TSs, intermediates, and products along the different reaction pathways were obtained
using the rev-DSD-PBEP86[162]-GD3BJ[69] double-hybrid functional in conjunction
with the jun-cc-pVTZ basis set[160]. This combination of functional and basis set
will be referred to in the following simply as rDSD. All the critical points belonging
to the reaction pathways were characterized as minima (reactants, intermediates, and
products) and saddle points (TSs) based on the diagonalization of analytical rDSD
Hessians[158]. The nature of the minima connected by the TSs obtained in this way
was determined by following intrinsic reaction coordinates (IRCs) at the same level of
theory. Several studies have shown that this combination of functional and basis set
provides accurate geometrical structures [258, 259] and vibrational frequencies [260].
The results of the simulations were analyzed using amk_tools [57], a graphic visualizer
that allows for the examination of the extremely complex reaction networks generated
by AMK. A typical reaction network drawn by amk_tools is shown in Figure 5.1. The
same software was used to visualize molecular structures with their vibrational normal
modes and to check the potential energy profiles of the different reaction mechanisms.
In this way it was possible to find the reaction pathways leading to the formation of
all the dissociation products and to select all the structures of the critical points in-
volved in each reaction path. For such structures, electronic energies were refined by
exploiting the junChS-F12 composite scheme[168] described in more detail in the next
subsection.

Figure 5.1: An example of reaction network generated by amk_tools. The circles are
the energy minima of the reaction network, while the connecting lines are the TSs.
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5.2.2 junChS-F12 composite scheme

It is widely acknowledged that the coupled-cluster (CC) model including single, double,
and perturbative estimate of triple excitations (CCSD(T))[209] delivers highly accurate
electronic energies for systems that do not exhibit strong multi-reference character,
provided that complete basis set (CBS) extrapolation and core valence (CV) correlation
are taken into account. The reduced cost Cheap Scheme (ChS)[210, 165, 168, 36] is
based on the idea that accurate CBS and CV terms can be obtained at negligible
additional cost by utilizing second-order Møller-Plesset perturbation theory (MP2)[163]
on top of frozen core (fc) CCSD(T) computations with (partially augmented) triple-zeta
basis sets[170, 171, 160, 212]. The junChS-F12 variant, in which conventional MP2 and
CCSD(T) methods are replaced by their explicitly correlated (F12) counterparts[58,
60], is currently the most accurate version of the approach [1, 216, 217]. In details:

EjChS-F12 = ECCSD(T)-F12/3Z +∆EMP2-F12/CBS +∆EMP2-F12/CV (5.1)

where

∆EMP2-F12/CBS =
43EMP2-F12/4Z − 33EMP2-F12/3Z

43 − 33
− EMP2-F12/3Z (5.2)

and
∆EMP2-F12/CV = EMP2-F12/3CZ, a.e. − EMP2-F12/3CZ, f.c. (5.3)

In Eq. 5.2, ∆EMP2-F12/CBS is the MP2-F12 correlation energy extrapolated to the CBS
limit by using the n−3 formula [261] applied to jun-cc-pVTZ (3Z) and jun-cc-pVQZ
(4Z) basis sets [170, 171]. Instead, the CV contribution (∆EMP2-F12/CV) is incorporated
as the difference between all-electron (ae) and fc MP2/F12 calculations, both with
the cc-pCVTZ (3CZ) basis set [212]. The junChS-F12 energy evaluations at rDSD
optimized geometries provide average absolute errors well within the so called chemical
accuracy (about 4 kJ mol−1), as shown by comparison with the most accurate results
available for reaction energies and activation barriers[168, 1, 217]. Therefore, this
approach was utilized for all stationary points, together with anharmonic zero-point
energy (ZPE) contributions computed in the framework of second-order vibrational
perturbation theory[218] employing rDSD anharmonic force fields.
All DFT calculations were carried out using the Gaussian16 code[52], while junChS-
F12 calculations were performed using the MOLPRO program[63, 62, 61].

5.2.3 Kinetics

Global and channel-specific rate constants were computed in the framework of the
Ab Initio Transition State Theory based Master Equation approach (AITSTME), as
implemented in the MESS software [85]. MESS solves the multiwell one-dimensional
master equation using the chemically significant eigenvalue (CSE) method, treating
bimolecular products and reactants as sources and sinks. Collisional energy relaxation
was described using the exponential down model[219] with a temperature-dependent
< ∆Edown > of 260×(T/298)0.875 cm−1 in an argon bath. Barrierless reaction rate
constants were calculated through phase space theory (PST)[44, 45], approximating
the long-range interaction between incoming reactants with an isotropic attractive
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potential V (R) = −C6/R
6[75]. The C6 parameters were obtained by a least-square fit

of rDSD electronic energies computed at different values of intermolecular distances. In
Table 5.1 are reported the values of the C6 parameters for all the pre-reactive complexes
involved in the reaction mechanisms.

PrC1 PrC2 PrC4
syn 292.05 181.96 966.24
anti 30.62 123.75 29.78

Table 5.1: C6 parameters in a 6
0 Eh for all the pre-reactive com-

plexes.

Rate constants of elementary steps involving distinct transition states were computed
using the conventional transition-state theory. Calculations were carried out in the
framework of the rigid-rotor harmonic-oscillator (RRHO) approximation and included
tunneling as well as non-classical reflection effects using the Eckart model[84]. Ki-
netic simulations were performed for the conditions typical of different regions of the
ISM, namely a pressure of 1 × 10−8 bar and temperatures in the range 20–500 K.
The temperature dependence of the rate constants was fitted by the three-parameter
Arrhenius–Kooij equation, [221, 222]:

k(T ) = A(
T

300
)ne−

E
RT

where A, n, and E are the fitting parameters and R is the universal gas constant.
The results of the kinetic analysis were further verified by calculations performed with
the StarRate program, specifically designed for reactions of astrochemical interest.[100,
153].

5.3 Results
All the reaction profiles analyzed in the following subsections start with the stabiliza-
tion of the reactants through non-covalent intermolecular interactions, which lead to
the formation of several pre-reactive complexes[262]. Detailed tables in the SI report
the electronic energies calculated at the junChS-F12 and rDSD levels corrected for
anharmonic ZPEs calculated at the rDSD level for all the stationary points located in
the different reaction paths. Although rDSD energies are not employed in the compu-
tation of thermodynamic and kinetic parameters, the fair agreement with junChS-F12
results gives further support to the use of rDSD optimized geometries and vibrational
frequencies.

5.3.1 Mechanism of abstraction reactions

Hydrogen abstraction reactions from syn-Vy can lead to the formation of water together
with four different radical species, P1, P2, P3, and P4.
Inspection of the reaction profile in Figure 5.2 shows that the initial reaction step is
the formation of pre-reactive complexes (PrC1, PrC2, or PrC4, lying 13.9, 14.4,
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Figure 5.2: Energetics of the abstraction reactions between syn-Vy and OH: junChS-
F12 energies augmented by rDSD anharmonic ZPEs. Energies in kJ mol−1 relative to
the reactants limit.

and 13.1 kJ mol−1, respectively below the reactants). Starting from these pre-reactive
complexes the reaction can further proceed through 4 different transition states, TS1,
TS2, TS3 and TS4, corresponding to the attack of the OH radical to the four non-
equivalent hydrogen atoms of syn-Vy. Noted is that either TS2 or TS3 can be reached
from PrC2 in which the OH radical forms a bifurcated hydrogen bond involving both
the hydrogen atoms of the Vy CH2 moiety. The lowest energy barrier (TS4) lies 14.8
kJ mol−1 above the corresponding pre-reactive complex PrC4 (1.7 kJ mol−1 above the
reactants) and governs the abstraction of the hydroxyl hydrogen. The transition states
ruling the other hydrogen abstractions are TS1, TS2, and TS3, which lie 26.0, 41.0,
and 38.9 kJ mol−1 above the corresponding pre-reactive complexes (PrC1 and PrC2).
The high energy barriers governing these three processes indicate that formation of P4
is kinetically favoured. Noted is that the same trend would be obtained in terms of
thermodynamic control since P4 lies -137.9 kJ mol−1 below the reactants, whereas the
exothermicity of the reactions leading to P1, P2 and P3 are 23.2, 72.6, and 30.7 kJ
mol−1, respectively. The preference for the route leading to P4 can be traced back
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to the lower strength of the OH bond with respect to its CH counterparts and to the
stabilization of the CH2CHO radical by π-electron delocalization in the C-C-O moiety.
In analogy with the case of syn-Vy, also the abstraction reactions involving the anti
conformer start with the stabilization of the initial reagents through the formation of
a pre-reactive complexes (PrC1, PrC2, or PrC4).

Figure 5.3: Energetics of the abstraction reaction between anti -Vy and OH: junChS-
F12 energies augmented by rDSD anharmonic ZPEs. Energies in kJ mol−1 relative to
the reactants limit.

The most stable complex is PrC1 which lies 19.2 kJ mol−1 below the reactants, whereas
PrC2 and PrC4 lie 12.7 and 14.9 kJ mol−1, respectively below the reactants. The re-
action then proceeds through the attack of OH to one of the hydrogen atoms of anti -Vy
overcoming the corresponding transition state (TS1, TS2, TS3, or TS4). Inspection
of the energy barriers collected in Figure 5.3 shows that the favored abstraction process
leads to the formation of P4 following the PrC4 −→ TS4 −→ P4 path. In fact TS4
is found 1.1 kJ mol−1 above the reactants, whereas TS1, TS2 and TS3 lie 22.8, 27.0,
and 11.3 kJ mol−1 above the reactants. All the reactions are exothermic, but all the
paths except that leading to P4 are governed by energy barriers higher than 10 kJ
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mol−1. As a consequence, the reactants would have to acquire from the surrounding
environment a significant energy, with this being a highly unlikely process under the
harsh conditions of the ISM.

5.3.2 Mechanism of addition reactions

The initial step of all the addition reactions of OH to syn-Vy is the formation of the
same pre-reactive complex (PrC1) already discussed for the corresponding abstraction
reactions, which lies 13.9 kJ mol−1 below the reactants.

Figure 5.4: Energetics of the addition reactions between syn-Vy and OH: junChS-F12
energies augmented by rDSD anharmonic ZPEs. Energies in kJ mol−1 relative to the
reactants limit.

Next, the OH radical can attack one of the two ends of the double bond overcoming
either the TS1 or TS2 transition state, which lie 9.6 and 6.1 kJ mol−1, respectively
below the reactants. Then, the reaction intermediate IM1 or IM2 can be formed by
strongly exothermic processes (117.1 or 131.7 kJ mol−1 respectively below the reac-
tants). Several reactive pathways start from these two intermediates, corresponding
to isomerization and dissociation reactions leading to the formation of molecules not
yet detected in the ISM, but also to already identified species. In details, the reac-
tion can proceed through the isomerization reaction by transposition of hydrogen from
IM1 to IM3 or from IM2 to IM4, with IM3 (71.5 kJ mol−1 below the reactants)
and IM4 (116.8 kJ mol−1 below the reactants) being less stable than the other two
intermediates. These processes are governed by the two transition states TS1GA and
TS2GA, which lie 41.6 and 20.6 kJ mol−1, respectively above the reactants. Two
other reactive pathways can be followed starting from IM1 and IM2, namely the dis-
sociation reactions which lead to the formation of the 1,2 (P1) and 1,1 (P2) isomers
of ethenediol shown in Figure 5.4, overcoming the corresponding transition states TS3
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and TS4 which lie 28.6 and 15.5 kJ mol−1, respectively above the reactants. However,
formation of P1 in the ISM is unlikely in view of the non negligible endothermicity
(19.0 kJ mol−1) of the reaction. On the other hand, P2 lies below the asymptotic limit
of the reactants by about 11.7 kJ mol−1. Then, dissociation of IM3 and IM4 can
lead to hydroxymethyl radical and formaldehyde (P7), formic acid and methyl radical
(P6), acetic acid and atomic hydrogen (P5), acetaldehyde and hydroxyl radical (P4),
or glycolaldehyde and atomic hydrogen (P3). While all these processes are exothermic,
the high energy of the corresponding transition states (TS1GA, TS2GA, TSGA) in-
dicate that these reaction channels are closed in the typical ISM conditions. The first
step of all addition reactions involving the anti -Vy conformer is the formation of the
same pre-reactive complex (PrC2) already discussed for the corresponding abstraction
reactions and lying 12.7 kJ mol−1 below the reactants.

Figure 5.5: Energetics of the addition reactions between anti -Vy and OH: junChS-F12
energies augmented by rDSD anharmonic ZPEs. Energies in kJ mol−1 relative to the
reactants limit.

The reactions then proceed with the attack of the OH radical to the double bond
of Vy, which can lead to the formation of two different reaction intermediates, IM2
or IM3, lying 123.8 and 111.9 kJ mol−1, respectively below the reactants. Next,
IM2 can isomerize to IM5 through TS6, and IM3 can isomerize to IM4 through
TS1GA. Inspection of Figure 5.5 shows that the IM2−→TS6−→IM5 channel is the
favored one, since it involves energy barriers significantly lower than those governing the
alternative pathway leading to the formation of P2. Starting from IM5, acetaldehyde
(P4), acetic acid (P5), or formic acid (P6) can be produced through the transition
states TSAA2, TSAA1 and TSFA1, which lye respectively 24.3, 76.4, and 87.3 kJ
mol−1 below the reactants. Two other dissociation pathways have been identified,
which start from the higher energy intermediate IM4 and lead to the formation of
glycolaldehyde (P3) through a hydrogen elimination process governed by an energy
barrier of 13.6 kJ mol−1 above the reactants (TSGA), or to the formation of formic
acid (P7) through TSFA2, which lies 31.1 kJ mol−1 below the asymtotic limit. Also
in this case all the reaction channels shown in Figure 5.5 are unlikely to be open in
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the ISM in view of the high energy barriers (well above the asymptotic limit of the
reactants) to be overcome.

5.3.3 Rate constants

The rate constants for the abstraction and addition reactions of both Vy conformers
are depicted as Arrhenius plots in Figure 5.6, 5.7, 5.8, 5.9 in order to give a better
and more comprehensible graphical representation of the kinetic results. In Tables
5.2, 5.3, 5.4, 5.5 are collected the parameters of the corresponding Arrhenius-Kooij
fits. Starting from abstraction reactions involving syn-Vy, inspection of the results
reported in Figure 5.6 and Table 2 shows that the rate constant governing the for-
mation of P4 (which ranges between 1.40×10−12 and 3.70×10−11 cm3molecule−1s−1)
is higher than the rate constants governing the formation of P1, P2 and P3 in the
whole interval of temperatures (20-500 K). This trend parallels that of the energy
barriers involved in the reaction pathways leading to the various products, which are
all single-step reactions. In fact, the energy barrier governing the formation of P4
is 14.8 kJ mol−1, to be compared to values of 26.0, 38.9, and 41.0 kJ mol−1 for the
channels leading to P1, P3 and P2, respectively. In agreement with those barriers,
the second most kinetically favoured single-step reaction pathway is PrC1-TS1-P1,
whose rate constant ranges between 1.40×10−14 and 9.63×10−13 cm3molecule−1s−1.
The rate constant for the reaction channel leading to P3 ranges between 4.20×10−15

and 2.25×10−13 cm3molecule−1s−1. Finally, the rate constant governing the formation
of P2 ranges between 3.20×10−16 and 1.68×10−14cm3molecule−1s−1.
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Figure 5.6: Arrhenius plot of the rate constants for the abstraction reactions involving
syn-Vy and OH leading to P1, P2, P3, P4.
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A/cm3molecule−1s−1 n E/kJmol−1 rmsa

P1 9.49×10−1 2.66 459.65 1.42×10−15

P2 1.43×1010 3.05 20084.77 4.97×10−17

P3 6.80×109 3.02 20270.54 1.19×10−15

P4 1.21×10−11 2.19 -1382.16 2.82×10−14

a rms stands for root-mean-square deviation of the fit.

Table 5.2: Arrhenius-Kooij Parameters for the abstraction reac-
tions involving syn-Vy.

Figure 5.7 and Table 3 show that also for the abstraction reactions involving the
anti isomer the fastest process leads to the formation of P4 in the whole inter-
val of temperatures (20-500 K) and its rate constant ranges between 8.8×10−13 and
2.50×10−11cm3molecule−1s−1. Once again the trend of rate constants parallels that
of energy barriers. Accordingly, the second highest rate constant (ranging between
5.80×10−14 and 2.90×10−12cm3molecule−1s−1) governs the formation of P3, with the
barrier associated to this abstraction process being about 24.0 kJ mol−1. Next, for-
mation of P1 is governed by an energy barrier of 42.0 kJ mol−1 and its rate constant
ranges between 1.70×10−15 and 8.38×10−14cm3molecule−1s−1. Finally, the slowest pro-
cess is the formation of P2, which is ruled by an energy barrier of 39.7 kJ mol−1 and
has a rate constant ranging between 1.15×10−16 and 4.13×10−15 cm3molecule−1s−1.
Noted is that the energy barrier governing the formation of P2 is actually lower than
that of P1, but the corresponding transition states are reached from two different in-
termediates (PrC2 and PrC1), so that TS2 is less stable than TS1 with respect to
the energy of the reactants. At the low-pressures characterizing the ISM, the excess
energy of pre-reactive complexes cannot be dissipated by intermolecular interactions
with the surrounding gas, so that the correct energy reference is that of reactants. This
point is further analyzed in the general discussion section.

A/cm3molecule−1s−1 n E/kJmol−1 rmsa

P1 4.03×108 3.01 16428.82 9.95×10−17

P2 3.79×1011 3.03 20379.33 9.42×10−17

P3 1.44×10−2 2.94 5147.99 8.46×10−16

P4 2.35×10−11 1.86 -1454.88 3.02×10−14

a rms stands for root-mean-square deviation of the fit.

Table 5.3: Arrhenius-Kooij Parameters for the abstraction reac-
tions involving anti -Vy.

Coming to addition reactions, the results reported in Figure 5.8 and Table 4 show that
in the whole interval of temperatures (20-500 K) the formation of P6 is governed by the
highest rate constant, which ranges between 2.10×10−16 and 1.66×10−12cm3molecule−1s−1.
All the other products are formed by multi-step reaction pathways governed by rate
constants decreasing in the order P5 > P2 > P7 > P4. The slowest reaction channel
leads to the formation of Et (P1), whose rate constant ranges between 1.70×10−30

and 1.82×10−16cm3molecule−1s−1 in the whole temperature range. This finding is re-
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Figure 5.7: Arrhenius plot of the rate constants for the abstraction reactions involving
anti -Vy and OH leading to P1, P2, P3, P4.

lated to both the significant endothermicity of the process (30.4 kJ mol−1) and to
the presence of the highest energy barrier (TS4, 43.4 kJ mol−1). A small rate con-
stant characterizes also the reaction channel leading to P3 (between 1.04×10−27 and
1.09×10−20cm3molecule−1s−1), which, despite being exothermic (15.1 kJ mol−1), is
a multi-step process involving a high energy barrier for the rate determining step
(TS1GA, 36.5 kJ mol−1).

A/cm3molecule−1s−1 n E/kJmol−1 rmsa

P1 5.42×10−10 3.31 18097.41 7.54×10−19

P2 8.09×10−3 2.54 8222.08 2.83×10−18

P3 1.10×1013 6.94 28929.39 1.99×10−23

P4 1.99 5.06 8305.40 9.42×10−22

P5 2.95×104 2.64 12223.05 2.54×10−20

P6 3.86×105 1.20 15365.07 4.29×10−19

P7 1.30×1023 4.52 20867.25 6.13×10−20

a rms stands for root-mean-square deviation of the fit.

Table 5.4: Arrhenius-Kooij Parameters for the addition reactions
involving syn-Vy.

While the general trend of the rate constants governing addition reactions to anti-
Vy is analogous to that of the syn isomer, the reaction pathways discovered by Au-
toMeKin involve different energy barriers, which lead to non negligible quantitative
differences. In any case, the results reported in Figure 5.9 and Table 5 show that
in the whole temperature interval the highest rate constant (between 2.00×10−13 and
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Figure 5.8: Arrhenius plots of the constants for the addition reactions involving syn-Vy
and OH leading to P1, P2, P3, P4, P5, P6, P7.

1.01×10−11cm3molecule−1s−1) governs again the formation of P6, while the forma-
tion of 1,1- and 1,2-ethenediol isomers (P1 and P2, respectively) is kinetically dis-
advantaged. In particular, the rate constant for the formation of P1 ranges between
1.10×10−34cm3molecule−1s−1 and 7.40×10−18cm3molecule−1s−1, whereas that of P2
ranges between 2.9×10−15 cm3 molecule−1 s−1 and 6.3×10−14 cm3 molecule−1 s−1.
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Figure 5.9: Arrhenius plots of the rate constants for the addition reactions involving
anti -Vy and OH leading to P1, P2, P3, P4, P5, P6, P7.
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A/cm3molecule−1s−1 n E/kJmol−1 rmsa

P1 8.93×10−7 2.61 36638.56 1.84×10−20

P2 9.78×10−7 2.39 3740.35 6.36×10−18

P3 1.00×1012 4.85 25123.29 5.77×10−23

P4 9.78×10−14 5.36 -9872.98 4.11×10−20

P5 1,04×10−13 1.51 -3746.10 1.60×10−17

P6 8.89×10−13 0.86 -2477.75 6.02×10−17

P7 7.01×1017 3.03 21657.89 6.94×10−20

a rms stands for root-mean-square deviation of the fit.

Table 5.5: Arrhenius-Kooij Parameters for the addition reactions
involving anti -Vy.

5.4 General discussion and conclusions
Vinylalcohol has two conformers (syn and anti) with a computed energy difference
of 4.7 kJ mol−1 and an interconversion barrier lying 18.0 kJ mol−1 above the more
stable (syn) species. Both conformers have been detected in different regions of the
ISM and the observed relative populations (8.3/1) [248, 247] agree with their com-
puted counterparts at temperatures close to 60 K. These findings suggest that inter-
conversion between the conformers is unlikely. Furthermore, only one structure exists
for CH2CHO (P4), whereas syn and anti conformers are possible for other intermedi-
ates and products. In particular, the syn conformer of Et (P1 in Figure 5.4) is more
stable than its anti counterpart (P1 in Figure 5.5) by 16.1 kJ mol−1. The results
of the previous sections show unambiguously that hydrogen abstraction reactions are
kinetically favored with respect to additions and lead preferentially to the formation
of the CH2CHO radical (P4) from both vinyl alcohol conformers. The reaction chan-
nels leading to formation of Et (P1 in Figures 5.4 and 5.5) turn out to be the most
kinetically disadvantaged, in agreement with the endothermicity of the corresponding
reactions. In analogy with the reaction of OH with saturated alcohols [263, 264], the
addition reaction (producing in the present case formic acid and methyl radical, P6)
becomes competitive with the abstraction reaction at high temperatures. However,
this feature is not significant for the ISM regions, which are the reference environments
in the present investigation. While some of the reaction channels starting from the
anti conformer are marginally faster than those starting from the syn conformer, this
finding has no consequence on the general trends due to the small quantitative differ-
ence and the negligible initial population of the syn conformer (about 10% at 60 K, as
mentioned above).
Since all the reaction paths involve emerged energy barriers, these channels can be
open at the low temperatures of the ISM only in the presence of effective tunneling
contributions. From the analysis of the tunneling coefficients calculated with the Eckart
model for the hydrogen abstraction processes of both syn and anti conformers shown
in Figure 5.10, it is apparent that tunneling plays a dominant role in the range of
temperatures characteristic of the ISM (typically between 50 and 200 K), and then
decays very rapidly for temperatures higher than about 200 K. Furthermore, the rate
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Figure 5.10: Eckart tunneling coefficients as a function of temperature for the abstrac-
tion reactions involving the syn conformer on the left and the anti conformer on the
right.

constants governing the formation of all the products have a negative dependence on
the temperature in the very low pressure and temperature regime. As already addressed
by Guo et al.[263] and Zheng et al.[264], always in the context of hydrogen abstraction
reactions, this is due to the lack of collisional stabilization of the pre-reactive complex.
Indeed, as shown in Figure 5.11, for sufficiently high pressures the stabilization of the
pre-reactive complex is favored, with this allowing deep tunneling starting from its zero
point energy and leading, at the same time, to an increase of the rate constant with the
temperature. However, in the absence of stabilizing collisions (as is the case for very
low pressures) tunneling can take place only at energies above that of the reagents,
with this limitation reducing the value of the rate constant with respect to its high-
pressure counterpart. Indeed, in such a situation, rate constants approach the value
of the capture rate constant for the formation of the pre-reactive complex from the
initial reagents. While the treatment of tunneling employed in the present study (zero-
curvature model based on an Eckart potential) delivers qualitatively correct results,
quantitative computation would require more advanced models [265]. However, these
refinements are outside the scope of the present paper, which is mainly devoted to
the analysis of possible formation routes of Et at low-pressures and temperatures. In
this framework, the predominance of abstraction over addition with the consequent
preferential formation of the CH2CHO radical (P4) over Et (P1) has been proven
beyond any reasonable doubt. Therefore, we suggest to search for this radical species
in the ISM regions where Vy and OH have been detected, i.e. Sagittarius B2 and G+
0.693-0.027.
Our analysis led to the identification among the possible products of a couple of reac-
tants, formaldehyde and hydroxymethyl radical (P7), suggested by Rivilla et al.[257]
as possible precursors of Et. However, also the reaction leading from P7 to P1 is
endothermic (by about 30 kJ mol−1) and, therefore, unlikely to be feasible under the
conditions of the ISM. Therefore, the results of our computational study suggest the
search of alternative reactions in the gas-phase able to produce Et, or to investigate
possible formation routes on grain surfaces. Together with the intrinsic interest of the
studied formation routes, the computational strategy proposed in the present study

106



Figure 5.11: Representation of the low-temperature kinetics for high- and low-pressure
limits (HPL and LPL, respectively).

paves the way toward systematic investigations of reaction paths for complex organic
molecules in the interstellar medium by effective user-friendly tools.
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Chapter 6

Computational kinetic investigation of
the reaction between vinyl alcohol and
CN radical in the interstellar medium

In this Chapter the same methodology applied in Chapter 4 and 5 has been employed
to study the reaction between Vinyl alcohol (VyA) conformers and radical CN, two
relatively abundant molecules identified in the ISM. Our results indicate that VyA’s
conformers feature a similar reactivity with CN for both addition and abstraction
reactions. For both conformers, the barrierless association reaction to the double bond
shows a strong exothermicity which leads to the formation of an intermediate more
than -220.0 kJ mol−1 below the reactant asymptote. After that, the reaction can
evolve towards the formation of several products through isomerization, dissociation
and hydrogen elimination steps. The kinetics of abstraction and addition reactions
have been investigated with the help of the MESS program taking into the proper
account internal rotations for the various TSs involved int the reaction mechanisms.
Rate constants computed for temperature up to 600 K show that the most kinetically
favoured product of these reactions is cyanoacetaldehyde, a prebiotic molecule not yet
detected in the ISM.
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6.1 Introduction
In the last decades, thanks to ever more precise detection systems, such as radio
telescopes and satellites, more than 200 molecules have been detected in the ISM
[266]. Among these, a class of molecules called interstellar Complex Organic Molecules
(iCOMs) has attracted much attention, because they are supposed to be the chemical
precursors of the more complex building blocks of life, such as amino acids or nucle-
obases [267, 5]. Given the predominance of gaseous matter in the ISM (about 99%
while the remaining 1% is composed of grains) it is hypothesized that the gaseous
phase may play a central role in the formation of these molecules [268]. However,
given the extreme thermodynamic conditions that characterize the ISM, high vacuum
and very low temperatures, reactions in the gaseous phase can only take place if there
are no energy barriers higher than the energy of the initial reactants. The unusual
chemistry characterizing these environments involves highly reactive ionic and radical
species which can react to form more complex molecules [269]. Furthermore, despite
the many efforts that have been made to understand how these iCOMs can form in
the ISM, the reaction mechanisms which bring to their formation are still not clear.
However, in the last decades, simulations of reaction mechanisms and computational
kinetics investigations have proved to be of great help in obtaining accurate and reli-
able information on the reaction mechanisms that can lead to the formation of iCOMs
[270]. Moreover, from these analyses it is also possible to obtain theoretical parame-
ters useful for the simulation of the chemical evolution of astrophysical objects, such as
molecular clouds which represent the initial stage of the star formation process and for
which the chemistry that occurs during these processes is still poorly known. In this
paper we study the reaction between vinyl alcohol (VyA) conformers, syn and anti, and
cyanide (CN) radical which are two relatively abundant molecules present in the ISM.
In particular, VyA’s microwave transitions have been detected in emission toward the
dense molecular cloud Sagittarius B2(N) (SgrB2N) which is one of the most studied by
astronomers because it is rich in prebiotic iCOMs [247]. VyA is the enolic tautomer of
acetaldehyde, another very abundant species in the ISM and both belong to the family
of C2H4O isomers together with oxirane also identified in the ISM. VyA can exist in
two rotameric forms, syn and anti, depending on the value assumed by the dihedral
angle φ (C-C-O-H), which defines the position of the hydroxyl hydrogen with respect
to the double bond [271]. Over the years much work has been done regarding its spec-
troscopic characterization and its presence in various astronomical objects has been
researched [272, 273]. Possible reaction mechanisms have also been hypothesized using
experimental and computational approaches to account for the relative abundances of
the two isomers anti and syn [274, 249, 275]. Furthermore, enols together with alde-
hydes are assumed to serve as key tracers of a non-equilibrium chemistry driven by
cosmic rays leading to COMs[240]. CN radical has also been detected in SgrB2N and
other regions of the ISM as reported by McGuire [276]. It is supposed to be involved
in several gas-phase reaction mechanisms for the formation of iCOMs as investigated
by Tonolo et al.[194], Alessandrini et al. [277], Puzzarini et al. [6] and Lupi et al.[154].
We present a gas-phase model of the barrierless reactions of VyA’s conformers with
CN, which to our knowledge has never been investigated before. The thermochemistry
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and the reactive PES governing the reactions have been characterized through a quan-
tum mechanical approach based on the double hybrid rev-DSDPBEP86 functional and
then refined by the junChS-F12 composite scheme. Our results indicate that VyA’s
conformers feature a similar but still different reactivity with CN. For both reactions
the barrierless association reaction to the double bond shows a strong exothermicity
leading to the formation of very highly stabilized reaction intermediates lying at low
energies respect with the reactant asymptote. After that, for both isomers the reaction
can evolve towards the formation of several products through isomerization and disso-
ciation steps which bring to the formation of several molecular species detected and not
yet detected in the ISM. Rate constants have been computed with the help of the MESS
program in a range of temperatures typical of the ISM. From the kinetic simulations
the most favoured products for both conformers are cyanoacetaldehyde, a prebiotic
molecule not yet detected in the ISM but for which several reaction mechanisms have
been proposed [142, 152] and the dissociation product composed by vinylcyanide and
hydroxyl radical, both molecules have already been detected in the ISM. The article
is organized as follows. In Section 2, the computational methods are described. In
Section 3, the computed reaction mechanisms are discussed with reference to the sta-
tionary points of the potential energy surface (PES). In Section 4, the kinetics of the
reactions are addressed. Section 5 is devoted to conclusions.

6.2 Computational Details
The computational protocol used to study the aforementioned reactive system is the
same used in chapters 5 and 6 of this thesis. Below is a brief summary of the compu-
tational details.

6.2.1 Reaction mechanism discovery

All the reaction mechanisms shown in this work have been automatically generated by
means of the AutoMeKin [49, 50, 2] (AMK) program. Unlike other programs for the
automatic discovery of the reaction mechanism which involve the initial optimization
of the minima characterizing the mechanism and then the calculation of the transi-
tion states (TSs), the methodology on which AMK is built is based on the initial
optimization of the structures of transition states and then obtain the connected min-
ima from each TS via IRC calculations. In this way the program builds the reaction
mechanism by interconnecting all minima through the initially calculated TSs. To do
that, AMK relies on the combination of molecular dynamics simulations (MD), post-
processing and selection of the TS molecular structures obtained with MD and the
re-optimization of the molecular structures through DFT calculations. MD simula-
tions have been performed using the semi-empirical method PM7 [55] implemented in
MOPAC [51]. Geometry optimizations and zero-point corrected electronic energies of
reactants, transition states, intermediates, and products along the reaction pathways
were obtained by the rev-DSD-PBEP86[162]-GD3BJ[69] double-hybrid functional in
conjunction with the jun-cc-pVTZ basis set [160] (here after rDSD). All the critical
points belonging to the reaction pathways were characterized as minima (reactants,
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intermediates and products) and saddle points (transition states) based on vibrational
frequency calculations. The transitions states obtained were further confirmed using
intrinsic reaction coordinate (IRC) [161] scans at the same level of theory. The results
of the simulations have been analyzed using AMK tools [57], a graphic visualizer which
allow to examine the extremely complex reaction networks generated by AutoMeKin,
to visualize molecular structures with their vibrational normal modes and check the
potential energy profiles of the reaction mechanisms investigated. Thanks to AMK
tools, it has been possible to select all the structures of the critical points involved
in the reaction pathways. For such structures, improved electronic energies have been
obtained by exploiting the junChS-F12a composite scheme which will be explained in
more detail in the next subsection.

6.2.2 Electronic structure calculations

It is well known that for systems not showing strong multireference character the
coupled-cluster (CC) model which takes into account for single, double and triple exci-
tations through a perturbative treatment (CCSD(T))[209] lead to an accurate estima-
tion of the electronic energies if complete basis set (CBS) extrapolation and core valence
(CV) correlation are taken into account appropriately. Starting from the optimized ge-
ometries obtained through rDSD, the basic idea of the reduced cost Cheap scheme
(ChS)[210, 165, 168, 278] is to compute single point frozen core (fc) CCSD(T) calcula-
tion in conjunction with a partially augmented triple-zeta basis set[170, 171, 160, 212].
CBS and CV terms computed employing second order Møller-Plesset theory (MP2).
The replacement of conventional methods by the explicitly correlated (F12) variants
leads to the jun-ChS-F12 scheme.
The comparison with the most accurate results available for reaction energies and
activation barriers [168, 1, 217] showed that jun-ChS energy evaluations at rDSD opti-
mized geometries provide average absolute errors of the order of 1 kJ mol−1. Therefore,
for all stationary points, this approach was employed in conjunction with anharmonic
zero-point vibrational energy corrections computed in the framework of second-order
vibrational perturbation theory [218] employing rDSD anharmonic force fields. All rev-
DSD-PBEP86 calculations were performed using Gaussian16[52], while ’junChS-F12a’
calculations were performed using MOLPRO [63, 62, 61].

6.2.3 Kinetics

To determine which among the possible products of the two reactions was the more
kinetically favored, a kinetic analysis was performed employing an Ab Initio Transition
State Theory based on Master Equation approach (AITSTME) by means of the MESS
software [85] to compute the global and channel-specific rate constants. To do that
MESS solves the multiwell one-dimensional master equation by the chemically signifi-
cant eigenvalue (CSE) method and bimolecular products and reactants are treated as
sources and sinks. The collisional energy relaxation is described using the exponential
down model [219] with a temperature dependent < ∆Edown > of 260×(T/298)0.875
cm−1 in an argon bath. Barrier-less reaction rate constants have been computed
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through the phase space theory (PST)[44, 45] which relies on the approximation that
the long-range interaction between the incoming reactants is described by an isotropic
attractive potential V (R) = −C6/R

6 [75]. To obtain the C6 parameters for both anti
and syn conformers (63.49 and 64.09 a 6

0 Eh, respectively) a least-square fit of rDSD
electronic energies computed at different values of the NC-CH2CHOH distance have
been performed. The rate coefficients of the elementary steps governed by distinct tran-
sition states have been computed by the conventional transition-state theory (TST).
Calculations have been carried out assuming a rigid-rotor harmonic-oscillator (RRHO)
approximation and including tunneling as well as non-classical reflection effects using
the Eckart model[84]. For all the transition states internal rotation (IR) modes have
been identified by the use of redundant internal coordinates. For each IR, rotation po-
tentials have been calculated by means of constrained scan calculations. Depending on
the nature and number of IR modes identified in the TSs, one-dimensional decoupled
hindered rotor models or, in the case of internal rotations coupled with other rotation
modes, multi-dimensional rotors were employed. Kinetic simulations have been per-
formed setting the temperature and pressure conditions typical of different regions of
the ISM. A pressure of 1×10−8 bar in a range of temperatures between 30–600 K have
been set to compute the rate constants. The resulting rate constants computed in the
above mentioned temperature range have been fitted to a three-parameter modified
Arrhenius equation, namely the Arrhenius–Kooij expression[221, 222]:

k(T ) = A(
T

300
)ne−

E
RT

where A is s pre-exponential factor, n is a constant, T is the temperature, E defines a
linear variation of the activation energy (Ea) with the temperature, Ea/R = E + nT ,
and R is the universal gas constant.
A, n and E are the fitting parameters.
However, the Arrhenius-Kooij expression cannot be used for all reaction channels.
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6.3 Results
We start the presentation of our results by illustrating the computed reaction mech-
anism of the abstraction and addition processes of the VyA conformers, namely syn
and anti, with the radical cyanide (CN), all these species have been detected in the
ISM. To simplify the analysis, the first PESs presented here concern the abstraction
reaction between the VyA conformers and CN. After that, the PESs regarding the
addition reactions between VyA conformers and CN are reported.

6.3.1 Mechanism of abstraction reactions

Hydrogen abstraction reactions from syn-VyA can lead to the formation of hydrogen
cyanide together with four different radical species, P1A, P2A, P3A, and P4A.

Figure 6.1: Energetics of the abstraction reactions between the syn-VyA and CN:
junChS-F12 energies augmented by anharmonic rDSD ZPE corrections.

Inspection of the reaction profile in Figure 6.1 shows that the initial reaction step is
the formation of an intermediate Int1 lying 225.9 kJ mol−1, respectively below the
reactants. Starting from this intermediate the reaction can further proceed through
4 different transition states, TS1A, TS2A, TS3A and TS4A, corresponding to the
attack of the CN radical to the four non-equivalent hydrogen atoms of syn-VyA. The
lowest energy barrier (TS1) lies 181.7 kJ mol−1 above Int1 (44.2 kJ mol−1 below
the reactants) and governs the abstraction of the hydroxyl hydrogen. The transition
states ruling the other hydrogen abstractions are TS2A, TS3A, and TS4A, which
lie 247.0, 234.4, and 222.7 kJ mol−1 above the intermediate Int1. The high energy
barriers governing these three processes indicate that formation of P1 is kinetically
favoured. Noted is that the same trend would be obtained in terms of thermodynamic
control since P1 lies -173.1 kJ mol−1 below the reactants, whereas the exothermicity
of the reactions leading to P2A, P3A and P4A are 74.8, 53.4, and 59.1 kJ mol−1,
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respectively. The preference for the route leading to P1A can be traced back to
the lower strength of the OH bond with respect to its CH counterparts and to the
stabilization of the CH2CHO radical by π-electron delocalization in the C-C-O moiety.
In analogy with the case of syn-VyA, also the abstraction reactions involving the anti
conformer start with the formation of a reaction intermediate Int1 lying 230.3 kJ mol−1

below the initial reactants.

Figure 6.2: Energetics of the abstraction reactions between the anti -VyA and CN:
junChS-F12 energies augmented by anharmonic rDSD ZPE corrections.

The reaction then proceeds through the attack of CN to one of the hydrogen atoms
of anti -VyA overcoming the corresponding transition state (TS1A, TS2A, TS3A,
or TS4A). Inspection of the energy barriers collected in Figure 6.2 shows that the
favored abstraction process leads to the formation of P1A following the Int1 −→
TS1 −→ P1A path. In fact TS1A is found 49.1 kJ mol−1 below the reactants,
whereas TS2A, TS3A and TS4A lie 10.6, 6.9, and 7.7 kJ mol−1 above the reactants.
All the reactions are exothermic, but all the paths except that leading to P1A are
governed by energy barriers higher than the initial reactants asymptotic limit. As a
consequence, the reactants would have to acquire from the surrounding environment a
significant energy, with this being a highly unlikely process under the harsh conditions
of the ISM.
The reaction between syn-VyA with radical CN shown in Figure 6.3 is characterized
by an initial highly exothermic barrierless attack of CN to the double bond of syn-
VyA which bring to the formation of Int1 at -225.9 kJ mol−1. The reaction can
subsequently progress with the elimination of atomic hydrogen through two different
TSs, the TS4 at -73.1 kJ mol−1 and TS8 at -68.1 kJ mol−1, to lead to the formation of
one of the isomers of cyanovinylalcohol P1 at -94.3 kJ mol−1, or of cyanoacetaldehyde
P3 at -109.6 kJ mol−1. Otherwise the reaction can proceed with the transposition
of hydrogen to form another more stable intermediate Int3 at about -231.3 kJ mol−1

through the TS3 overcoming a barrier of 165.0 kJ mol−1, or the transposition of the
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Figure 6.3: Energetics of the reaction between the syn-VyA and CN: junChS-F12
energies augmented by anharmonic rDSD ZPE corrections.

cyanide group passing through the Int1b at -109.6 kJ mol−1 to arrive at the formation
of Int2 at about -192.6 kJ mol−1. After that, those three intermediates through several
isomerization and dissociation paths can lead to the formation of many other products,
like other cyanovinylalcohol isomers, P2 and P7, respectively at -79.8 kJ mol−1 and
-104.1 kJ mol−1, the vinylcyanide P6 at -96.2 kJ mol−1, the formylcyanide P5 at -
110.7 kJ mol−1 and the acetylcyanide P4 at -114.2 kJ mol−1. As can be seen, all the
dissociation products of the aforementioned processes show a strong exothermicity, a
necessary condition for their formation in the ISM. It is also worth pointing out that
only few of the possible products are molecular species already detected in the ISM, in
paticular in SgrB2N, such as the formylcyanide[185] and vinylcyanide[279].
Also for anti -VyA in Figure 6.4the initial reaction stage provides for the barrierless
attack of CN to the π system of the VyA, to lead to the formation of the reaction
intermediate Int1 at -230.30 kJ mol−1. From Int1 the reaction can evolve through
hydrogen elimination reactions to form P1 at -98.60 kJ mol−1 and P3 at -114.90
kJ mol−1, passing through TS4 and TS8, respectively. Otherwise Int1 can evolve
through isomerization steps which involve the transposition of the CN radical or the
hydrogen atom through the TS1 at -114.1 kJ mol−1 and TS3 at -63.60 kJ mol−1

to form two others reaction intermediates, Int2 at -197.90 kJ mol−1 and Int3 at -
234.70 kJ mol−1. From Int3 another hydrogen elimination process can bring to the
formation of P7 through TS5 with energy barrier of 157.80 kJ mol−1. From Int2 a
possible dissociation pathway can bring to the formation of P6, through TS3b. Also
two isomerization steps can occur through hydrogen transposition mechanisms through
TS10 and TS12, which bring to the formation of Int4 at -273.20 kJ mol−1 and Int5
at -175.10 kJ mol−1. From Int4 the hydrogen elimination can bring to the formation of
P4 through TS13 with an energy barrier of 191.80 kJ mol−1. From Int5 two possible
dissociation pathways can occur which brign to the formation of P4 and P5 at -119.50
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Figure 6.4: Energetics of the reaction between the anti -VyA and CN radical: junChS-
F12 energies augmented by anharmonic rDSD ZPE corrections.

kJ mol−1 and -116.00 kJ mol−1 respectively. It is useful to observe that also in this case
all the processes of formation of the reaction products are strongly exothermic and that
some of the products turn out to be, as in the case of the previous reaction, molecules
already identified in the ISM while most of them are not , such as cyanoacetyladehyde
(P3), isomers of cyanovinyl alcohol (P1, P2, P7) and acetylcyanide (P4).
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6.3.2 Rate constants

In order to prove which of the all possible products of the reaction between the two
VyA conformers and CN at the ISM thermodynamic conditions is the most kinetically
favoured one is necessary to perform kinetic computations. The Arrhenius plot for all
the abstraction products P1A, P2A, P3A, P4A and the addition products P1, P2,
P3, P4, P5, P6, P7 for the reactions syn-VyA+CN and anti -VyA+CN, are shown in
Figures 6.5, 6.6, 6.7 and 6.8. The parameters of the Arrhenius-Kooij and NTS fits are
given in Table 7.7, 7.8, 7.9, 7.10 reported in Appendix D. These have been obtained
by fitting the global rate constants and the transitivities computed in the 30–600 K
range.
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Figure 6.5: Arrhenius plot of the formation rate constants of the products P1A, P2A,
P3A, P4A of the syn-VyA + CN abstraction reactions.

Starting from abstraction reactions involving syn-VyA, inspection of the results re-
ported in Figure 6.5 shows that the rate constant governing the formation of P1A
(which ranges between 3.13×10−13 and 1.00×10−12 cm3molecule−1s−1) is higher than
the rate constants governing the formation of P2A, P3A and P4A in the whole inter-
val of temperatures (30-600 K). The trend reflects the effect of the energy barriers and
the nature of their reaction pathways involved in leading to the various products. In
fact, the formation pathways of P1A and P4A show submerged TSs lying 44.2 and 3.2
kJ mol−1 below the reactants, while P2A and P3A show TSs which lye above it. Fur-
thermore the formation pathway of P2A involve three different intermediates and high
energy barriers, which make it the most kinetically disfavoured process. The formation
rate constant for the reaction channel leading to P4A ranges between 4.26×10−20 and
8.41×10−16 cm3molecule−1s−1. For P3A ranges between 1.11×10−19 and 8.05×10−15

cm3molecule−1s−1. Finally, the rate constant governing the formation of P2A ranges
between 1.62×10−32 and 5.36×10−26cm3molecule−1s−1.
Figure 6.6 shows that also for the abstraction reactions involving the anti conformer
the fastest process leads to the formation of P1A in the whole interval of temper-
atures (30-600 K) and its rate constant ranges between 3.70×10−15 and 1.07×10−14
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Figure 6.6: Arrhenius plot of the formation rate constants of the products P1A, P2A,
P3A, P4A of the anti -VyA + CN abstraction reactions.

cm3molecule−1s−1. Once again the trend of rate constants parallels that of energy
barriers and the single/multi step nature of the reaction path. Accordingly, the second
highest rate constant (ranging between 1.46×10−21 and 1.09×10−16 cm3molecule−1s−1)
is the formation of P3A, with the barrier associated to this abstraction process be-
ing about 24.0 kJ mol−1. Next, formation of P4A is governed by an energy barrier
of 42.0 kJ mol−1 and its rate constant ranges between 4.76×10−19 and 9.16×10−16

cm3molecule−1s−1. Finally, the slowest process is the formation of P2A, which is
ruled by an energy barrier of 39.7 kJ mol−1 and has a rate constant ranging between
4.30×10−32 and 6.69×10−20cm3molecule−1s−1.
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Figure 6.7: Arrhenius plot of the formation rate constants of the products P1, P2,
P3, P4, P5, P6 and P7 of the syn-VyA + CN addition reaction.
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For addition reactions, the results reported in Figure 6.7 show that in the whole in-
terval of temperatures (30-600 K) the formation of P3, which is the cyanoacetalde-
hyde, is governed by the highest rate constant, which ranges between 1.40×10−10 and
2.40×10−10cm3molecule−1s−1. All the other products are formed by multi-step reaction
pathways governed by rate constants decreasing in the order P6>P1>P7>P5>P4
> P2, which correspond to vinylcyanide and radical hydroxyl, a (E)-cyanovinylalcohol,
(Z)-cyanovinylalcohol, formylcyanide and radical methyl, acetylcyanide, 2-hydroxy-2-
propenitrile.
While the general trend of the rate constants governing addition reactions to anti-
Vy is analogous to that of the syn conformer, the reaction pathways discovered by
AutoMeKin involve different energy barriers, which lead to non negligible quanti-
tative differences. In any case, the results reported in Figure 6.8 shows that in
the whole temperature interval the highest rate constant (between 2.83×10−13 and
4.74×10−10cm3molecule−1s−1) governs again the formation of P3.
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Figure 6.8: Arrhenius plot of the formation rate constants of the products P1, P2,
P3, P4, P5, P6 and P7 of the anti -VyA + CN addition reaction.

6.3.3 Interpretation

For some abstraction reaction channels the analysis of the trend of the transitivity
functions γ(β), which correspond to the reciprocal of the activation energy (1/Ea)
with β = 1/RT show a sub-Arrhenius behavior typical of low-temperature reactions
in which tunneling influences the rate constants[280].
Since the Ea can be expressed as

Ea = −∂ ln k(T )
∂β

(6.1)
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we analyzed the trends of γ(β) by using the k(T ) obtained by the kinetic simulations.
The general classification proposed in ref. 280 allows us to understand the importance
that tunneling has in tuning the rate constants.
For this purpose the "crossover temperatures", Tc have been calculated by using the
following expression[281, 282]

Tc =
ℏv‡

R
(6.2)

in which v‡ is the value of the imaginary frequency at the TS, R is the universal gas
constant and ℏ is the reduced Planck’s constant. Depending on the value assumed by
Tc it was possible to define in which tunneling regime the various reactive paths were
located in the investigate temperature range T : classical, for T > 4Tc, negligible, for
4Tc > T > 2Tc, moderate, for 2Tc > T > Tc and deep, for Tc > T .
In Table 6.1 are reported the values of Tc for all the barrier above the reactants limit
which bring to the formation of P2A, P3A and P4A for both VyA’s conformers.

Tc/K
P2A 16.6
P3A 34.7
P4A 39.5

Tc/K
P2A 17.9
P3A 36.2
P4A 26.1

Table 6.1: Crossover temperatures for the syn-VyA (left) and
anti -VyA (right) abstraction processes.

For all the processes it was therefore possible to define that the temperature range
considered in the kinetic simulations defined a tunneling regime ranging from deep
to classical, except for the P2A formation processes and P4A formation process for
anti -VyA which range from moderate to classical.
So, we used the Nakamura-Takayanagi-Sato (NTS)[283, 284] transitivity function γ(β)
to fit our data. NTS is expressed as

γ(β) =
1

ε‡
[
1 + (RT0)

2 β2
] 3

2

in which ε‡ and T0 are the fitting parameters and are defined as the Arrhenius-Eyring
energy barrier and the Vogel-Fulcher-Tammann temperature (VFT-temperature), R is
the universal gas constant and β, which is expressed as β = 1

RT
, it is often referred as

to the Lagrange parameter. In Appendix D, Figures 7.3 and 7.4 show the comparison
plots between our data and the fitted NTS function.

6.4 General discussion and conclusions
In this work a computational kinetic study between the vinyl alcohol conformers and
the CN radical is proposed. Specifically, the hydrogen addition and abstraction chan-
nels were analyzed by an automated search for possible reaction mechanisms using the
AMK program. After the refinement through the use of the junChS-F12 composite
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schemes of the energetics of the reactive PESs, a kinetic analysis of all the reactive
channels was then performed in a typical temperature range of the ISM by means
of the MESS program. The results show that the formation of P3 is favoured for
both conformers in the entire temperature range even if TSs at higher energies are
involved than other reaction pathways shown in the Figure 6.3 and 6.4. This is due to
the presence of low-frequency vibrational motions associated with hindered rotations
characterizing various involved TSs, including TS8 involved in the cyanoacetaldehyde
formation pathway.
In more detail in Table 6.2 the models used for all the TSs involved in the reaction
mechanisms of the two conformers syn and anti are indicated.

anti -VyA + CN syn-VyA + CN
TS Model
TS1 1D-HR
TS1b 1D-HR
TS3 1D-HR
TS3b MD-HR
TS4 1D-HR
TS5 1D-HR
TS8 MD-HR
TS10 1D-HR
TS12 MD-HR
TS13 Free
TS14 1D-HR
TS15 1D-HR
TS16 MD-HR
TS1A Free
TS2A Free
TS3A Free
TS4A Free

TS Model
TS1 1D-HR
TS1b 1D-HR
TS3 MD-HR
TS3b MD-HR
TS4 1D-HR
TS5 1D-HR
TS8 MD-HR
TS10 1D-HR
TS12 MD-HR
TS13 Free
TS14 1D-HR
TS15 1D-HR
TS16 MD-HR
TS1A Free
TS2A Free
TS3A Free
TS4A Free

Table 6.2: List of the TSs involved in all the reaction mechanisms
with the model used to treat the internal rotations, i.e., one-
dimensinal free rotor (Free), one-dimensional hindered rotor (1D-
HR) and multi-dimensional coupled hindered rotors (MD-HR).

As far as the Tunnel effect is concerned, it can be hypothesized that for the addition
mechanisms it does not play an important role since all the TSs lye below the asymp-
totic limit of the reactants. The same hypothesis can be made for the P1A formation
mechanism of abstraction mechanisms for both conformers and P4A product of the
syn-VyA conformer. In any case, it can be stated that tunneling affects only the for-
mation mechanisms of P2A, P3A and P4A for the anti conformer and of P2A and
P3A for the conformal syn.
From the nature of the reaction mechanisms reported in this work, characterized by
thermodynamically very stable reaction intermediates and numerous submerged TSs, it
is possible to state that the Tunnel effect cannot decisively condition the value assumed
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by the rate constants. On the contrary, given that all the species involved in the various
mechanisms are strongly excited vibrationally, the effect of the internal rotations of the
different TSs plays a fundamental role affecting the final value assumed by the rate
constants.
Mechanistic analysis of hydrogen abstraction channels shows similarity to another sys-
tem analyzed by Balucani et al. [285] involving ethylene and radical cyanide. Also in
this case the association without barriers is strongly favoured, leading to the forma-
tion of thermodynamically very stable reaction intermediates. In the case of hydrogen
abstraction, given that for ethylene the hydrogens are all equivalent to each other, this
process is associated with only one transition state which according to the reported
results is about 5 kJ mol−1 above the reactants. In the case of VyA there are no
equivalent hydrogens, in fact four different transition states have been identified. From
the results obtained, the kinetically most favored abstraction process is also the one
involved in the weakest bond, the hydrogen of the hydroxyl group which leads to the
formation of P4A for both VyA conformers.
This study brings new insights into a possible mechanism of formation of a prebiotic
molecule not yet identified in the ISM, cyanoacetaldehyde. We therefore suggest to
look for this molecule in those regions where both VyA and CN have been identified,
i.e. Sagittarius B2N and G+0.693-0.027.
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Chapter 7

Conclusions and future perspectives

In this dissertation, a computational protocol for the modeling of reaction mechanism
and kinetics of gas-phase reactions of astrochemical interest have been developed and
presented. The three main pillars of this protocol involve: (i) the automated reaction
mechanism discovery through the AutoMeKin program, (ii) the energy refinement of
the electronic energies by means of the ’cheap’ family schemes and (iii) the kinetic anal-
ysis of the reaction mechanism obtained through the StarRate program in conjunction
with the MESS program for kinetic calculations through AITSTME approach.
For (i) the starting point is the construction of PESs using the AutoMeKin program for
the automated search of reaction mechanisms. It has been demonstrated that thanks to
this program it is possible to obtain a more detailed description of the reaction mecha-
nisms that can lead to the formation of iCOMs and to discover formation channels for
molecules of astrochemical interest that had not yet been previously considered. The
program is also able to analyze in detail the barrierless reaction channels which allow
to obtain an extensive list of possible starting reagents, like radicals and ions, which
are fundamental for the chemistry of the ISM.
For (ii), the ’cheap’ family of composite schemes has been applied to obtain accu-
rate energetic characterization of the reactive PES discovered by AutoMeKin. All of
these methods begin by computing the molecular geometries and vibrational frequen-
cies using spin-component scaled double hybrid density functionals with dispersion
corrections and triple-quality basis sets with diffuse functions. All of these schemes’
variations have their roots in the coupled cluster ansatz, to which complete basis set
and core-valence corrections are included and both are evaluated at the MP2 level of
theory in an effort to cut down on computational costs without compromising accuracy.
In fact, the aforementioned approaches have since been compared to a wide range of
benchmark reaction barriers and molecular architectures. According to the findings,
the standard deviation is within 1.25 kJ mol−1.
For (iii), two programs, StarRate and MESS, have been used in conjunction in order
to obtain a kinetic analysis of the complex reaction networks obtained in (i) and (ii).
More specifically, the development and the features already implemented and several
new features, concerning multidimensional tunneling (ZCT, SCT), radiative emission
stabilization and anharmonicity models which are currently under implementation in
StarRate have been discussed in Chapter 2. After that, StarRate has been used also to
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investigate the kinetics of the reactive systems studied in Chapters 3, and in Chapters
4 and 5 also with MESS.
This protocol has been applied to study four reactive systems, (a) the radiative associ-
ation reaction between the radicals HCO and H2CCN, (b) the dissociative recombina-
tion between the radicals HCO and HCCN, (c-d) the competition between the addition
and abstraction channels for the reaction between Vy conformers and the CN and OH
radicals have been reported and discussed.
For none of the above reactions there are other computational or experimental studies in
the literature. From our results, for what concerns (a), radiative emission stabilization
plays a central role in the formation of Cyanoacetaldehyde at the very harsh conditions
of the ISM. More generally, the effectiveness of the radiative emission effect can grow
as the number of degrees of freedom of the analyzed molecular system increases. We
will study this effect in more detail and for larger reactive systems in the future. In (b)
a plausible formation reaction pathway of the Cyanoketene starting from the radical
species HCO and HCCN has been discussed. The kinetic analysis of the mechanism
confirms that, Cyanoketene is not the thermodynamically favored product, it appears
to be the kinetically most favored one. For (c), the investigation of the reaction between
Vy and OH has been carried out in order to prove that (Z)1,2-Ethendiol cannot be
formed through addition reaction channels, instead hydrogen abstraction is kinetically
favored which bring to the formation of vynoxy radical, a molecule not yet detected
in the ISM. For (d), the reaction between Vy and CN have been investigated through
abstraction and addition reaction channels which led to the discovery of a plausible
dissociative recombination route for the formation of Cyanoacetaldehyde in the ISM.
In general terms, most of the objectives outlined in the Introduction have been reached
satisfactorily. Of course, the computational strategy proposed in this thesis can be
further improved.
A future step forward will be the development of an interface capable of automating the
various steps of the protocol developed in this thesis in order to obtain a computational
tool capable of providing a detailed description both at the mechanistic and kinetic
level of the reactive system under investigation.
As regards the accuracy of the kinetic models used, the simulations carried out for
the various reactive systems presented above are not intended to provide a precise
quantitative description, but to provide a semi-quantitative analysis of the formation
channels of molecules not yet identified in the ISM. The methodology presented here
paves the way for the systematic computational study of the formation mechanisms of
iCOMs. In this way it will also be possible to work in synergy with the spectroscopists
to give indications on which molecule to look for and in which area of the ISM. Thanks
to this protocol it is possible to obtain a detailed description at a mechanistic level and a
good estimation of the reaction rates which are both of paramount importance to model
the chemical evolution of astrophysical objects. We therefore believe that the protocol
presented in this dissertation could be of considerable utility in the computational study
of the gas phase chemical reactivity of the ISM, both as regards the understanding of
the iCOM formation mechanisms, and as regards the search for molecules not yet
identified in the ISM.
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Supporting Data for Chapter 3
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B2PLYP-D3 rDSD Cheap B2PLYP-D3 rDSD Cheap
A+B 0 0 0 TS2c 151.4 132.1 135.0
1-CA -290.3 -307.8 -301.9 TS3c 122.9 104.3 110.4
2-CA -293.5 -310.7 -305.0 TS1b -283.6 -300.9 -295.4
1-CVA -279.5 -294.3 -289.5 TS2b -48.9 -64.3 -54.2
2-CVA -277.9 -292.6 -288.3 TS3b -257.4 -272.4 -270.2
3-CVA -259.8 -276.0 -273.3 TS4b 32.1 19.7 24.3
4-CVA -262.0 -277.9 -275.5 TS5b 33.9 19.0 21.9
5-CVA -289.0 -304.0 -299.2 TS6b 14.2 -1.4 1.4
6-CVA -275.1 -289.9 -285.7 TS7b -55.8 -72.0 -73.3
Prc-C+D -180.7 -187.9 -189.7 TS8b 15.2 0.2 3.3
C+D -164.0 -170.8 -174.5 TS9b -248.2 -272.4 -270.0
Isoxazole -198.0 -220.2 -212.3 TS10b -73.6 -91.0 -92.0
AcC -299.8 -316.5 -309.2 TS11b 6.0 -9.4 -6.2
Prc-E+F -224.5 -230.8 -226.5 TS12b 24.8 8.4 15.2
E+F -218.2 -223.8 -221.6 TS13b 24.2 9.2 5.8
Carb1 18.3 5.5 6.1 TS14b 15.6 0.6 -1.6
Carb2 -26.1 -37.1 -33.4 TS6g 42.4 26.6 33.7
IM1c -183.8 -206.2 -198.1 TS7g -22.2 -37.2 -25.4
IM1b -58.6 -74.5 -75.9 TS8g -248.2 -264.1 -262.7
IM2b -84.7 -101.3 -102.0 TS9g 60.6 49.2 52.7
IM3b -78.4 -95.5 -96.5 TS10g 200.7 190.0 190.1
IM4b -84.7 -102.2 -102.5 TS11g 48.6 34.6 42.2
1-ICA -193.5 -209.3 -206.4 TS12g -165.4 -180.4 -182.0
2-ICA -197.9 -213.6 -210.9 TS13g 144.2 150.5 151.2
1-ICVA -172.5 -186.5 -185.3 TS1a -30.9 -47.3 -44.4
2-ICVA -171.7 -185.5 -185.0 TS2a -39.9 -55.9 -52.4
3-ICVA -176.0 -191.1 -191.5 TS3a -181.2 -197.1 -195.0
4-ICVA -178.5 -193.4 -194.2 TS4a 104.9 84.7 90.9
5-ICVA -187.4 -201.6 -200.5 TS5a 4.3 -17.6 -12.8
6-ICVA -173.1 -187.0 -186.3 TS6a 59.5 45.4 52.5
Prc-H+D -64.0 -69.5 -75.7 TS7a -156.7 -170.8 -171.9
H+D -49.3 -54.5 -62.2 TS8a -25.9 -39.2 -40.1
Oxazole -291.9 -314.7 -309.1 TS9a -24.1 -37.5 -38.5
IAcC -242.5 -258.1 -253.9 TS10a 111.3 97.2 96.7
IM1a -165.0 -187.1 -185.5 TS11a 132.1 118.6 118.3
IM2a 39.0 24.6 20.2 TS12a 181.6 170.4 169.9
IM3a 17.1 1.4 -2.4 TS13a 30.4 14.3 10.1
IM4a 8.6 -7.1 -9.8 TS14a 47.7 32.9 28.2
IM5a 3.0 -11.9 -14.9 TS15a 92.2 78.2 78.5
TS1d 40.3 42.8 27.2 TS16a 99.1 85.5 85.4
TS2d 10.7 -3.1 7.2 TS17a -159.0 -173.1 -174.0
TS3d 144.3 132.9 133.1 TS18a 119.0 105.5 99.2
TS1c 17.7 13.1 -12.2 TS19a 108.6 95.4 91.1

Table A.1: Zero-point corrected energies (in kJ mol−1) relative
to the dissociation limit for the all species involved in the HCO
+ CH2CN addition reaction computed using the 3 different levels
of theory discussed in Sec. 3.2. The RMS deviation of B2PLYP-
D3 and rDSD data from Cheap values is 14.0 and 5.3 kJ mol−1,
respectively.
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Appendix B

Supporting Data for Chapter 4

Species rDSD junChS-F12
Rx1 0.0 0.0

MIN1 -190.4 -212.0
MIN2 -384.6 -370.3
MIN3 -381.9 -364.4
TS1 -102.6 -100.4
TS2 -143.6 -126.5
TS3 -50.2 -31.6
TS4 -193.7 -172.5
TS6 -338.7 -326.7
TS7 -189.1 -170.2
TS8 -194.2 -173.9
P1 -227.7 -201.1
P2 -382.5 -373.8
P3 -127.4 -114.1

Table B.1: Anharmonic Zero-Point corrected Energies (in kJ
mol−1 ) relative to the Asymptotic Limit for all the species in-
volved in the reaction computed using the two different levels of
theory discussed in Section 4.2. The RMS deviation of rDSD re-
sults from their junChS-F12 counterparts is 16.5 kJ mol−1.
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Scan of Barrierless Reaction
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Figure B.1: One-dimensional potential energy profile as a function of C–C bond for-
mation (Å) for the reaction of HCCN + HCO −→ MIN2 computed at the rDSD level.
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Appendix C

Supporting Data for Chapter 5

Addition reactions

anti -VyA + OH syn-VyA + OH
Species rDSD junChS-F12

anti-Vy+OH 0.0 0.0
PrC -11.0 -12.6
IM2 -124.6 -123.8
IM3 -113.5 -111.9
IM4 -77.3 -75.9
IM5 -120.0 -121.1
TS1 -3.2 -11.2

TS1GA 39.0 36.5
TS2 -0.8 -8.2
TS3 16.0 11.1
TS4 45.1 43.4
TS6 4.3 2.2

TSAA2 -14.1 -24.3
TSFA2 -36.3 -31.1
TSFA1 -89.5 -87.3
TSAA1 -77.4 -76.4
TSGA 11.6 13.6

P1 26.2 30.4
P2 -23.1 -19.0
P3 -23.6 -15.1
P4 -50.6 -45.2
P5 -136.9 -128.3
P6 -153.3 -148.6
P7 -48.0 -44.2

Species rDSD junChS-F12
syn-Vy+OH 0.0 0.0

PrC -13.9 -13.9
IM1 -117.9 -117.1
IM2 -132.1 -131.7
IM3 -72.7 -71.5
IM4 -115.4 -116.7
TS1 -2.5 -9.6

TS1GA 44.2 41.6
TS2 2.6 -6.1

TS2GA 8.9 20.6
TS3 30.4 28.6
TS4 20.5 15.5

TSAA1 -72.9 -58.0
TSAA2 -9.6 -19.8
TSFA2 -31.7 -26.7
TSFA1 -84.9 -82.9
TSGA 28.5 31.1

P1 15.6 19.0
P2 -18.5 -11.7
P3 -19.1 -10.7
P4 -46.0 -40.8
P5 -132.3 -123.9
P6 -148.8 -144.2
P7 -43.4 -39.8

Table C.1: Anharmonic Zero-point Corrected Energies (in kJ
mol−1 ) Relative to the Dissociation Limit for All the Species
Involved in the anti -Vy + OH and syn-Vy + OH Abstraction
Reactions Computed Using the Two Different Levels of Theory
Discussed in Section 5.2.
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Abstraction reactions

anti -VyA + OH syn-VyA + OH
Species rDSD junChS-F12

anti-Vy+OH 0.0 0.0
PrC1 -18.9 -19.2
PrC2 -11.0 -12.7
PrC4 -15.3 -14.9
TS1 28.0 22.8
TS2 30.2 27.0
TS3 17.2 11.3
TS4 15.8 1.1
P1 -12.2 -18.0
P2 -10.3 -15.3
P3 -39.7 -44.1
P4 -140.9 -142.4

Species rDSD junChS-F12
syn-Vy+OH 0.0 0.0

PrC1 -13.8 -13.9
PrC2 -13.9 -14.1
PrC4 -19.9 -13.1
TS1 16.9 12.1
TS2 30.3 26.6
TS3 29.2 24.5
TS4 27.0 1.7
P1 -17.7 -23.2
P2 -67.1 -72.6
P3 -35.1 -39.7
P4 -136.3 -137.9

Table C.2: Anharmonic Zero-point Corrected Energies (in kJ
mol−1 ) Relative to the Dissociation Limit for All the Species
Involved in the syn-VyA + OH and anti -VyA + OH Abstraction
Reactions Computed Using the Two Different Levels of Theory
Discussed in Section 5.2.
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Appendix D

Supporting Data for Chapter 6

Addition reactions

anti -VyA + CN syn-VyA + CN
Species rDSD junChS-F12
A+B 0.0 0.0
Int1 -247.9 -230.3
Int1b -122.7 -115.1
Int2 -214.7 -197.9
Int3 -249.3 -234.7
Int4 -289.1 -273.2
Int5 -183.2 -175.1
TS1 -123.2 -114.1
TS1b -109.5.1 -99.6
TS3 -81.3 -66.2
TS3b -97.6 -92.4
TS4 -91.4 -77.2
TS5 -88.8 -76.9
TS8 -89.3 -73.4
TS10 -77.4 -63.8
TS12 -69.3 -52.9
TS13 -100.2 -81.4
TS14 -101.6 -82.6
TS15 -126.4 -106.9
TS16 -72.1 -51.9
P1 -121.8 -98.6
P2 -105.8 -85.1
P3 -138.4 -114.9
P4 -145.3 -119.5
P5 -138.5 -116.0
P6 -118.1 -101.5
P7a -131.5 -109.4

Species rDSD junChS-F12
A+B 0.0 0.0
Int1 -242.9 -225.9
Int1b -117.7 -109.6
Int2 -209.7 -192.6
Int3 -246.4 -231.3
Int4 -284.1 -267.9
Int5 -187.1 -169.8
TS1 -112.7 -101.8
TS1b -104.1 -94.4
TS3 -77.1 -60.9
TS3b -92.0 -87.1
TS4 -87.2 -73.1
TS5 -84.5 -71.1
TS8 -85.5 -68.1
TS10 -73.3 -58.5
TS12 -63.2 -47.6
TS13 -96.3 -76.1
TS14 -96.4 -77.4
TS15 -121.3 -101.6
TS16 -56.4 -46.6
P1 -116.7 -94.3
P2 -100.4 -79.8
P3 -134.6 -109.6
P4 -140.1 -114.2
P5 -131.6 -110.7
P6 -112.0 -96.2
P7a -125.9 -104.1

Table D.1: Anharmonic Zero-point Corrected Energies (in kJ
mol−1 ) Relative to the Dissociation Limit for All the Species
Involved in the syn-VyA + CN and anti -VyA + CN Addition
Reactions Computed Using the Two Different Levels of Theory
Discussed in Section 6.2. The RMS deviation of rDSD results
from their junChS-F12 counterparts for anti and syn are 17.1
and 17.2 kJ mol−1, respectively.
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Abstraction reactions

anti -VyA + CN syn-VyA + CN
Species rDSD junChS-F12
A+B 0.0 0.0
Int1 -247.9 -230.3
TS1 -42.4 -23.2
TS2 -6.3 10.6
TS3 -6.5 6.9
TS4 -4.9 7.7
P1 -192.2 -177.9
P2 -91.0 -79.6
P3 -61.6 -58.2
P4 -63.5 -63.8

Species rDSD junChS-F12
A+B 0.0 0.0
Int1 -242.9 -225.9
TS1 -64.7 -44.2
TS2 5.0 21.0
TS3 -5.3 8.5
TS4 -16.9 -3.2
P1 -187.6 -173.1
P2 -86.4 -74.8
P3 -57.0 -53.4
P4 -58.9 -59.0

Table D.2: Anharmonic Zero-point Corrected Energies (in kJ
mol−1 ) Relative to the Dissociation Limit for All the Species
Involved in the syn-VyA + CN and anti -VyA + CN Abstraction
Reactions Computed Using the Two Different Levels of Theory
Discussed in Section 6.2. The RMS deviation of rDSD results
from their junChS-F12 counterparts for syn-VyA + CN and anti -
VyA + CN is 3.1 and 3.2 kJ mol−1, respectively.
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Figure D.1: One-dimensional potential energy “curves” as a function of C−C bond
formation (Å) for the reactions anti -VyA + CN −→ Int1 in red and syn-VyA + CN
−→ Int1 in blue computed at the level rev-DSDPBEP86-GD3(BJ)/jun-cc-pVTZ.
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NTS Parameters

ε‡/kJmol−1 T0/K rmsa

P2A 2158.36 12.78 5.04×10−4

P3A 309.52 8.52 1.78×10−2

P4A 240.15 7.97 2.22×10−3

a rms stands for root-mean-square deviation
of the fit.

Table D.3: The NTS parameters for the syn-VyA + CN abstrac-
tion reaction.

ε‡/kJmol−1 T0/K rmsa

P2A 1515.76 10.89 3.87×10−4

P3A 326.34 8.66 1.66×10−3

P4A 303.42 8.89 2.17×10−3

a rms stands for root-mean-square deviation
of the fit.

Table D.4: The NTS parameters for the anti -VyA + CN abstrac-
tion reaction.

Arrhenius-Kooij Parameters

A/cm3molecule−1s−1 n E/kJmol−1 rmsa

P1 6.68×10−11 0.37 -114.69 1.09×10−12

P2 1.67×10−13 1.02 -484.24 1.08×10−14

P3 2.12×10−10 0.19 -3.46 5.32×10−13

P4 2.54×10−13 0.39 -139.00 6.44×10−15

P5 3.56×10−12 0.57 -214.95 8.98×10−14

P6 1.14×10−10 -0.17 187.72 3.79×10−12

P7 3.03×10−11 0.59 -236.25 1.02×10−12

P1A 5.45×10−13 0.72 -370.04 1.81×10−14

a rms stands for root-mean-square deviation of the fit.

Table D.5: The Arrhenius-Kooij parameters for the syn-VyA +
CN addition reaction.
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A/cm3molecule−1s−1 n E/kJmol−1 rmsa

P1 2.08×10−12 0.05 69.23 2.39×10−14

P2 1.26×10−14 0.38 -103.58 1.39×10−16

P3 4.19×1010 0.18 -4.28 3.64×10−13

P4 1.77×1014 0.02 70.05 1.60×10−16

P5 2.40×10−13 0.07 65.10 3.62×10−15

P6 6.21×10−12 -0.47 327.34 3.61×10−13

P7 3.69×10−13 0.18 -3.10 4.17×10−16

P1A 6.63×10−17 0.59 -224.19 1.80×10−16

a rms stands for root-mean-square deviation of the fit.

Table D.6: The Arrhenius-Kooij parameters for the anti -VyA +
CN addition reaction.

γ(β) vs NTS fitting plots
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Figure D.2: Comparison between NTS fitting function and transitivity data obtained
from the kinetic simulations for the abstraction reactions between anti -VyA + CN.
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Figure D.3: Comparison between NTS fitting function and transitivity data obtained
from the kinetic simulations for the abstraction reactions between syn-VyA + CN.
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