
MNRAS 530, 1829–1848 (2024) https://doi.org/10.1093/mnras/stae789 
Advance Access publication 2024 March 19 

E-XQR-30: The evolution of Mg II , C II , and O I across 2 < z < 6 

Alma Maria Sebastian , 1 , 2 ‹ Emma Ryan-Weber, 1 , 2 ‹ Rebecca L. Davies, 1 , 2 ‹ George D. Becker, 3 

Laura C. Keating , 4 Valentina D’Odorico , 5 , 6 , 7 Romain A. Meyer , 8 Sarah E. I. Bosman , 9 , 10 

Guido Cupani , 5 , 7 Girish Kulkarni , 11 Martin G. Haehnelt, 12 Samuel Lai, 13 Anna–Christina Eilers , 14 

Manuela Bischetti 15 and Simona Gallerani 6 
1 Centre for Astronomy and Astrophysics, Swinburne University of Technology, Hawthorn, Victoria 3122, Australia 
2 ARC Centre of Excellence for All Sky Astrophysics in 3 Dimensions (ASTRO3D), Canberra, ACT 2611, Australia 
3 Department of Physics & Astronomy, University of California, Riverside, CA 92521, USA 

4 Institute for Astronomy, University of Edinburgh, Blackford Hill, Edinburgh EH9 3HJ, UK 

5 INAF-Osservatorio Astronomico di Trieste, via G. Tiepolo 11, I-34143 Trieste, Italy 
6 Scuola Normale Superiore, Piazza dei Cavalieri, I-56126 Pisa, Italy 
7 IFPU–Institute for Fundamental Physics of the Universe, via Beirut 2, I-34151 Trieste, Italy 
8 Department of Astronomy, University of Geneva, Chemin Pegasi 51, CH-1290 Versoix, Switzerland 
9 Institute for Theoretical Physics, Heidelberg University, Philosophenweg 12, D-69120 Heidelberg, Germany 
10 Galaxies and Cosmolgy Department, Max Planck Institut f ̈ur Astronomie, K ̈onigstuhl 17, D-69117 Heidelberg, Germany 
11 Department of Theoretical Physics, Tata Institute of Fundamental Research, Homi Bhabha Road, Mumbai 400005, India 
12 Kavli Institute for Cosmology and Institute of Astronomy, Madingley Road, Cambridge CB3 0HA, UK 

13 Researc h Sc hool of Astr onomy and Astr ophysics, Austr alian National University, Canberr a, ACT 2611, Austr alia 
14 MIT Kavli Institute for Astrophysics and Space Research, Massachusetts Institute of Technology, Cambridge, MA 02139, USA 

15 Dipartimento di Fisica, Universit ̀a di Trieste, Sezione di Astronomia, Via G.B. Tiepolo 11, I-34131 Trieste, Italy 

Accepted 2024 March 14. Received 2024 March 11; in original form 2023 October 16 

A B S T R A C T 

Intervening metal absorbers in quasar spectra at z > 6 can be used as probes to study the chemical enrichment of the Universe 
during the Epoch of Reionization. This work presents the comoving line densities (d n /d X ) of low-ionization absorbers, namely, 
Mg II (2796 Å), C II (1334 Å), and O I (1302 Å) across 2 < z < 6 using the E-XQR-30 metal absorber catalogue prepared from 

42 XSHOOTER quasar spectra at 5.8 < z < 6.6. Here, we analyse 280 Mg II (1.9 < z < 6.4), 22 C II (5.2 < z < 6.4), and 

10 O I (5.3 < z < 6.4) intervening absorbers, thereby building up on previous studies with impro v ed sensitivity of 50 per cent 
completeness at an equi v alent width of W > 0.03 Å. For the first time, we present the comoving line densities of 131 weak 

( W < 0.3 Å) intervening Mg II absorbers at 1.9 < z < 6.4 which exhibit constant evolution with redshift similar to medium 

(0.3 < W < 1.0 Å) absorbers. Ho we ver, the cosmic mass density of Mg II – dominated by strong Mg II systems – traces the 
evolution of global star formation history from redshift 1.9 to 5.5. E-XQR-30 also increases the absorption path-length by a 
factor of 50 per cent for C II and O I whose line densities show a rising trend towards z > 5, in agreement with previous works. In 

the context of a decline in the metal enrichment of the Universe at z > 5, the overall evolution in the incidence rates of absorption 

systems can be explained by a weak – possibly soft fluctuating – ultraviolet background. Our results, thereby, provide evidence 
for a late reionization continuing to occur in metal-enriched and therefore, biased regions in the Universe. 

Key words: galaxies: haloes – quasars: absorption lines – early Universe. 
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 I N T RO D U C T I O N  

he Epoch of Reionization (EoR) marks a major transition in the evo-
utionary history of the Universe when cosmic neutral hydrogen was 
re)ionized by ultraviolet (UV) radiation from the first light sources 
nd thereby marked an end to the Dark Ages. Studying reionization 
nvolves the understanding of the nature, formation and evolution of 
he first generation of stars and galaxies, quasars and the nature of
 E-mail: asebastian@swin.edu.au (AMS); eryanweber@swin.edu.au 
ERW); rdavies@swin.edu.au (RLD) 
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he ionizing radiation. The theoretical and observational consensus 
iew on the process of EoR indicates a patchy reionization with
hotoionized bubbles starting out in the vicinity of ionizing sources, 
hich then expand and overlap, thus ionizing the whole Universe 

Loeb & Barkana 2001 ; Furlanetto & Oh 2005 ; Oppenheimer, Dav ́e
 Finlator 2009 ; Becker, Bolton & Lidz 2015a ; Bosman et al. 2022 ).
tudies using Lyman α optical depth measurements in high-redshift 
uasar spectra (Fan et al. 2006 ; Becker et al. 2015b ; Eilers, Davies &
ennawi 2018 ; Yang et al. 2020 ; Choudhury, Paranjape & Bosman
021 ; Bosman et al. 2022 ), dark gap statistics in Lyman α forest
Songaila & Cowie 2002 ; Furlanetto, Hernquist & Zaldarriaga 2004 ;
allerani et al. 2008 ; Gnedin, Becker & Fan 2017 ; Nasir & D’Aloisio
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020 ; Zhu et al. 2021 , 2022 ) and Lyman α damping wing absorption
Ba ̃ nados et al. 2018 ; Davies et al. 2018 ; Wang et al. 2020 ; Greig et al.
022 ) propose a late end to the EoR towards z < 6. The same sources
f ionizing radiation polluted the Universe with elements heavier
han hydrogen and helium produced during stellar nucleosynthesis
y ejecting them into the surrounding interstellar, circumgalactic,
nd intergalactic media (ISM, CGM, and IGM) through stellar and
alactic feedback processes. 

The CGM is the multiphase gas surrounding galaxies that extends
rom their disks to the virial radii and acts as a resource for star
ormation fuel and a venue for galactic feedback and recycling
Tumlinson, Peeples & Werk 2017 ). Metals in the CGM offer
any important insights into the evolutionary histories of their host

alaxies. The quantity of metals depends on the past rate of metal
jection by outflows, and the ionization state of the metals can provide
 key probe of the ionizing photon background. At large radii, the
GM is ionized by UV radiation from external sources rather than

rom the host galaxy: the metals in the diffuse medium will exhibit a
ransition in their ionization state with respect to the intensity of the
onizing background. Therefore, metal absorbers in galaxy haloes at
igh redshifts can be used to study the ionization state of the gas near
he EoR. Moreo v er, the ionizing UV background evolves to a softer
pectrum with redshift as the population of luminous active galactic
uclei (AGN) decline towards redshift z > 5 (Becker & Bolton
013 ; D’Aloisio et al. 2017 ; Kulkarni, Worseck & Hennawi 2019 ;
aucher-Gigu ̀ere 2020 ). As a result, we would expect the outer parts
f the CGM that are exposed to the ionizing background to undergo
 transition in their ionization state. 

Quasar absorption spectroscopy is an ef fecti ve method for de-
ecting absorbers that reside in low-density gas such as CGM and
GM and at high redshift that are beyond the detection threshold of
mission-line surv e ys (Becker et al. 2015a ; P ́eroux & Howk 2020 ). 

The observations independently probe the global star formation
istory (SFH; M ́enard et al. 2011 ; Matejek & Simcoe 2012 ; Madau
 Dickinson 2014 ; Chen et al. 2017 ). Conventionally, the metal

bundance of a galaxy or gas cloud is expressed in metallicity, given
y the ratio of metals to neutral hydrogen. Ho we ver, at z > 5, due
o the saturation of the Lyman α forest, it is difficult to measure
 I absorbers in the quasar spectra. As a result, observers use low-

onization metal absorbers as probes for neutral hydrogen at high z.
hey are metal absorbers with ionization potentials less than neutral
ydrogen (13.6 eV) (e.g. O I , C II , Si II , etc.) and, therefore, can be
sed to trace neutral regions of CGM or IGM (Furlanetto & Oh 2005 ;
ppenheimer et al. 2009 ; Keating et al. 2014 ; Finlator et al. 2016 ). 
Studies of Mg II absorbers at redshifts z < 2 based on their

qui v alent widths show that medium (0.3 < W < 1.0 Å) and strong
 W > 1.0 Å) Mg II trace cool regions of outflows from blue star-
orming galaxies and thereby following the global SFH (Prochter,
rochaska & Burles 2006 ; Zibetti et al. 2007 ; Lundgren et al. 2009 ;
einer et al. 2009 ; Noterdaeme, Srianand & Mohan 2010 ; Rubin

t al. 2010 ; Bordoloi et al. 2011 ; M ́enard et al. 2011 ; Nestor et al.
011 ). Meanwhile, works by Kacprzak et al. ( 2011 ), Kacprzak,
hurchill & Nielsen ( 2012 ), and Nielsen et al. ( 2015 ) indicate that
eak Mg II absorbers ( W < 0.3 Å) trace the corotating and infalling
as in the CGM. There can be significant variations in star formation
ates, metal enrichment rate and halo assembly with lookback time
nd therefore it is necessary to extend the studies of Mg II systems
eyond the peak of cosmic star formation rate at z ∼ 2.5 −3 (Madau
 Dickinson 2014 ) to understand galaxy transformation across

ifferent epochs. The first high redshift z ∼ 6 surv e y of Mg II
as conducted by Matejek & Simcoe ( 2012 ) o v er 2.5 < z < 6
sing the Folded-port InfraRed Echellette (FIRE) spectrograph on
NRAS 530, 1829–1848 (2024) 
agellan. Further work by Chen et al. ( 2017 ) added sightlines across
 < z < 7. Both works show that the incidence rates of strong Mg II
bsorbers decline with redshift following the cosmic SFH while those
f weaker absorbers remain constant with increasing redshift. 
Meanwhile, several works were conducted on z < 3 weak Mg II

bsorbers after their detection by Tripp, Lu & Savage ( 1997 ) and
hurchill et al. ( 1999 ) to study their properties (see Rigby, Charlton
 Churchill 2002 ; Churchill, Kacprzak & Steidel 2005 ; Lynch &
harlton 2007 ; Narayanan et al. 2007 , 2008 ; Mathes, Churchill &
urphy 2017 ; Muzahid et al. 2018 ). These low-redshift studies on
eak Mg II inferred that they arose from sub-Lyman Limit systems

sub-LLS having log N H I / cm 

2 < 17 . 2) with supersolar metallicity.
athes et al. ( 2017 ) predicted that the weak Mg II absorbers should

ot be detected at z > 3.3 based on their number density statistics.
evertheless, Chen et al. ( 2017 ) detected some weak Mg II absorbers

t 2 < z < 7, but with low completeness, demonstrating the potential
or near-IR instruments with impro v ed sensitivity and resolution to
etect more weak Mg II systems. 

Theoretical studies on z > 5 have indicated that dense neutral re-
ions that have been polluted by metals will give rise to forests of low-
onization absorption lines such as C II and O I (Oh 2002 ). Furlanetto
 Loeb ( 2003 ) using their supernova wind model, argued that a

ubstantial fraction of the metals in high-redshift galactic superwinds
hich polluted the IGM existed as low-ionization absorbers (LIAs)

ike C II , O I , Si II , and Fe II . Using a self-consistent multifrequency
V model involving well-constrained galactic outflows, Finlator

t al. ( 2015 ) show that the C II mass fraction should drop towards
ower redshifts relative to the increase in C IV towards z � 6.
imulations to model the reionization of the metal-enriched CGM
t z ∼ 6 in Keating et al. ( 2014 ) and Doughty & Finlator ( 2019 )
redict a rapid evolution of O I at z > 5 that probe regions of neutral
ydrogen at these redshifts. 

Observations by Cooper et al. ( 2019 ) using 69 intervening systems
rom Magellan/FIRE and Keck/HIRES find that the column density
atios of C II /C IV increase towards z > 5 which could be due to the
ombined effect of lower chemical abundance and softer ionizing
ackground at z ∼ 6. Similar results can be seen in Becker et al.
 2006 , 2011 ) where there is a high number density of LIAs such
s C II and O I at z ∼ 6. The first self consistent surv e y for O I

bsorbers using a larger number of sightlines (199) on Keck/ESI
nd Very Large Telescope (VLT)/XSHOOTER was conducted by
ecker et al. ( 2019 ). They found an upturn in the O I comoving line
ensity at z > 5.7, which they interpreted as an evolution in the
onization of metal-enriched gas, with lower ionization states being

ore common at z ∼ 6 than at z ∼ 5. Additionally, studies on C IV at
 > 5 (e.g. D’Odorico et al. 2010 , 2013 ; Davies et al. 2023b ) show
he declining trend in absorption path density or mass density of
ighly ionized carbon with increasing redshift. Finlator et al. ( 2016 ),
omparing the existing observational data from Becker et al. ( 2011 )
nd D’Odorico et al. ( 2013 ) with their models for different UV
ackgrounds, demonstrate that a softer fluctuating UV background
eproduces the observed Si IV /C IV and C II /C IV distributions. 

In general, the increasing trend observed in LIAs and the decline
n the incidence rates of high-ionization absorbers point to a phase
ransition occurring in the CGM and IGM at z > 5. Considering
he metal absorbers as potential tracers of the host galaxies from
hich they are ejected, they can provide information about the

elation between the galaxies and the absorbers, the environments
n which they arise as well as the factors that drive their evolution.
urthermore, reionization models have not been fully successful in
eproducing the observed trends in metal absorbers redshift evolution
e.g. Finlator et al. 2016 ; Keating et al. 2016 ; Doughty & Finlator
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019 ). More observational constraints along with cosmological 
ydrodynamic simulations are required to impro v e our understanding 
f the reionization history of the Universe. 
In particular, deeper observations o v er a larger number of sight-

ines are required to better characterize the evolution of metal 
bsorbers and to understand how the metal content and ionization 
tate of galaxy haloes are impacted by reionization. This paper uses
ata from the ESO VLT Large Program – the Ultimate XSHOOTER 

e gac y surv e y of quasars at z ∼ 5.8 −6.6 (XQR-30, D’Odorico et al.
023 ). XQR-30 is a spectroscopic surv e y of 30 ( + 12 from the archive
nd therefore, enlarged XQR-30 or E-XQR-30) quasars at high 
edshifts in the optical and near-infrared wavelength range (3000–
5000 Å) using the XSHOOTER spectrograph (Vernet et al. 2011 ) 
t the European Southern Observatory (ESO) VLT. The archi v al 
bservations of quasars from XSHOOTER have the same magnitude 
nd redshift range as that of XQR-30 quasars with similar resolution 
nd signal-to-noise ratio (S/N). The E-XQR-30 quasar spectra have 
n intermediate resolution of R ∼ 10000 and a minimum (median) 
/N of 10 ( ∼29) per 10 km s −1 spectral pixel at a rest wavelength
f 1258 Å (D’Odorico et al. 2023 ). The primary aim of this work
s to understand the evolution of CGM absorbers at z > 5 and the
ature, particularly the strength, of ionizing photons towards the tail 
nd of the EoR. This study is also important in the light of the recent
e vi v al of the possibility of quasars contributing significantly to the
V background at z ∼ 6 (Grazian et al. 2023 ; Harikane et al. 2023 ;
aiolino et al. 2023 ). E-XQR-30 has already been used to constrain

he end of EoR (Zhu et al. 2021 ; Bosman et al. 2022 ), studying the
arly quasars and their environment (Bischetti et al. 2022 ) as well
s the evolution of high-ionization absorbers like C IV (Davies et al.
023b ). 
The metal absorber data used in this study are obtained from

he E-XQR-30 metal absorber catalogue (Davies et al. 2023a ). The 
atalogue has substantially increased the sample size especially for 
 II and weak Mg II and the path-length for the high-redshift metal
bsorbers such as O I and C II with deeper observations on a large
umber of objects and impro v ed sensitivity of the XSHOOTER 

pectrograph compared to previous high- z metal absorber surv e ys.
his paper mainly focuses on LIAs such as Mg II , C II , and O I ,

ncluding the first statistical study of weak Mg II absorbers at 2 <
 < 6, and studies their redshift evolution to characterize galaxy 
ransformation across different epochs. The results from this work 
re also compared to previous surv e y results to understand how the
ncreased sensitivity and resolution towards high-redshift impro v es 
ur understanding of the cosmic evolution of the absorbers. 
The outline of the paper is as follows: Section 2 describes the E-

QR-30 metal absorber catalogue from which the data for this work 
re obtained and the techniques used to study the evolution of metal
bsorbers. We present the results of the cosmic evolution for each 
f the ions and their comparison with previous works in Section 3 .
he impacts of the observed trends in the absorber number densities
ith redshift are discussed in Section 4 . Finally, a short summary
f the entire paper is given in Section 5 . Throughout this work, we
dopt the � CDM cosmology with H 0 = 67.7 km s −1 Mpc −1 and �m 

 0.31 (Planck Collaboration VI 2020 ). 

 M E T H O D S  

.1 The E-XQR-30 metal absorber catalogue 

he metal absorber catalogue prepared by Davies et al. (2023a ) used
uasar spectra from E-XQR-30 consisting of 42 quasars (D’Odorico 
t al. 2023 ). All details related to the catalogue can be found in
avies et al. ( 2023a ) and this section summarizes some key features
ele v ant to this work. After applying the data-reduction procedures
or the 42 quasar spectra as outlined in D’Odorico et al. ( 2023 ),
he spectra from each of the spectroscopic arms of XSHOOTER 

VIS and NIR) were combined together into a single spectrum for
ach quasar. The adopted emission redshifts of each quasar were 
alculated from emission lines where available or from the apparent 
tart of Lyman α forest as listed in table B1 in Davies et al. ( 2023a ).
or the preparation of the metal absorber catalogue, only absorbers 
edward of the Lyman α emission line and to a maximum redshift
f 5000 km s −1 below the quasar emission redshift, were considered.
he quasar spectra is completely absorbed by the Lyman α forest 
ue to intervening neutral hydrogen so it is very challenging to
earch for absorption lines at wavelengths shorter than Lyman α. 
he wav elength re gions affected by sk yline or telluric contamination
ere excluded from the absorber search. Absorbers found in spectral 

egions affected by broad absorption line (BAL) troughs (Bischetti 
t al. 2022 , 2023 ) were flagged in the catalogue. 

The metal absorption catalogue has been prepared using an auto- 
ated search for candidate systems, checking for spurious detections 

hrough customized algorithms and visual inspection and fitting of 
he lines with Voigt profile to obtain column density (log N ) and
oppler ( b ) parameter. Many of the procedures used ASTROCOOK

Cupani et al. 2020 ), a PYTHON software for detecting and fitting
uasar absorption lines. 
The metal absorber components were grouped into systems using 

 similar method outlined in D’Odorico et al. ( 2022 ) where the
omponents that are separated by less than 200 km s −1 were
ombined into a single system using an iterative method through the
ist of the systems for each line of sight. For each system, the total
est-frame equi v alent width W and the W -weighted mean redshift
rom the constituent components were measured from the best-fitting 
oigt profiles. 
The absorbers are classified as proximate or intervening based on 

heir velocity separation from quasar redshifts to a v oid absorbers with
onization states or abundance patterns different from the intrinsic 
bsorber population due to close proximity to the quasar. Based on
he work of Perrotta et al. ( 2016 ), the E-XQR-30 metal absorber
atalogue adopted a minimum velocity separation of 10 000 km s −1 

rom the quasar redshift to label an absorber as intervening (also
nown as non-proximate) along the line of sight. In this case, the
aximum redshift at which an intervening ion can be detected is 

 max = (1 + z em 

) × exp ( −10 000 kms −1 /c) − 1 , (1) 

here z em 

is the emission redshift of the quasar and c is the speed
f light. Although the primary sample 1 of the E-XQR-30 catalogue 
dopts 10 000 km s −1 as the proximity limit, the published data allow
sers to set a different velocity threshold if desired. To this end, the
ork presented here also adopts the limits of 3000 and 5000 km s −1 

o compare directly with previous works on Mg II and O I in the
iterature. 

The evolution of the absorbers in the CGM across cosmic time can
e studied by using either the individual absorption component or 
ystem data for each ion. For the purpose of this paper, only system
ata are considered for the redshift evolution studies of the absorbers,
o that our results can be compared with previous works such as Chen
t al. ( 2017 ), Cooper et al. ( 2019 ), and Becker et al. ( 2019 ) which
MNRAS 530, 1829–1848 (2024) 
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ave different spectral resolutions other than that of XSHOOTER
D’Odorico et al. 2022 ; Davies et al. 2023a ). 

The metal absorber catalogue consists of 778 systems in total
ncluding 280 Mg II , 22 C II, and 10 O I intervening systems, provid-
ng a significant increase in the number of high-redshift absorbers
ith high spectral resolution and S/N ratio compared to previous

urv e ys. F or e xample, the catalogue almost doubled the number of
 II absorbers at z > 5 and detected a substantial population of 138
eak Mg II absorbers at z > 2. The E-XQR-30 sample also increases

he absorption path-length for C II and O I absorbers by 50 per cent
Davies et al. 2023a ) at 5.17 < z < 6.38 in comparison to other works
n the literature. 

.2 The low-ionization absorber line statistics: dn/dX 

e focus on studying the evolution of LIAs, namely, Mg II , C II , and
 I , across redshift using E-XQR-30 metal absorber catalogue. In
rder to study the change in the metal content of the galaxy haloes
cross redshift, we use the absorption path density (d n /d X ), also
nown as comoving line density. 2 It gives the number of absorbers
er unit absorption path-length interval. The absorption path for a
iven redshift is 

( z) = 

2 

3 �m 

( �m 

(1 + z) 3 + �� 

) 1 / 2 , (2) 

Bahcall & Peebles 1969 ) where �m 

is matter density and �� 

is
ark energy density parameter of the Universe. The quantity d n /d X
lso normalizes out the redshift dependence of the occurrence of
he non-proximate absorbers along the line of sight. If d n /d X is flat,
t indicates no comoving evolution meaning that the the product of
bsorber cross-section and comoving volume density is fixed for a
opulation of absorbers. 
We calculate the d n /d X following the steps outlined in section 6.3

f Davies et al. (2023a ). For each ion, the intervening absorbers in the
rimary sample are binned into different redshift intervals in such a
ay that each redshift range co v ers similar path-lengths ( � X = X ( z 2 )
X ( z 1 )). The number of redshift bins for each ion is determined by

nsuring that there is sufficient number of absorbers in each bin. The
roximity limit used in this work is 10 000 km s −1 unless otherwise
pecified. 

The surv e y completeness plays a major role in statistical analysis
f the absorbers. Davies et al. ( 2023a ) have characterized the
ompleteness for the E-XQR-30 sample by creating 20 mock spectra
or each quasar in the surv e y for which the absorber properties are
nown beforehand. These spectra are then processed in a similar way
s the actual spectra to estimate the completeness as a function of the
qui v alent width, redshift, column density and b parameters for each
f the ions. The sample completeness reaches 90 per cent at W =
.09 Å and 50 per cent at W = 0.03 Å. For this study, we only retain
bsorbers with W > 0.03 Å and apply the completeness correction
s a function of the equi v alent width as follows: 

ompleteness ( W ) = S y ( arctan ( S x W + T x ) + T y ) , (3) 

here S x = 59.5, S y = 0.39, T x = −1.55, and T y = 1.01 (also see fig.
 in Davies et al. 2023a ). 
To calculate the completeness-corrected d n /d X , the absorbers in

ach redshift interval are split into W bins of width 0.03 Å. For
ach W bin, the number of absorbers is divided by the completeness
NRAS 530, 1829–1848 (2024) 

 The term ’comoving line density’ in this work is same as ’number density’, 
line density’, and ’incidence rates’ used in other publications. 

3

A

orrection (equation 3 ) and these values are summed to get the total
ompleteness-corrected number of absorbers in each redshift range.
his method is applied to all absorbers studied in this work to correct

or completeness unless otherwise specified, and rest-frame W values
re used throughout. The completeness correction can also be applied
o the absorbers as a function of column density (see fig. 8 and table
 in Davies et al. 2023a ); ho we ver, both methods give consistent
esults. 

After obtaining the completeness corrected counts in each redshift
in, the absorption path-length interval, � X corresponding to each
f those bins are calculated using the PYTHON code published with
avies et al. ( 2023a ), 3 which remo v es masked regions from the

bsorption path. 
Once the d n /d X values are calculated, the errors associated with

 n /d X are computed using a Poisson distribution approximation for
he absorber counts. The 1 σ confidence limits of the d n /d X values
re calculated using equations ( 9) and (14) from Gehrels ( 1986 ) for
he upper and lo wer limits, respecti vely. The upper limit is calculated
sing 

u = ( n + 1) 

[
1 − 1 

9( n + 1) 
+ 

S 

3 
√ 

n + 1 

]3 

. (4) 

he 1 σ lower limit is estimated using 

l = n 

(
1 − 1 

9 n 
− S 

3 
√ 

n 
+ βn γ

)3 

, (5) 

here n is the number of absorbers. The parameter values of S ,
, and γ are taken from table 3 of Gehrels ( 1986 ) corresponding

o 1 σ (0.8413) confidence limits. While calculating the errors, the
ompleteness correction factor was also considered since d n /d X
nvolves completeness corrected counts for each redshift interval.
he d n /d X values are then plotted against path-length weighted mean

edshift ( 〈 z 〉 ) to see the cosmic evolution of the absorber. 

 RESULTS  

he following sections show how the comoving line density d n /d X
f each ion evolves with cosmic time and the effects of impro v ed
pectral resolution on the results compared with earlier works. 

.1 Mg II λ 2796 Å and λ 2803 Å

g II traces both neutral and ionized gas in metal-enriched galaxy
aloes. Analysing the evolution of Mg II absorbers at high redshifts
urthers our understanding of the mechanisms through which the
aloes were populated with Mg II up to the peak of cosmic star
ormation at z ≈ 2 (Matejek & Simcoe 2012 ). The E-XQR-30 metal
bsorber primary catalogue has 280 intervening Mg II systems among
hich 264 were detected with W > 0.03 Å in the redshift range 1.944–
.381 along a path-length of � X = 553.2. Only systems with W >

.03 Å are used to analyse their redshift evolution. 
The Mg II absorbers are binned into five redshift intervals (see

able 1 ) in such a way that they cover similar absorption path-
engths with the exception of the highest redshift bin ( � X = 17.76).
he redshift regions 3.81 < z < 4.05 and 5.5 < z < 5.86 are excluded
ecause they correspond to contaminated wavelength regions where
ar fewer absorbers can be robustly measured. The d n /d X values
 https:// github.com/ XQR-30/ Metal-catalogue/ tree/ main/ 
bsorptionPathTool 

https://github.com/XQR-30/Metal-catalogue/tree/main/AbsorptionPathTool
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Table 1. The d n /d X and � values of Mg II absorber systems using a proximity limit of 10 000 km s −1 after binning them in five redshift intervals. It can be seen 
that certain redshift intervals are masked. Counts are corrected for completeness using equation ( 3 ). 

z range 〈 z〉 � X Counts Corrected counts d n /d X δ(d n /d X ) ( + ,–) � × 10 −8 δ� × 10 −8 

1.944–3.050 2.60 119.18 81 85.09 0.71 0.09, 0.08 14.39 8.33 
3.050–3.810 3.44 118.73 68 69.63 0.59 0.08, 0.07 4.01 1.41 
4.050–4.810 4.46 123.71 56 59.26 0.48 0.07, 0.06 2.39 1.13 
4.810–5.500 5.15 123.18 50 51.97 0.42 0.07, 0.06 3.55 1.57 
5.860–6.381 6.05 17.76 9 9.36 0.53 0.24, 0.17 0.26 0.12 

Figure 1. Evolution of the comoving line density of Mg II absorbers with 
redshift using a proximity limit of 10 000 km s −1 . The comoving line density 
of Mg II declines with redshift until z ∼ 5 after which it is associated with 
larger errors. The normalized mean d n /d X value is denoted by a dashed 
horizontal line. For comparison with literature measurements at z < 2, see 
Fig. 3 . 
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Figure 2. The number of intervening Mg II absorber systems in different 
redshift intervals from E-XQR-30 and C 17 . The E-XQR-30 sample is stacked 
on the basis of their rest-frame equi v alent widths and only absorbers abo v e 
50 per cent completeness limit are shown here. The green bins show the weak 
absorbers, and the blue bins give the medium and strong absorber counts with 
a proximity limit of 10 000 km s −1 . As shown in the inset, the brown hatched 
bins give the new number of weak absorbers and the red hatched bins give the 
sum of medium and strong absorber counts when a smaller value of proximity 
limit (3000 km s −1 ) is applied. It can be seen that when the proximity limit is 
reduced, it increases the width of the highest redshift bin and the number of W 

< 0.3 Å and W > 0.3 Å absorbers. The absorber counts from C 17 , which uses 
a proximity limit of 3000 km s −1 , are shown in a light orange colour. The 
medium and strong absorbers ( W > 0.3 Å) from both works show a decline 
in the number counts with redshift while the weak absorbers ( W < 0.3 Å) 
almost remain constant with redshift except for the highest redshift bin. The 
masked redshift regions for both E-XQR-30 and C 17 are denoted by the gaps 
in the histogram. 
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btained are shown in Table 1 and the trend in d n /d X across redshift
 is shown in Fig. 1 . 

It is evident from Fig. 1 that Mg II absorbers decline in comoving
ine density with increasing redshift. A slight increase is seen at the
ighest redshift but it is associated with a large error due to few
ounts and small absorption path in the final bin. Therefore, the 
ncrease from 〈 z〉 ∼ 5 to 〈 z〉 ∼ 6 is not statistically significant given
he errors. 

It is also interesting to see how the Mg II absorbers evolve with
edshift if they are sub-divided based on their strength. Previous 
tudies of strong Mg II absorbers indicate that they trace global 
FH through galactic outflows and weak Mg II systems trace the 
ccreting and co-rotating gas in galaxy haloes (see Sections 4.1 and 
.2 ). Chen et al. ( 2017 , hereafter C 17 ) is a large surv e y of high-
edshift Mg II absorbers using 100 quasars at 3.55 ≤ z ≤ 7.09 with
he Magellan/FIRE spectrometer detecting 280 Mg II absorbers. C 17 
nalysed the evolution of medium and strong Mg II absorbers by 
pplying a proximity limit of 3000 km s −1 . 

E-XQR-30 has detected 66 out of 70 Mg II absorber systems
rom the 19 quasars that were used in C 17 because one of the
issing systems falls in a noisy region and the other three systems
ere observed to be better explained by other ion transitions at 
arious redshifts. In addition, the surv e y enabled the detection of 95
dditional systems in those quasars due to the impro v ed sensitivity
Davies et al. 2023a ). A histogram of the number counts of the
ntervening Mg II absorbers with different strengths used for the 
 n /d X analysis between this work and C 17 across different redshift
nterv als is sho wn in Fig. 2 . The E-XQR-30 sample is divided into
wo groups; one group consisting of only weak absorbers ( W < 0.3 Å)
nd the other group with both medium and strong absorbers ( W >

.3 Å) for better comparison with C 17 . Although C 17 were able to
etect some weak systems, the o v erall completeness of their data was
ot enough to produce robust statistical data. We present for the first
ime a large population of weak intervening Mg II (123 absorbers
fter applying the 50 per cent completeness cut and masking the
ontaminated redshift intervals) at 2 < z < 6 sufficient for a statistical
nalysis. For E-XQR-30, the weak absorbers are stacked on top of the
bsorbers with W > 0.3 Å shown in green and blue bins, respectively.
he number of absorbers from C 17 is shown in light orange. It is
vident from the histogram that E-XQR-30 has a larger total sample
vailable for analysis after applying the completeness limit and a 
arger proximity limit of 10 000 km s −1 . Ho we ver, C 17 has a slightly
MNRAS 530, 1829–1848 (2024) 
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Figure 3. Redshift evolution of Mg II absorbers divided into three samples 
according to their equi v alent widths and using 10 000 km s −1 as the proximity 
limit. The results from E-XQR-30 are shown in blue and those from C 17 are 
given in orange. The d n /d X values at lower redshift from various literature are 
also included in the figure. The top panel shows the evolution of weak Mg II 
absorbers ( W < 0.3 Å). The middle and bottom panels show the evolution 
of medium and strong Mg II absorbers, on which the d n /d X values from C 17 
are also plotted. The blue-dashed horizontal lines in each panel represent 
the path-length weighed mean d n /d X for E-XQR-30 sample. The d n /d X of 
absorbers with W < 1.0 Å show a flat evolution with redshift for z > 2 
while those with W ≥ 1.0 Å show a decline in comoving line density towards 
z > 2. 
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igger sample if only absorbers with W > 0.3 Å (medium and strong)
bsorbers are considered due to their larger number of background
uasars. The histogram shows a wider bin at the highest redshift
nterval for C 17 compared to the E-XQR-30 bin because the former
bserved quasars that covered broader redshift ranges. The effect
f using a smaller proximity limit on the sample size and the total
edshift range co v ered is also investigated in this work. When the
roximity limit for E-XQR-30 is changed to 3000 km s −1 , the upper
imit of the redshift bin changes from 6.381 to 6.555 and the number
f absorbers in the last redshift bin increases slightly, as shown by
he hatched brown and red-coloured bins in the inset. There is a total
ncrease of seven absorbers: five weak and two medium. It should
lso be noted that the number of strong absorbers remained zero even
fter reducing the proximity limit. 

Fig. 3 shows the evolution of the Mg II comoving line density
ith redshift for different strengths of the absorbers. The absorbers

re subdivided based on their equi v alent widths: W < 0.3 Å,
.3 < W < 1.0 Å and W > 1.0 Å. The d n /d X values for Mg II absorbers
ith dif ferent equi v alent widths and redshifts can be found in Table 2 .
here are three interesting findings worthy of further discussion: the

emarkably high d n /d X , the flat evolution of weak and medium ( W
 1.0 Å) systems with redshift at 2 < z < 5, and the potential upturn

t z > 5. 
As demonstrated in Codoreanu et al. ( 2017 ) and C 17 , associating

ach Mg II absorber with a single galaxy [at a limiting magnitude
 M AB ≤ −17.5) or halo mass cut (log M h > 10.2), respectively]
annot reproduce the high-redshift d n /d X to within a factor of 10 or
ore. Both studies adopt observ ationally deri ved scaling relations
NRAS 530, 1829–1848 (2024) 
n which the CGM absorption radius scales with halo mass and the
o v ering fraction for weak Mg II absorbers is greater than 80 per cent
ithin 50 kpc (Churchill et al. 2013 ; Nielsen, Churchill & Kacprzak
013 ). The superior spectral resolution and higher S/N of our study
hat includes weak Mg II systems further underscores the tension
ince d n /d X is dominated by weak systems (see y -axis of Fig. 3 ). C 17
ere able to reconcile the tension, at least with medium absorbers,
y allowing the mass cut to vary with redshift, and further integrating
own the galaxy mass function as z approaches six to include galaxies
ith log M h > 8 ( = log M ∗ > 7). 
The comoving line density of strong absorbers ( W > 1.0 Å) show a

eclining trend with redshift. Thus, the decrease in d n /d X for the total
ample (see Fig. 1 ) can be attributed to this decline to z ∼ 5, while
he upturn (with high error bars) at the highest redshift bin could be
ue to the increase at 〈 z〉 ∼ 6 in comoving line density of absorbers
ith W < 0.3 Å. This upturn is not statistically significant due to the

hort path-length of this redshift bin. More observations focusing on
edshifts z > 5 must be made to reach robust conclusions. 

The d n /d X evolution of Mg II using the E-XQR-30 metal absorber
atalogue agrees with the results of C 17 for medium and strong
bsorbers ( W > 0.3 Å), although there are differences in the path-
ength weighted mean redshifts at which the d n /d X values are
alculated. The difference in the proximity limits used in both works
ust also be taken into consideration when comparing the results.
dopting a 3000 km s −1 proximity limit to match C 17 analysis

esults in d n /d X values similar to the 10 000 km s −1 (see Table 2 ).
herefore, we chose to plot the primary E-XQR-30 catalogue values

n Fig. 2 . The consistency in the comoving line density statistics
egardless of the proximity limits used, shows that our measurements
re robust to the choice of proximity zone limit. 

This work is also consistent with the results from other Mg II
omoving line density analyses such as Matejek & Simcoe ( 2012 ),
odoreanu et al. ( 2017 ), and Zou et al. ( 2021 ). The work of
atejek & Simcoe ( 2012 ) is a precursor of C 17 using 46 quasar

pectra from FIRE. They observed no evolution for absorbers with
.3 < W < 1.0 Å while the d n /d X of strong absorbers in their work
howed a slight increase until z ∼ 3, which could be due to the small
umber of detections in the corresponding redshift intervals, after
hich they decline with redshift. Codoreanu et al. ( 2017 ) detected
2 Mg II absorbers in the redshift range 2 < z < 6 from high-
uality spectra of four high- z quasars from XSHOOTER where they
emonstrated a flat redshift evolution of d n /d X for weak and medium
bsorbers although the evolution of strong absorbers was subjected to
imited sample size. Also, Zou et al. ( 2021 ) obtained the d n /d X values
f strong Mg II absorbers at 2.2 < z < 6.0 using Gemini GNIRS
hich are consistent with the E-XQR-30 results. Furthermore, our

emarkably flat d n /d X for weak Mg II absorbers provides context for
he anticipated cross-correlation analysis of the Mg II forest from
ames Webb Space Telescope ( JWST) data (Hennawi et al. 2021 ). 

In Fig. 3 , d n /d X values from Mg II absorber surv e ys at lower
edshift are also included to compare the absorber evolution at
 < 2 with the results from our work. Prochter et al. ( 2006 )
tudied strong Mg II absorbers across 0.35 < z < 2.3 and found that
hey roughly follow the global star formation rate density. Similar
ndings have been reported by Seyffert et al. ( 2013 ) on strong Mg II
hich are found to increase by 45 per cent approximately from
 = 0.4 to 1.5 associating these systems with outflows from star-
orming galaxies. The d n /d X from Christensen et al. ( 2017 ) for
trong systems at 0.9 < z < 4.4 roughly agrees with the trends in
revious high-resolution surv e ys including our work peaking at 〈 z〉

1.9 and then declining towards high redshift. Mathes et al. ( 2017 )
tudied the evolution of Mg II with equivalent widths W > 0.01 Å
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Table 2. The d n /d X values for Mg II absorbers based on the strength of the absorption profiles. A proximity limit of 10 000 km s −1 is used here and the 
gre y-shaded re gions show the d n /d X of Mg II absorbers for a proximity limit of 3000 km s −1 for comparison with C 17 . There is no significant change when the 
proximity limit is changed. The completeness of the sample is equal to unity at W > 1.0 Å. 

z range 〈 z〉 � X Counts Corrected counts d n /d X δ(d n /d X ) ( + , –) 

W Mg II < 0 . 3 Å
1.944–3.050 2.60 119.18 34 37.88 0.32 0.06, 0.05 
3.050–3.810 3.44 118.72 24 25.46 0.21 0.05, 0.04 
4.050–4.810 4.46 123.71 34 37.20 0.30 0.06, 0.05 
4.810–5.500 5.15 123.18 25 26.83 0.22 0.05, 0.04 
5.860–6.381 6.05 17.76 6 6.34 0.36 0.21, 0.14 
5.860–6.555 6.06 35.87 11 11.73 0.33 0.13, 0.09 

0.3 < W Mg II < 1 . 0 Å
1.944–3.050 2.60 119.18 29 29.21 0.25 0.05, 0.05 
3.050–3.810 3.44 118.73 29 29.17 0.25 0.05, 0.05 
4.050–4.810 4.46 123.71 11 11.05 0.09 0.04, 0.03 
4.810–5.500 5.15 123.18 16 16.14 0.13 0.04, 0.03 
5.860–6.381 6.05 17.76 3 3.02 0.17 0.17, 0.09 
5.860–6.555 6.06 35.87 5 5.04 0.14 0.09, 0.06 

W Mg II > 1 . 0 Å
1.944–3.050 2.60 119.18 18 18 0.15 0.045, 0.04 
3.050–3.810 3.44 118.73 15 15 0.13 0.04, 0.03 
4.050–4.810 4.46 123.71 11 11 0.09 0.04, 0.03 
4.810–5.500 5.15 123.18 9 9 0.07 0.03, 0.02 
5.860–6.381 6.05 17.76 0 0 0 0.10, 0 
5.860–6.555 6.06 35.87 0 0 0 0.05, 0 
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Figure 4. Mg II equi v alent width distribution for the total sample corrected 
for completeness. The exponential function fit is shown in dashed orange and 
the Schechter function is shown in solid orange, which is a better fit for the 
equi v alent width distribution. 
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t 0.1 < z < 2.6 and thereby calculated the d n /d X of weak,
edium and strong absorbers. Recently, Abbas et al. ( 2024 ) analysed

he evolution of Mg II absorbers with W > 0.3 Å using a new
ethod to measure the column densities of Mg II systems using the
ustralian Dark Energy Surv e y (OzDES) o v er the redshift range of
.33 ≤ z ≤ 2.19. The d n /d X values from the abo v e-mentioned earlier
orks are colour coded accordingly as given in the legend at the top
f the figure. At z < 2, the weak systems are observed to increase
owards the present epoch which can be attributed to the metallicity 
uild-up and the decreasing intensity of the ionizing radiation in the 
GM giving rise to more weak absorbers. The constant evolution 
f medium Mg II absorbers at z > 2 extends to lower redshifts in
uch a way that the number density of the absorbers balances out
he absorber cross-section across the whole redshift range. Ho we ver, 
trong Mg II absorber evolution, in general, traces the trend in global
FH (Madau & Dickinson 2014 ) which rises across cosmic time 
ntil z ∼ 2 after which it shows a gradual decline towards the present
poch. 

Using a single sightline from deep XSHOOTER surv e y, Bosman
t al. ( 2017 ) detected five intervening Mg II systems at z > 5.5
ith three of them being weak absorbers showing that there is a
ossibility of steepening of equi v alent width distribution at low 

qui v alent widths. This is in agreement with the large number of
etections of Mg II with W < 0.3 Å at z > 2 in this work. Using the
eak absorbers sample, the prediction by Bosman et al. ( 2017 ) can
e verified by plotting the equi v alent width distribution given by 

d 2 n 

d zd W 

= 

N 

�W �z 
, (6) 

here � W is the equi v alent width range and �z is the redshift path-
ength. The blue points in Fig. 4 indicate the W distribution for the
otal sample of Mg II that are completeness corrected. 

Nestor, Turnshek & Rao ( 2005 ) have shown that equi v alent width
istribution for Mg II absorbers with W > 0.3 Å can be fitted by an
xponential function given by 

d 2 n 

d zd W 

= 

N 

∗

W 

∗ e −W /W 

∗
, (7) 

here N 

∗ is the normalization factor and W 

∗ determines the expo-
ential curve growth or decay. But Bosman et al. ( 2017 ) showed
hat a single exponential function might not be the best fit o v er the
hole range of equi v alent width. We fit the W distribution for the
g II absorbers from this work at 1.9 < z < 6.4 using equation ( 7 )

nd the fit is indicated by the dashed orange curve in Fig. 4 . The
est-fitting parameter values obtained are W 

∗ = 0.47 ± 0.04 and N 

∗

 1.95 ± 0.36.The function is a good fit for lo w equi v alent widths
ut not for W > 1.0 Å proving the prediction of Bosman et al. ( 2017 ).
s a result, we then fit the distribution using a Schechter function of
MNRAS 530, 1829–1848 (2024) 
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Table 3. The d n /d X values of C II with the associated errors at different redshift intervals adopting a proximity limit of 10 000 km s −1 . 

z range 〈 z〉 � X Counts Corrected counts d n /d X δ(d n /d X ) ( + ,–) 

5.169–5.679 5.51 38.88 6 6.77 0.17 0.10, 0.07 
5.679–6.381 5.89 38.90 13 14.09 0.36 0.13, 0.09 
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Figure 5. The evolution of C II absorbers across redshift applying a proximity 
limit of 10 000 km s −1 . The absorbers have W > 0.03 Å. An increasing trend 
of comoving line density can be seen in the figure. 
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he form 

d 2 n 

d zd W 

= 

(
� 

∗

W 

∗

)(
W 

W 

∗

)α

e −W /W 

∗
, (8) 

ollowing the approach of Kacprzak & Churchill ( 2011 ); Mathes et al.
 2017 ) at z < 2 and Bosman et al. ( 2017 ) at z > 6. Here, � 

∗ is the
ormalization factor, α is the low equivalent width power slope and
 

∗ is the turn o v er point where the low equivalent width power-law
lope shifts to an exponential cut-off. Using chi-square statistic, the
est-fitting parameters are estimated to be W 

∗ = 1 . 44 + 0 . 32 
−0 . 26 Å, � 

∗ =
 . 13 + 0 . 16 

−0 . 15 and α = −0 . 66 + 0 . 09 
−0 . 07 . Ho we ver, these v alues are dif ferent

rom those computed by Bosman et al. ( 2017 ) for their sample of
 absorbers at 5.9 < z < 7. The fit using the Schechter function is
epresented in solid orange in Fig. 4 , and provides a better fit than
he exponential function. The redshift evolution of the equi v alent
idth distribution is also explored in this work and the slope of the
istribution is observed to steepen with redshift. More details can be
ound in Appendix A . 

.2 C II λ1334 Å

 II is one of the abundant ions present in the galaxy haloes tracing
he metal-enriched gas, where hydrogen is largely neutral. Since the
rst ionization energy of carbon (11.26 eV) is less than 13.6 eV, it
ill appear as singly ionized carbon (C II ) in the otherwise neutral
edium (Becker et al. 2015a ). 
The primary E-XQR-30 absorber catalogue contains 22 interven-

ng C II absorbers observed along a path-length of � X = 77.8 in the
edshift interval 5.169 < z < 6.381. Since there is only one strong
 II transition in the searched spectral window, it is important to

ook for other low-ionization transitions associated with C II such as
 I λ1302 Å, Si II λλ1260 Å, 1526 Å or Al II λ1670 Å to confirm the

dentification. The C II candidates are rejected if the probed spectral
e gion rev eals a non-detection of Si II and O I because these associated
ons are expected to have comparable equi v alent widths (Becker et al.
019 ; Davies et al. 2023a ). 
The comoving line density evolution of C II is calculated using

he same method applied to Mg II . Only 19 C II systems with W >

.03 Å are considered. Due to the short path-length available for
 II detection redward of the saturated Lyman- α forest, we split the
vailable redshift range into two bins with equal path-lengths, � X .
he redshift ranges, d n /d X and the associated errors are given in
able 3 . The evolution of C II absorbers with redshift is shown in
ig. 5 . The d n /d X value for C II doubles from 〈 z〉 = 5.5 to 5.9. 
Cooper et al. ( 2019 , hereafter C 19 ) compared column densities of

ow- and high-ionization carbon (C II /C IV ) at z > 5 using the spectra
f 47 quasars from Magellan/FIRE and Keck/HIRES. C 19 found that
t z > 5.7, high-ionization absorbers are very weak or undetected
elative to LIAs. 

The E-XQR-30 has a higher spectral resolution when compared
ith C 19 (except for the one quasar from Keck/HIRES) and thus, it

s worthwhile comparing how the impro v ed data quality has affected
he o v erall trend in C II evolution. There are 11 common quasar lines
f sight with the E-XQR-30 sample and all systems reported in C 19
ere reco v ered and 11 additional systems were also detected (Davies
NRAS 530, 1829–1848 (2024) 
t al. 2023a ). Using 48 quasar spectra, C 19 detected 35 C II systems
16 among them are limits) at z > 5 compared to the 46 C II (both
roximate and non-proximate) detections in E-XQR-30. C 19 found
hat the highest redshift absorbers are more likely to be detected only
n C II or Mg II . This has been further confirmed through the works of
’Odorico et al. ( 2010 , 2013 ) where the C IV comoving line density

nd/or cosmic mass density decline with increasing redshift. The
ecrease in the densities of highly ionized carbon towards lower
edshifts is also supported by the findings of Becker et al. ( 2019 )
here they observe a decline in the equi v alent width ratios of C IV to
 I (detected in association with C II absorption lines) with redshift.
urthermore, Davies et al. ( 2023b ) (see fig. 7 in their paper) has

llustrated the relative contributions of C II and C IV to the cosmic
ass density evolution of carbon, where �C I v declines with redshift

nd �C II increases across 5.2 < z < 6.4. 
Other works on high-redshift chemical enrichment such as Becker

t al. ( 2011 ) and Bosman et al. ( 2017 ), using their very small samples,
ound that the comoving line density evolution of LIAs such as C II

t 5 < z < 7 is similar to that of low-ionization systems traced by
amped Lyman alpha (DLA – log N H I / cm 

2 ≥ 20 . 3) and sub-DLA
19 . 0 < log N H I / cm 

2 < 20 . 3) systems across 3 < z < 5, tentatively
uggesting a constant evolution. Conversely, the d n /d X calculated
sing the relatively larger sample with higher S/N data from E-XQR-
0 show that the C II absorbers increase in density at higher redshifts.
lso, cosmological hydrodynamic simulations such as Finlator et al.

 2015 ) and Keating et al. ( 2016 ) predicted a slow decrease in C II

umber density per absorption path contrary to the observed upturn
or C II in this work. Considerable work has to be done in modelling
he chemical enrichment of early Universe to match the observations.
urthermore, high-resolution cosmological simulations on chemical
nrichment of early Universe like Oppenheimer et al. ( 2009 ) show
hat C II absorbers trace low-mass galaxies at higher redshifts which
re believed to be the major contributors of ionizing flux during
oR (Robertson et al. 2013 ; Duffy et al. 2014 ; Wise et al. 2014 ;
inkelstein et al. 2019 ; Matthee et al. 2022 ; Yeh et al. 2022 ). 
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Table 4. The d n /d X values of O I using different proximity limits. The proximity limits, redshift ranges, path-length weighted mean redshift, absorption 
path-length, raw counts, and completeness corrected counts, associated errors with d n /d X are also given in the table. 

Proximity ( km s −1 ) z range 〈 z〉 � X Counts Corrected counts d n /d X δ(d n /d X ) ( + ,–) 

10000 5.322–5.742 5.60 23.17 3 3.83 0.17 0.16, 0.09 
10000 5.742–6.381 5.96 23.19 5 5.61 0.24 0.16,0.10 
5000 5.322–5.813 5.65 34.51 5 5.89 0.17 0.12, 0.07 
5000 5.813–6.505 6.03 34.53 10 11.26 0.33 0.14, 0.10 
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Figure 6. A scatter plot with histograms showing the sample distribution 
of B 19 and E-XQR-30 intervening O I absorbers. The blue-coloured scatter 
points represent E-XQR-30 data with a proximity limit of 10000 km s −1 while 
the green-coloured points show the E-XQR-30 O I absorbers lying between 
5000 and 10000 km s −1 . The orange dots represent the B 19 data which 
uses a proximity limit of 5000 km s −1 . The top histogram gives the redshift 
distribution for O I data sets from B 19 and E-XQR-30 with different proximity 
limits. Similarly, the histogram on the right gives the rest-frame equi v alent 
width distribution of the data in the scatter plot. The figure demonstrates that 
the E-XQR-30 sample consists of O I absorbers with W < 0.4 Å at z > 5.3 
compared to the B 19 sample. 
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.3 O I λ1302 Å

 I absorption line traces the neutral gas in the galaxy haloes because
ts first ionization potential is very close to hydrogen and due to
harge exchange n ( O 

+ )/ n ( O ) ≈ n ( H 

+ )/ n ( H ) o v er a wide variety of
hysical conditions (Chambaud et al. 1980 ; Osterbrock & Ferland 
006 ; Becker et al. 2015a , 2019 ). The E-XQR-30 detects 29 O I

ystems out of which 10 are intervening absorbers (10 000 km s −1 

roximity limit) in the primary sample across a redshift range 
f 5.3 < z < 6.4 co v ering a path-length of � X = 46.359. All
 I detections in the catalogue have associated C II transitions

Davies et al. 2023a ). 
As outlined in Section 2.2 , the absorbers are binned into two

edshift bins co v ering equal � X . After applying the 50 per cent
ompleteness limit, the number of systems reduces to 8. The absorber 
ounts in each redshift bin are completeness corrected and the 
esultant d n /d X values are given in Table 4 . 

Becker et al. ( 2019 , hereafter B 19 ) detected 57 intervening O I sys-
ems using 199 quasar spectra from Keck/ESI and VLT/XSHOOTER 

cross 3.2 < z < 6.5 with an S/N ratio of 10 per 30 km s −1 at
 rest wavelength of 1285 Å. These absorbers are separated from
he quasar emission redshift by a velocity separation of > 5000 
m s −1 . B 19 reported a rapid increase in the comoving line density
f O I at 5.7 < z < 6.5 co v ering a path-length of � X = 66.3.
his is 2 . 5 + 1 . 6 

−0 . 8 times greater than the comoving line density across
.9 < z < 5.7. 
A scatter plot along with histograms that compare the distribution 

f intervening O I absorbers along redshift and equi v alent width
etween E-XQR-30 and B 19 is shown in Fig. 6 . The blue colour
epresents the data from E-XQR-30 using the proximity limit adopted 
n the catalogue. The O I systems from B 19 that use 5000 km s −1 as
roximity limit are coloured orange. The errors in equi v alent width
re also shown in the scatter plot. The histogram on top shows the
edshift distribution of both data sets. The E-XQR-30 has data only in
he high-redshift range, as the surv e y focuses only on quasars at z >
.8. The histogram on the right gives the equi v alent width distribution
f O I data from both surv e ys. The E-XQR-30 data consist of O I

bsorbers with W � 0.4 Å where most of the absorber population 
rom B 19 lie in the scatter plot. Ho we ver, the equi v alent widths of
ata from B 19 range between 0.02 < W < 0.9 Å. 
To compare with B 19 , the additional absorbers obtained by 

witching to a 5000 km s −1 proximity limit are shown in green in
he scatter plot and histograms. The number of intervening absorbers 
ncreased from 10 to 17 and the absorption path-length increased to 
 X = 69.038. Adopting the new proximity limit also impro v ed the

onsistency of the d n /d X results with B 19 . 
Fig. 7 depicts the redshift evolution of comoving line density 

f O I absorbers from E-XQR-30 with different proximity limits 
ogether with the results from B 19 . The dark blue points are the
 n /d X for data from E-XQR-30 using a proximity limit of 10 000
a  
m s −1 and the light blue squares are those with a proximity limit of
000 km s −1 . The results from the work of B 19 is shown in orange
ots. It is interesting to observe the upturn at z � 5.7 even with the
mall number of O I absorbers from our surv e y. Cosmic variance
ay offer an explanation to the minor discrepancies in the d n /d X

alues between our work and B 19 . Ho we ver, the v alues agree with
 19 within the 1 σ error bars. 
Only 21 quasars in their sample are included in our surv e y and

avies et al. ( 2023a ) have successfully recovered all O I systems
eported in B 19 along with the detection of one additional system.
ondini et. al. (in preparation) analyse the E-XQR-30 data and report

wo additional O I absorbers that fall strictly outside the Lyman α
orest cutoff adopted by the Davies et al. ( 2023a ) catalogue: PSO
060 + 24 at z = 5.6993 and SDSSJ0100 + 2802 at z = 5.7974. There
s also a chance of clustering of O I absorbers at high redshift z ∼ 6
s reported in B 19 due to the fluctuations in UV background towards
MNRAS 530, 1829–1848 (2024) 
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Figure 7. The comoving line density of O I using E-XQR-30 in comparison 
to the work of B 19 . Only O I absorbers with W > 0.03 Å are used in the 
analysis. The dark blue circles show the d n /d X calculated for O I across 5.3 
< z < 6.4 by applying a proximity limit of 10000 km s −1 while the light 
blue squares are the d n /d X values for O I across 5.3 < z < 6.5 using a 
proximity range of 5000 km s −1 ̀from E-XQR-30. The orange points show 

the d n /d X values in B 19 which used 5000 km s −1 as the proximity limit. The 
figure shows an upturn in the comoving line density of O I at z > 5.3 which 
is consistent with B 19 results. 
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he tail end of EoR (e.g. D’Aloisio et al. 2018 ; Kulkarni et al. 2019 ).
ompleteness variations are explored in Appendix B . 

.4 Comparison with JWST /NIRSpec results on metal 
nrichment 

ecently, Christensen et al. ( 2023 ) observed four quasar sightlines at
 > 6.5 using NIRSpec on JWST and studied the evolution of metal
nrichment at 2.42 < z < 7.48. Their quasar spectra co v er a wider
pectral range and have high S/N of 50–200 but with lower spectral
esolution of R 
 2700 compared with E-XQR-30. Using the four
uasar spectra, they detected 61 systems at 2.42 < z < 7.48 and
alculated the comoving line density of these systems including the
ons that we studied in this work. The one quasar common in both
orks is J0439 + 1634 at z = 6.52. Davies et al. ( 2023a ) detected
3 absorption systems from the spectrum, while Christensen et al.
 2023 ) detected only 17 systems including an additional Mg II doublet
t z = 6.208. The non-detected systems include several weak Mg II
bsorbers, weak C IV doublets and Si IV doublets at 2.3 < z < 5.3
Christensen et al. 2023 ) emphasizing the critical need for median
esolution spectroscopy in the JWST -era. 

The proximity limit adopted by Christensen et al. ( 2023 ) is
000 km s −1 , although J0439 + 1634 is affected by BAL regions to
arger velocities of ∼10 000 km s −1 . They examined the redshift
volution of LIAs using 6 O I (two of them are new detections at
 > 7), 8 C II intervening systems at 6.4 < z < 7.4 and observed an
pturn for O I and C II at z > 6. They also studied the evolution of
8 Mg II (one of them is a new detection at z ∼ 7.443) intervening
ystems with W > 0.3 Å at 2.4 < z < 7.45 and observed a constant
volution for Mg II . However, d n /d X values across redshift in our
ork using a large sample of Mg II show that they decline with

edshift at least until z ∼ 5. Their work also illustrates a decline
n strong Mg II comoving line density evolution. Overall, the results
rom JWST /NIRSpec are consistent with the results from this work
or O I , C II , and strong Mg II . 
NRAS 530, 1829–1848 (2024) 
 DI SCUSSI ON  

.1 The nature of weak Mg II absorbers at high redshift 

his work presents for the first time a significant population of
31 intervening weak Mg II absorbers sufficient to produce robust
tatistical results in their evolution. There are several low-redshift
 z < 2) studies in the literature finding that weak absorbers are
istributed along the major axis of face on, blue galaxies (Kacprzak
t al. 2012 ; Nielsen et al. 2015 ) tracing the infalling gas into the
GM and the y hav e little correlation between the absorber equi v alent
idth and the galaxy colour (Chen et al. 2010 ; Kacprzak et al.
011 ). Furthermore, Churchill et al. ( 2005 ) and Chen et al. ( 2010 )
ave showed that weak Mg II absorbers do not necessarily trace
ow surface brightness galaxies by studying galaxy absorber pairs
t intermediate and lo w redshifts, respecti vely. Recent high-redshift
etal absorber surv e ys reported detections of weak Mg II absorbers,

o we ver, there were not enough sightlines or sensitivity to produce a
arge population of weak absorbers sufficient to measure their cosmic
volution. F or e xample, C 17 reported 59 detections of weak Mg II
bsorbers, ho we v er, their o v erall completeness was not enough to
roduce robust statistics on them. Similarly, works by Codoreanu
t al. ( 2017 ) and Bosman et al. ( 2017 ) also presented weak Mg II
etections, but they were also limited in their sample size (10 systems
t 2 < z < 5 and 3 systems at z > 5.5, respectively). 

In this work, weak Mg II absorbers account for 47 per cent of the
otal completeness corrected number of intervening Mg II absorbers
n E-XQR-30. It has been observed that the evolution of weak Mg II
bsorbers remain constant – within a factor of 2 – in a redshift range
f 1.9 < z < 6.4 from Fig. 3 . 
Much literature exists on the association of weak Mg II systems and

he relative number density of LLSs, the role of SFR and metallicity
rends, dwarf galaxies and the UVB at z < 2. With the benefit of
 long lever arm from z = 1.9 to 6.4, these hypotheses can be
ested. At lower redshifts, 0.4 ≤ z ≤ 1.4, it is assumed that the
eak Mg II absorbers arise in the sub-LLS environments because

he weak absorbers outnumber the LLS absorbers in comoving line
ensity (Churchill et al. 1999 ). Crighton et al. ( 2019 ), using a data set
f 153 optical quasar spectra from the Giant Gemini GMOS surv e y
3.5 < z < 5.4) and complementary literature data to calculate the
ncidence of LLS absorbers per unit absorption path-length (d n /d X ),
hich increases steeply from redshift 0 through to 5.4. Since the
 n /d X of weak Mg II absorbers is flat, swapping from being more
umerous than LLSs at z < 2 to three times rarer at z > 4, is only
ossible if the co v ering fraction varies by the same amount. Dutta
t al. ( 2020 ) find that the co v ering fraction of weak Mg II systems does
ot change from low redshift out to z ∼ 1.5. Nevertheless, due to the
etallicity and the ionization effects at high z , the neutral hydrogen

olumn density of systems detected as weak Mg II increases and
onsequently, LLSs could be associated with weak Mg II absorbers
Steidel & Sargent 1992 ; Churchill et al. 1999 ; Rigby et al. 2002 ).
ur results support this picture with a factor of 3 drop in the co v ering

raction out to redshift ∼6. 
Along the same lines, we can now examine the association of

eak Mg II absorbers at 0 < z < 2.4 and the SFH of dwarf
alaxies (Churchill et al. 1999 ; Lynch, Charlton & Kim 2006 ;
ynch & Charlton 2007 ; Narayanan et al. 2008 ), which both peak at
 ∼ 1 and drop at z ∼ 2. Knowing that d n /d X continues at a constant
evel to z ∼ 6, indicates this hypothesis cannot continue to high
edshift. As mentioned in Section 3.1 , C 17 were able to reconcile
he Mg II d n /d X evolution to z ∼ 6 by allowing the associated galaxy

ass to decrease with increasing redshift. Whatever the mechanisms
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Figure 8. The left panel shows the column densities of high-ionization absorbers, C IV and Si IV versus the column densities of weak Mg II absorbers. The right 
panel shows the rest-frame equivalent widths of the C IV and Si IV absorbers against the equi v alent widths of weak Mg II absorbers. Both the associated C IV and 
Si IV are divided based on the median value of the redshift for the sample. The dots represent the C IV sample; blue indicates the lower redshift and red indicates 
the higher redshift samples. The squares stand for the Si IV sample; blue showing the lower redshift and red showing the high-redshift sample. The dashed line 
represents the 1:1 relation between the respective parameters of the high-ionization absorbers and weak Mg II . The figure depicts that weak Mg II systems have 
higher column densities of C IV and Si IV and both weak Mg II and high-ionization absorbers have comparable equi v alent widths. 
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hat give rise to weak Mg II , it should be able to replenish them in
uch a way that the comoving line density of these low equivalent
idth absorbers do not change considerably across cosmic time. 
The weak Mg II absorbers are also associated with high-ionization 

bsorbers such as C IV and Si IV indicating a multi-ionization 
hase for these weak absorbers. Among 58 intervening weak Mg II 
bsorbers from primary sample across the redshift range where 
 IV and Si IV can be detected, 25 of them are associated with
 IV at 4.3 ≤ z ≤ 6.3 and 7 of them are associated with Si IV at
.9 ≤ z ≤ 6.3. We have not used the 50 per cent completeness cut
ere to find out the fraction of Mg II absorbers with high ionization
pecies. This constitutes 43 per cent of weak Mg II absorbers with
 IV across � X = 211.8 and 25 per cent of weak Mg II with Si IV
cross � X = 120.6. Among the weak Mg II absorbers associated
ith high-ionization absorbers, six of them have both C IV and Si IV
etections. Most of these weak Mg II absorbers are single-component 
ystems at the resolution of XSHOOTER. Both the C IV and the Si IV
bsorbers are detected in weak Mg II systems up to a redshift of z ∼
.9 after which no C IV or Si IV associations are found. This might
e because of the decrease in high-ionization absorber comoving 
ine density (C 19 ; D’Odorico et al. 2022 ; Davies et al. 2023b ) at
igher redshifts due to lower metal abundance and a softer ionizing 
ackground (Finlator et al. 2016 ; C 19 ). We also examined whether
he absence of weak Mg II systems with C IV and Si IV at z > 5.9 is
ue to the lower S/N of the quasar spectra towards these redshifts
nd found that the typical S/N of the spectra is roughly equi v alent
t both 4.3 < z < 5.9 and 5.9 < z < 6.3. The relation between the
olumn densities of the high-ionization absorbers, C IV and Si IV ,
gainst the column densities of weak Mg II absorbers is shown in
ig. 8 (a). Similarly, the equi v alent widths of C IV and Si IV are
lotted against the equi v alent widths of weak Mg II in Fig. 8 (b).
n both figures, the dots represent C IV detections associated with 
eak Mg II and the squares represent Si IV associated with weak
g II . Both the samples are divided based on their median redshift

nd the low-redshift sample is depicted using blue colour and the 
igh-z sample is shown using red colour. A dashed line representing 
he 1:1 relation between the column densities (equi v alent widths) of
igh-ionization absorbers and the weak Mg II absorbers is marked on 
oth the figures. It can be observed from the left panel in Fig. 8 that
alf of the weak Mg II absorbers in the E-XQR-30 sample are rich
n triply ionized carbon and silicon because most of the points lie
n the upper region of the 1:1 line. The right panel in Fig. 8 shows
hat the strengths of the absorbers are comparable between the high-
onization absorbers and weak Mg II at the probed redshift ranges.
hese weak systems are exposed to ionizing radiation strong enough 

o ionize the associated carbon and silicon in them to their triply
onized state. Moreo v er, these high-ionization absorbers detected in 
he weak Mg II systems are indicative of metal-enriched material in
he CGM, rather than the metal-poor infalling gas from the IGM.

hether the high- z weak (strong) Mg II systems follow the same
rigin pattern of corotating/infalling (outflowing) gas in the CGM as 
heir low- z counterparts will need to wait for detailed absorber-galaxy 
air kinematic analysis. We also looked at the redshift dependence of
he ratios of column densities and equi v alent widths between weak

g II and highly ionized absorbers and no clear trend is observed in
hese systems with respect to redshift. 

Studying iron abundance ratios in weak Mg II absorbers can 
rovide further clues to their origin. 21 weak Mg II absorbers at 2.5
 z < 6.3 are associated with Fe II whose log ( N Fe II /N Mg II ) values

ange between –0.75 to 0.1. Among these Fe II –Mg II associations,
hree are found to be iron-rich ( log ( N Fe II /N Mg II ) ≥ 0) as shown in
ig. 9 . There appears to be an anticorrelation between the column
ensity ratios of the absorbers and the redshift. The iron-rich systems
bo v e the dashed horizontal line seem to disappear at z > 4.5, but this
ight be due to the relatively small number of absorbers detected at

igher redshifts. A K-S test of the systems at z < 4.5 and z > 4.5
ielded a p -value of 0.15 showing that z > 4.5 and z < 4.5 Mg II
bsorbers most probably arise from the same parent population. A 

imilar anticorrelation has been reported by Narayanan et al. ( 2008 )
n a study of weak Mg II absorbers at 0.4 < z < 2.4. A detailed study
n the association of Mg II and Fe II might give us some hints about
heir absence. Ho we ver, according to pre vious lo w-redshift studies
n the association of weak Mg II absorbers and Fe II (Rigby et al.
002 ; Narayanan et al. 2008 ), these iron-rich weak Mg II absorbers
equire enrichment from Type Ia supernovae (SNe) while the iron- 
oor systems require alpha enhancement from external enrichment 
uch as bubbles and superwinds of massive galaxies or trapping of
jecta from local SNe (Rigby et al. 2002 ). The observed increase in
lpha enhancement of weak Mg II systems with redshift shows that
he most of the early galaxies traced by these systems are producing
MNRAS 530, 1829–1848 (2024) 



1840 A. M. Sebastian et al. 

M

Figure 9. The ratio of column densities of Mg II and Fe II across redshift. 
The errors are the 1 σ statistical errors in the column densities of both the 
ions. Out of the 21 weak Mg II absorbers, three are iron rich systems (abo v e 
the dashed horizontal line) which disappear at z > 4.5. 
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Figure 10. The figure shows the evolution of cosmic mass density of Mg II 
dominated by strong Mg II at 1.9 < z < 6.4. The blue points represent the 
�Mg II and the orange line indicates the cosmic SFH from Madau & Dickinson 
( 2014 ) normalized to the observations. �Mg II measurements at 0 < z < 2 
are also shown for comparison. It can be observed that �Mg II declines with 
redshift at z > 3 with little to no evolution towards z < 3 which is consistent 
with the global SFH trend. Since cosmic mass density is a mass-weighted 
statistic, the sharp decline in �Mg II at z > 5.5 is attributed to zero strong Mg II 
systems detected in the final redshift bin, as explored in Fig. 11 . 
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ore alpha elements through core-collapse SNe of massive stars in
hort time-scales (Thomas, Greggio & Bender 1999 ; Thomas et al.
010 ; Johansson, Thomas & Maraston 2012 ; Conroy, Graves & van
okkum 2014 ; Segers et al. 2016 ). Nevertheless, galaxies associated
ith the iron-rich systems in our sample likely result from stellar
roducts o v er longer time-scales, possibly in the inner haloes of
assive quiescent galaxies (Zahedy et al. 2017 ). 

.2 Strong Mg II absorbers and star formation history 

here have been a handful of previous works showing the potential
f strong Mg II absorbers in tracing the SFH of the Universe. Earlier
orks of strong Mg II have found out that there are correlations
etween the equi v alent width of the absorber and the blue host galaxy
olour (Zibetti et al. 2007 ; Lundgren et al. 2009 ; Noterdaeme et al.
010 ; Bordoloi et al. 2011 ; Nestor et al. 2011 ). Strong Mg II absorbers
re also observed to be associated with star-forming galaxies from
heir spectroscopic observations (Weiner et al. 2009 ; Rubin et al.
010 ). Studies by Kacprzak et al. ( 2012 ) and Nielsen et al. ( 2015 )
n the azimuthal angle dependence of Mg II have shown that strong
g II absorbers are found along the minor axis of face-on red galaxies

racing outflows from galaxies. On the contrary, there also exist
tudies like Bouch ́e et al. ( 2016 ) and Zabl et al. ( 2019 ) showing that

g II absorbers are aligned with the galactic discs but at a lower
ncidence rate, tracing the inflows. M ́enard et al. ( 2011 ) formulated a
caling relation between the median O II luminosity surface density
nd the equi v alent width of the Mg II absorbers at 0.4 < z < 1.3
nd showed that strong Mg II absorbers are powerful tracers of star
ormation independent of redshift and not remarkably affected by
ust extinction. Near-IR spectroscopic surveys such as Matejek &
imcoe ( 2012 ) and C 17 showed that the decline in cosmic SFR after

he reaching the peak at z ∼ 2, is reflected in the observed decline
n the comoving line density of strong Mg II at z > 2. They used
he scaling relation from M ́enard et al. ( 2011 ) to estimate the SFR
rom Mg II equi v alent widths and found them to be in agreement
ith the observed SFR calculation from Hubble Space Telescope

Bouwens et al. 2010 , 2011 ). Moreo v er, man y previous works on
g II absorbers such as Prochter et al. ( 2006 ), Zibetti et al. ( 2007 ),

undgren et al. ( 2009 ), Noterdaeme et al. ( 2010 ), Bordoloi et al.
 2011 ), and Nestor et al. ( 2011 ) conclude that strong Mg II absorbers
rise in galactic outflows. 
NRAS 530, 1829–1848 (2024) 
In the E-XQR-30 sample of 280 intervening Mg II absorbers, 53
bsorbers have W > 1.0 Å and due to the impro v ed sensitivity of
-SHOOTER, we were able to measure the column densities of

hese absorbers. Consequently, the cosmic mass density ( �Mg II –
ass of the absorber per unit comoving Mpc/critical density of

he Universe) of the strong absorbers can be calculated using the
ollowing equation based on the approximation of Storrie-Lombardi,

cMahon & Irwin ( 1996 ) 

Mg II 
 

H 0 m Mg 

cρcrit �X 

� i 

N total ,i 

C( z, log N i ) 
, (9) 

here H 0 is the Hubble constant, m Mg is the atomic mass of
agnesium, ρcrit is the critical density of the Universe, N total, i is

he column density of the absorbers in the i th log N bin, and C ( z,
og N i ) is the completeness correction. The errors associated with

Mg II is computed using the equation below from Storrie-Lombardi
t al. ( 1996 ) 

δ�Mg II 

�Mg II 

)2 

= 

�( N 

2 ) 

( �N ) 2 
. (10) 

n the literature, �Mg II has been compared with the cosmic SFH
volution, since both are functions of volume density. Ho we ver, our
ong lever arm from 2 < z < 6 highlights the differences between the
wo measures: The turno v er in cosmic SFR at z ∼ 2 is contrasted with
he cosmic mass density of the Mg II ion, a fraction of total metal
ensity, which is monotonic o v er time. Our results on the cosmic
ass density of Mg II at 2 < z < 5.5 agree well with the trend in the

lobal star formation rate density from Madau & Dickinson ( 2014 )
hat has been normalized to the �Mg II measurements, as shown in
ig. 10 . The values are tabulated in Table 1 . The blue points refer

o the cosmic mass density measurements from this work, and the
range curve represents the best-fitting function for the global SFH
rom Madau & Dickinson ( 2014 ) at 0.3 < z < 6.4. The light green
oints are �Mg II from Mathes et al. ( 2017 ) and the light red points
re from Abbas et al. (2024) for z < 2. It can be observed that the
ass density shows little to no-evolution for z ≤ 2. As can be seen

n Fig. 10 , the mass densities from Mathes et al. ( 2017 ) is an order
f magnitude lower than those from Abbas et al. (2024) . This is
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Figure 11. The rest-frame equi v alent width distribution for Mg II that is 
colour coded based on the redshift interval to which the absorbers belong. 
The W bins have a binwidth of ∼0.3 Å where each bin in each redshift 
interval has a binsize of ∼0.05 Å. The histogram is normalized to the total 
absorber counts in such a way that the area under the histogram equals to 1. 
The absorbers at all redshifts peak at W < 0.5 Å; showing that majority of 
the absorbers in the E-XQR-30 sample are weak. As we progress to larger 
equi v alent widths of W > 1.0 Å; absorbers at z > 5.86 disappear indicating 
an absence of high- z strong Mg II systems. 
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ecause Mathes et al. ( 2017 ) used the apparent optical depth method
o measure the column densities of Mg II systems, which provides 
nly lower limits for unresolved saturation and therefore, should be 
ie wed as lo wer limits (Abbas et al. 2024 ). Overall, the cosmic mass
ensity of Mg II shows little evolution from redshift 0 to 3, followed
y a drop in �Mg II at z > 3 which is consistent to the expected trend
n the metal content evolution of the Universe from the global SFH
see Madau & Dickinson 2014 , fig. 14). As expected, there is a lag
etween SFR and metals appearing in the CGM (see fig. 6 in Davies
t al. 2023b for examples of the predicted rate of change in metal
ontent flowing through to the measurement of �C I V ). The peak in 
he metal mass density is anticipated to be at lower redshifts than the
eak in the global SFH and therefore, the slight rise in �Mg II after the
osmic noon is consistent with the cosmic SFH trend. Nevertheless, 
 ́enard et al. ( 2011 ) have shown that strong Mg II trace a substantial

raction of global star formation at redshifts z < 2 based on an SDSS
urv e y. Though �Mg II from this work hints at a sudden drop in mass
ensity at z > 5.5 due to the absence of strong Mg II , the small � X of
he final redshift bin means that the null detection of strong absorbers
s not statistically significant. A more detailed analysis of the relation 
etween SFH and metal absorbers will be discussed in an upcoming 
ork on galaxy-absorber pairs. 
Although strong Mg II absorbers are subdominant at all redshifts 

ompared to weak absorbers, their complete absence at z > 5.86 
n the E-XQR-30 sample warrants investigation. On one hand, C 17
etected 1 intervening strong Mg II absorber at z > 5.9 in one (J1048–
109 at z ∼ 6.64; not included in the E-XQR-30 sample) among 28
uasar spectra at these redshift ranges. On the other hand, Keating 
t al. ( 2016 ) struggled to reproduce strong Mg II absorbers at = 6
n their simulated spectra. Ho we ver, there are no strong absorbers
t z > 5.8 in our sample as can be found in the histogram showing
qui v alent widths of Mg II in different redshift intervals in Fig. 11 . 

The same redshift intervals used in the d n /d X analysis of the Mg II
bsorbers are applied here in the histogram where the binsize for W is
0.3 Å that are sub-divided into bins of size ∼0.05 Å for each redshift

nterv al. Ho we ver, this is not suf ficient e vidence to conclude that
trong Mg II absorbers are completely absent in the early Universe. 
here exist both possibilities of strong absorbers being either rare 
r less detected at higher redshifts. The initial step to investigate the
bsence of strong absorbers at high redshift is to check whether it
s feasible to find strong absorbers at z > 5.86 assuming that the
qui v alent width distribution is constant at all redshifts. The analysis
ielded an expectation value of detecting three strong absorbers at 
 > 5.86. Using a Poisson distribution with the mean value as the
xpected number of strong absorbers at z > 5.86, the probability
f detecting no strong absorbers at z > 5.86 is calculated, giving a
alue of 7 per cent. This points out that the non-detection of strong
bsorbers at z > 5.86 is not statistically significant. 

Other properties of the strong Mg II absorbers were investigated, 
ncluding their association with high-ionization absorbers and Fe II . 
he medium and strong Mg II absorbers have fewer detections of
ssociated C IV and Si IV in comparison with the weak absorbers
ecause most of the strong Mg II absorbers in the E-XQR-30 sample
re present at z < 4 (see Table 4 ) at which C IV and Si IV are
naccessible. Ho we ver, the fractions of strong Mg II associated with
 IV and Si IV are higher (76 and 40 per cent, respectively) than weak
bsorbers; possibly indicating that these dense systems located closer 
o the galaxies (see Section 4.3 ) are probably fragments from highly
nergetic galactic outflows. Among the few detections, most of them 

ave higher column densities of Mg II relative to high-ionization 
bsorbers. Apart from being Mg II enhanced, the strong absorbers 
utnumber the weak Mg II absorbers for their associations with Fe II
nd have more iron-rich systems than weak absorbers. The increased 
umber of iron rich systems among strong Mg II absorbers can imply
heir origins in Type Ia SNe driven galactic superwinds. 

On a side note, medium Mg II absorbers (0.3 < W < 1.0 Å) might
e tracing the same objects as those of the weak Mg II absorbers
t high redshifts due to the similar trend in their comoving line
ensity as observed in Fig. 3 . But, certain aspects, such as relatively
arger number of medium systems with high column density ratios 
f Mg II o v er high-ionization absorbers and higher number of iron
ich systems, when compared to the weak absorbers, tend to place
he medium absorbers somewhere in between the weak and strong 
bsorber properties. 

.3 Low-ionization absorbers evolution: chemical enrichment 
r ionizing background? 

he comoving line density evolution of LIAs from E-XQR-30 metal 
bsorber catalogue is a useful probe in understanding the chemical 
nrichment of the Universe and the strength of ionizing radiation 
fter the EoR. The general trend observed in the evolution of these
bsorbers is that they increase towards high redshifts. The d n /d X of
 II (Fig. 5 ) and O I (Fig. 7 ) shows an upturn at z > 5.7. The Mg II
bsorbers, which are observed to arise in different neutral hydrogen 
olumn densities from 15 . 5 < log N ( H I ) / cm 

2 < 20 . 5 (Bergeron &
tasi ́nska 1986 ; Steidel & Sargent 1992 ; Churchill et al. 2000 ), trace
 range of ionization states whose collective number densities decline 
ith increase in redshift (Fig. 1 ). 
One of the most intriguing questions about the LIAs at high redshift

s about the properties of these systems in the early Universe. There
av e been man y works trying to identify what these absorbers are
ssociated with and how different they are from the low-redshift 
bsorber populations. Following C 19 , we use H I column density
istribution function ( f ( N H I , X) = 

∂ 2 n 
∂ n ∂ X 

) from the literature for
LAs at 2.0 < z < 5.0 in Noterdaeme et al. ( 2009 ) to compare
ith the d n /d X of LIAs. The gamma function fit from Noterdaeme

t al. ( 2009 ) has been used here because this work uses a large
MNRAS 530, 1829–1848 (2024) 
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Figure 12. The DLA incidence rate as a function of the lowest H I column 
density using the H I column density distribution functions at 2 < z < 5 in 
order to test the C 19 hypothesis of LIAs as analogues of metal poor DLAs 
and sub-DLAs. The grey dot–dashed curve shows the DLA distribution from 

previous literature as indicated in the plot. But due to the flattening of f (N H I ,X) 
at the Lyman limit, the extrapolation of a single power law could be associated 
with large uncertainties towards N H I < 10 19 cm 

−2 . The black star marks the 
d n /d X of LLS at z = 5.05 from Crighton et al. ( 2019 ). The solid horizontal 
lines mark the incidence rate of the LIAs at z > 5.7, different ion represented 
by a different colour. The gre y-shaded re gion represents the LLS column 
densities while the unshaded region shows the sub-DLA region. It can be seen 
that the comoving line density of each metal ion corresponds to a different 
absorber class based on the minimum H I column density. The figure shows 
that O I and stronger Mg II absorbers have a similar comoving line density to 
the sub-DLAs in O’Meara et al. ( 2007 ). Ho we ver, the higher incidence rates 
of C II and weak Mg II absorbers correspond to H I absorbers that sit between 
the LLS and sub-DLA systems. 
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ample of DLAs compared to other DLA studies in the literature
nd moreo v er, the e xtrapolation of the function reproduces the sub-
LA distribution. Fig. 12 depicts the incidence rate of DLAs and

ub-DLAs as a function of the lowest H I column density. The dot–
ashed curve represents the DLA comoving line density obtained by
nte grating f ( N H I , X) o v er a range of column densities. Ho we ver,
n extrapolation of the DLA distribution by a single power law may
ot be the best to represent the frequency distribution of H I column
ensities at z ∼ 5 all the way down to N H I < 10 19 cm 

−2 due to the
attening of f (N H I ,X) at the start of the optically thick regime at the
yman limit (Crighton et al. 2019 ). The d n /d X of LLS from Crighton
t al. ( 2019 ) at z ∼ 5 is shown in Fig. 12 using a black star and
t does not coincide with the extrapolated DLA distribution. Each
f the horizontal lines in the figure corresponds to different LIAs
omoving line density at z > 5.7 from this work. It is evident that
he minimum hydrogen column density required to reproduce the
bserv ed como ving line density decreases from stronger Mg II ( W >

.3 Å) to O I and then to C II and weak Mg II ( W < 0.3 Å). The d n /d X
alues of C II and Mg II are higher than the previous surv e ys of C 19
nd C 17 due to increased sensitivity and completeness correction of
ur surv e y. 
If the LIAs follow the f (N H I ,X) distribution of DLAs in Noter-

aeme et al. ( 2009 ), then the minimum column density of hydrogen
equired to reproduce the observed number densities for O I , log
 H I , min / cm 

2 � 19 . 25; for C II and weak Mg II , log N H I , min / cm 

2 �
8 . 85 and for stronger Mg II , log N H I , min / cm 

2 � 19 . 60. O I and
tronger Mg II fall in the sub-DLA category (in agreement with the
redictions of Becker et al. ( 2011 ) for O I and C 19 for stronger Mg II
NRAS 530, 1829–1848 (2024) 
here they used the d n /d X from C 17 ). We present additional evidence
or O I tracing sub-DLAs, d n /d X for O I at z > 5.7 is 0 . 24 + 0 . 16 

−0 . 10 which
s close to the combined number density of DLA and sub-DLA o v er
 < z < 5 (O’Meara et al. 2007 ; Noterdaeme et al. 2009 ; Prochaska
 Wolfe 2009 ; Crighton et al. 2015 ). Weak Mg II and C II fall in the
LS category contrary to the prediction of C 19 where they used the
 n /d X value for C II from their work. C 19 predicted the high-redshift
 II systems existing as DLAs and sub-DLAs. Dividing the Mg II

ample based on their equi v alent widths, the weak absorbers with
 n /d X = 0.357 falls within the column densities of LLS or super-LLS
sub-DLAs) systems probably tracing the infalling and co-rotating
as in the galaxy haloes as predicted by Kacprzak et al. ( 2011,
012 ); Nielsen et al. ( 2015 ). The medium absorbers fall in the sub-
LA systems and for the strong absorbers, there are no detections at
 > 5.7, but by using the upper limit (see Table 2 ), they correspond
o the H I column density of sub-DLAs. Thus, it is an additional
vidence apart from the histogram in Fig. 11 , for the incidence rates
f Mg II being largely dominated by the weak absorbers at high z .
s the equi v alent width of the Mg II absorbers decreases, they tend

o be increasingly ionized. This is also supported by the work of
ielsen et al. ( 2013 ) where they showed an anticorrelation between

he equi v alent width of the Mg II systems and the impact parameter
nd thus, exposing the weaker absorbers more to the ionizing UV
ackground. Moreo v er, Stern et al. ( 2016 ) found that the density
rofile of the cool gas scales inversely with distance from the galaxy
entre manifesting that the strong LIAs lie close to the galaxy itself.

We also tried to obtain neutral hydrogen column densities of
g II systems using the scaling relations in M ́enard & Chelouche

 2009 ) and Lan & Fukugita ( 2017 ) in order to compare with the
og N H I , min / cm 

2 values obtained from Fig. 12 . According to Lan &
ukugita ( 2017 ), the scaling relation between Mg II equi v alent width
nd H I column density is 

 H I = A 

(
W λ2796 

1 Å

)α

(1 + z) β, (11) 

here α = 1.69 ± 0.13, β = 1.88 ± 0.29, and A =
0 18.96 ± 0.10 cm 

−2 . Applying this equation to our weak Mg II data,
e obtain log N H I , min / cm 

2 = 19 . 22 and for Mg II with W ≥ 0.3 Å;
og N H I , min / cm 

2 = 20 . 18. These values are very close to the inferred
eutral hydrogen column densities in Fig. 12 . Previously, using low-
edshift ( z < 1.65) Mg II absorbers with W > 0.3 Å; M ́enard &
helouche ( 2009 ) developed a scaling relation given as 

 N H I 〉 g ( W 0 ) = C g ( W 0 ) 
αg , (12) 

here C g = (3.06 ± 0.55) × 10 29 cm 

−2 and αg = 1.73 ± 0.26.
pplying this relation to weak and stronger absorbers provided us
ith H I column densities for weak absorbers as log N H I , min / cm 

2 =
8 . 12 and for stronger absorbers, log N H I , min / cm 

2 = 19 . 11. These
esults are almost one order of magnitude lower than the values from
ig. 12 which might be because M ́enard & Chelouche ( 2009 ) based

heir analysis only on low-redshift stronger absorbers. 
Having seen that the weak Mg II and C II have similar H I column

ensities, it is important to understand more about their ionization
onditions by looking at their association with high-ionization
bsorbers such as C IV and Si IV (In this analysis, we have considered
nly those C II and O I absorbers that can be detected across the
edshift range where the associated ions are detected). We found that
0 per cent (11/22) of C II systems have both C IV and Si IV across
.317 ≤ z ≤ 6.339 and 4.907 ≤ z ≤ 6.339, respectively. The C II –
 IV association is closer to weak Mg II -C IV (43 per cent) while the

raction of C II with Si IV is almost double the fraction of weak Mg II –
i IV (25 per cent) association. Similarly, we analysed the association
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f O I with high ionization species to compare with the ionization
onditions of stronger Mg II with W > 0.3 Å; 38 per cent (3/8) of
 I absorbers is associated with C IV while 25 per cent (2/8) of O I

bsorbers have Si IV association. Therefore, fraction of O I with C IV

s more than half of stronger Mg II –C IV (59 per cent) systems while
he fraction of O I absorbers associated with Si I v is almost similar to
tronger Mg II (29 per cent). Overall, weak Mg II & C II and stronger

g II & O I have similar ionization conditions although both ions in
ach pair appearing in the same systems is very rare. Only 5 out of
2 C II has weak Mg II associated with them while 3 out of 10 O I

ystems are detected with stronger Mg II at a redshift range of 5.169
 z < 6.381. 
As one would expect, the Universe was largely neutral right after 

he formation of the first stars and galaxies during the EoR. The
IAs, especially C II and O I trace neutral regions of the CGM that
re slightly ionized. Nevertheless, C II is also found in somewhat 
onized gas, more so than O I . The ionization potential of these
bsorbers is less than 13.6 eV and therefore, they are not self-
hielded by hydrogen and appear as singly ionized species in an 
therwise neutral medium (Becker et al. 2015a ). An increasing trend 
n the comoving line density of the LIAs towards high redshift
ndicates that some changes are happening to the ionizing radiation at 
 � 5.7. In the early Universe, the ionizing radiation is not strong
nough to produce highly ionized absorbers in the metal-poor CGM 

nd as a result, there existed a combined effect of low-metallicity 
nd weak-ionizing photons towards the tail end of EoR responsible 
or the observed trends in C II and O I . 

The rising trend in the comoving line density of C II in this work
rovides further evidence to the findings of C 19 in which the high-
edshift absorbers are found to be dominated by the low-ionization 
pecies. Furthermore, Davies et al. ( 2023b ) also found that the
omoving line density of C IV declines with increasing redshift using
-XQR-30 sample concurring with the work of C 19 . The presence
f a weaker or softer ionizing background can produce an increase in
 II and a decrease in C IV content at high z . Furthermore, an upturn

s observed for O I absorbers at z > 5.7 from the E-XQR-30 sample
hen combined with the results of B 19 at z < 5.7. Due to the similar

onization potential of O I as of neutral hydrogen, it traces gas that is
argely neutral. Therefore, its decline at z < 5.7, points to the decline
f the neutral regions and the transition of metals in the galaxy haloes
o higher ionization states due to the ongoing reionization process at 
 ∼ 6. 

The upturn in the O I comoving line density suggests a rapid change
n the ionization state of the CGM which can be produced by an
xternal ionizing source rather than the host galaxy. According to 
arikane et al. ( 2018 , 2022 ), no significant changes are reported in

he galaxy properties at 2 < z < 7 that would otherwise potentially
reate a rapid inside-out ionization of the CGM gas. Moreo v er, B 19
iscusses the possibility of simultaneous reionization of the CGM 

nd IGM and also an alternative scenario where the CGM remains 
elf-shielded for a while when the local IGM undergoes reionization. 
n the second scenario, the ionization of the CGM occurs towards the
ail end of EoR when the mean free path of photons increases (Fan
t al. 2006 ; Becker et al. 2021 ; Gnedin & Madau 2022 ; Gaikwad
t al. 2023 ; Zhu et al. 2023 ), exposing the region to photons from
istant sources. The rapid change in the ionization state of the galaxy
aloes is further supported by the abrupt increase in the volume- 
veraged neutral hydrogen fraction across 5.7 < z < 6.4 (similar to
he redshift range of O I where an upturn is found) shown with a
ully coupled radiative hydrodynamic simulation known as Cosmic 
awn III by Lewis et al. ( 2022 ). Additional evidence for this rapid

ncrease can be found in Gaikwad et al. ( 2023 ), where they used
uasar absorption spectra from XSHOOTER and ESI and modelled 
he fluctuations in ionizing radiation field using the post-processing 
imulation code ‘EXtended reionization based on the Code for 
onization and Temperature Evolution’. All these simulations and 
bservations including this work, collectively point out that the 
onizing radiation underwent a significant strengthening at z < 5.7 
nd predicts a late end of EoR towards z ∼ 5.3. The rapid increase
bserved in the comoving line density of O I across both z > 5.3
nd 5.7 (see Fig. 7 and Table 4 ) from this work points to persisting
uctuations in neutral hydrogen fraction until z ∼ 5.3. A late end to

he EoR has also been observed by the recent works of Zhu et al.
 2021 ) and Bosman et al. ( 2022 ) using the quasar spectra from E-
QR-30. 
Oppenheimer et al. ( 2009 ) employed the column density ratios

f aligned absorber as a statistical tool to compare the different
onization models. Applying similar technique to our observations, 
e plot the column density ratios of C II and O I that fall in the

ame system as defined by our surv e y in Fig. 13 (a) to compare
t with the three models from Oppenheimer et al. ( 2009 ). 8/22 C II

bsorbers are aligned with O I while 8/10 O I absorbers are associated
ith C II . The remaining two O I absorbers are also aligned with
 II , ho we ver, those two C II absorbers are coincident with BAL

egions of the quasar and therefore, are not included in the primary
ample of the E-XQR-30 catalogue. Thus, the alignment fraction 
f C II with O I is 36 per cent and O I with C II ranges from 80 to
00 per cent. 
If the Universe was fully neutral at z ∼ 6 with no ionizing

ackground existing below the Lyman limit, we would expect a 
arge fraction of C II absorbers to show associated O I absorption
ut this is not the case in our work. We have only detected 22
 II and 10 O I intervening absorbers in the primary sample at
.2 < z < 6.4. In the second scenario, the Universe is assumed to have
een fully ionized with a spatially uniform background everywhere 
nd the third case is a patchy reionization model. Fig. 13 (b) clearly
emonstrates that the fraction of C II aligned with O I and vice
ersa from the simulation for the patchy reionization model is in
greement with the observed alignment fractions. The hatched bins 
epresent the alignment fractions of different reionization models 
rom Oppenheimer et al. ( 2009 ) and the colour filled bins represent
he observed ratios from this work. Therefore, our results fa v our
 patchy reionization rather than a spatially homogeneous ionizing 
ackground. Moreo v er, the non-detection of O I in many sightlines
here C II and other high ionization species are detected, indicate

hat those sightlines probe ionized regions while others pass through 
etal-enriched neutral gas close to the galaxies. A caveat to the

eionization models in Oppenheimer et al. ( 2009 ) is that those
odels are not based on a radiative transfer simulation, so self-

onsistently accounting for self-shielding could change the alignment 
esults. 

Using the Technicolor Dawn simulations, Finlator et al. ( 2018 ),
roduced a spatially inhomogeneous reionization model for the 
alaxy-driven reionization scenario where they compare their simu- 
ated equi v alent width distribution with the then existing observations 
or C II and O I such as Becker et al. ( 2011 ) and Bosman et al. ( 2017 ).
hey found that the simulations overproduced weaker systems and 
nderproduced strong systems. Ho we ver, using data from E-XQR- 
0, we computed the W distribution by calculating the comoving 
ine densities for absorbers with different minimum equi v alent 
idths as shown in Fig. 14 . The top panels show the distribution

or C II equi v alent widths and the bottom panel demonstrates the
qui v alent width distribution for O I . The blue histograms indicate
he observed distribution from this work while the orange histograms 
MNRAS 530, 1829–1848 (2024) 
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Figure 13. The left panel represents the column density ratios of C II and O I that are aligned to each other within a single system. The upper right corner in 
the figure shows the alignment fraction of C II with O I (8/22) and the lower right shows the alignment fraction of O I with C II (8-10/10). The values in brackets 
refer to the fractions from the simulations for a patchy reionization model in Oppenheimer et al. ( 2009 ). The right panel shows the comparison of alignment 
fractions from different reionization models in Oppenheimer et al. ( 2009 ) with the observed absorber ratios from E-XQR-30 and our results fa v our a patchy 
reionization model. 

Figure 14. The equi v alent width distribution for lo w-ionization species for comparison with simulations from Finlator et al. ( 2018 ). The top panels show the 
distribution for C II and the bottom panel illustrates the distribution for O I . The orange-coloured histogram represents the model from Finlator et al. ( 2018 ) 
while the blue histogram stands for the results from this work. It can be seen that both C II and O I data have been divided into redshift intervals for appropriate 
comparison with the simulations at those redshifts. The simulations o v erpredict the weak absorbers while they agree with the observed distribution towards 
higher equi v alent widths at W > 0.1 Å. For O I , comparison of the simulations with the lower redshift sample is not shown here due to very small number of 
absorbers at z < 5.7. 
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how the simulated distribution from Finlator et al. ( 2018 ). The
bserved equi v alent widths for C II and O I have been divided at
 ∼ 5.7 for comparison with the corresponding simulations. Ho we ver,
NRAS 530, 1829–1848 (2024) 
istograms comparing O I distribution at z < 5.7 is not included in the
gure because there are not enough absorbers at this redshift range.
omparing with simulations from Finlator et al. ( 2018 ), the model
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 v erpredicts the weak absorbers but is in agreement towards higher
qui v alent widths at W > 0.1 Å; for both C II and O I . Therefore, the
istribution from our work agrees better with the simulations when 
ompared to the earlier works. The o v er prediction of weak absorbers
n the simulation could be due to issues related to CGM metallicity,
ind speed and UV background (Finlator et al. 2018 ). 

 C O N C L U S I O N S  

he evolution of LIAs, namely Mg II , C II , and O I , across redshift is
tudied using the E-XQR-30 metal absorber catalogue prepared by 
avies et al. ( 2023a ) from 42 high S/N and intermediate resolution
SHOOTER quasar spectra at z ∼ 6. The catalogue consists of a total
f 778 systems including 260 Mg II , 22 C II and 10 O I intervening
bsorbers separated from the background quasar by > 10 000 km s −1 .
he E-XQR-30 has significantly increased the path-length of z 

6 C II and O I by 50 per cent as well as the sample size of
igh-redshift metal absorbers compared with previous large surv e ys 
f high-redshift metal absorbers. For example, 131 weak Mg II 
 W < 0.3 Å) absorbers at z > 2 are detected for the first time indicating
he impro v ed sensitivity of E-XQR-30 o v er other high-redshift
etal absorber surv e ys. The sample completeness is generally high, 

eaching 50 per cent completeness at W > 0.03 Å. 
Mg II absorbers, altogether, decline in comoving line density 

d n /d X ) towards high redshift with the d n /d X of weak and medium
bsorbers remaining constant across redshift while the d n /d X of
trong absorbers decline with redshift. The cosmic mass density 
f Mg II ( �Mg II ) dominated by the strong Mg II absorbers follows
he declining trend in the global SFH across 2 < z < 5.5. This is
vidence that strong absorbers mimics the SFR evolution suggesting 
 connection between star formation and CGM enrichment rates. The 
eak Mg II sample in E-XQR-30 is of great significance as this is

he first ever detection of a substantial size of population of these
bsorbers at 2 < z < 6. For weak Mg II systems to continue to trace
ub-LLS environments to high redshift, their co v ering fraction must
ecline by factor of 3 as redshift 6 is approached. Their associations
ith Fe II and high-ionization absorbers such as C IV and Si IV have

lso been studied, respectively, in this work, providing insights into 
ossible scenarios for the enrichment of these weak absorbers. The 
olumn density ratios of Fe II o v er weak Mg II indicates that they
etained their enrichment mostly from core-collapse SNe of early 
tars particularly at z > 4.5. C IV and Si IV associations indicate
hat these systems have high-column densities of highly ionized 
bsorbers and therefore, are exposed to ionizing radiation more than 
trong absorbers. The C II absorbers tend to increase with increasing 
edshift and the O I absorbers show an upturn at z > 5.7. The results
btained in this work is consistent with what has been observed in
he previous high-redshift surv e ys, in particular, C 17 for Mg II , C 19
or C II , B 19 for O I and JWST results from Christensen et al. ( 2023 )
nd emphasize the need for higher resolution spectroscopy to detect 
etal absorbers. 
The redshift evolution of metal absorbers provides information 

bout the chemical enrichment of the Uni verse to wards the tail end
f EoR and the nature of ionizing radiation that ionized the neutral
ydrogen in the CGM and IGM. The o v erall trend in the LIAs
uggests a weaker UV ionizing radiation at z > 5. As more galaxies
ormed, the metal content of the Universe increased through stellar 
ucleosynthetic processes and was ejected into the surrounding 
edia. The results also fa v our the assumption of reionization of

alaxy haloes from external sources rather than in situ sources. If
he CGM is reionized by the host galaxies, then the ionization in
GM would tend to respond to the host galaxy properties in place
f global evolution in the UV background. The decline in O I at z
 5.3 can also be related to the intensifying of the ionizing UV

ackground towards z < 5.3 and such a strengthening is expected 
nly towards the end of reionization. Therefore, the rapid rise in the
omoving line density in the LIA evolution also supports the recent
tudies proposing a late end of reionization, probably at z ∼ 5.3.
urthermore, our results provide evidence for this late reionization 
ontinuing to occur in metal-enriched and therefore biased regions 
f the Universe. 
The reionization of the Universe is still continuing to be an intrigu-

ng question for astronomers which created a major landmark in the
ransformation of the Universe from a homogeneous environment to a 
argely structured cosmos. The results from this work moti v ate future
esearch on the relative role of chemical enrichment and nature of the
V background, both strength and hardness of the photons, during 

he early epochs which shaped the Universe as we see it today. This
an be analysed by extending the sample size of C II absorbers that has
 shorter path-length with the help of a proxy and looking at the ratios
f the low and high ionization states of carbon. The addition of more
ightlines to deeper redshifts will also provide additional evidences 
o validate the current assumptions on the nature of reionization. 
lso, with the help of Multi Unit Spectroscopic Explorer (MUSE; 

or e.g. D ́ıaz et al. 2021 ), Atacama Large Millimetre/submillimetre
rray ( ALMA ; for e.g. Kashino et al. 2023 ) and JWST (for e.g.
ordoloi et al. 2023 ), images and spectra of galaxies associated with

he high-redshift absorbers can be obtained using which the nature 
f the galaxies producing these absorbers in the early Universe can
e identified. 
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Table A1. The best-fitting parameters for the W distribution at different 
redshift ranges. 

z range Parameters Best-fitting value 1 σ errors ( + ,–) 

1.9–4.1 � 

∗ 1.39 0.06, 0.18 
1.9–4.1 α −0.57 0.05, 0.07 
4.1–6.4 � 

∗ 0.74 0.14, 0.094 
4.1–6.4 α −0.79 0.10, 0.07 

Figure A1. The equi v alent width distribution fit at different redshift ranges 
using a Schechter function. The low-redshift values and fit are shown in blue 
and the high-redshift values and the fit are shown in red. The distribution is 
measured to steep in slope with increasing redshift. 
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PPENDI X  A :  T H E  REDSHIFT  D E P E N D E N C E  

F  MG  I I EQUI VA LENT  W I D T H  DI STRI BU TIO N  

he exponential distribution for Mg II equi v alent widths W > 0.3 Å
as been found to steepen with redshift from the works of C 17 . It is
mportant to see whether this increase in slope with redshift will be
bserved when weak absorbers ( W < 0.3 Å) are also included in the
ample. We attempt to fit for the equi v alent widths of Mg II from E-
QR-30 with W > 0.03 Å across two redshift ranges; 1.94 < z < 4.05

nd 4.05 < z < 6.38 (the absorbers in the masked redshift intervals
re not included) using the Schechter function given in equation ( 8 ).
ere, W 

∗ is kept constant at 1.44 (the best-fitting W 

∗ for the total
g II sample) to see whether the distributions steepen with redshift. 
The best-fitting parameters are given in Table A1 . 
The difference in parameters at different redshift intervals suggests 

hat the equi v alent distribution might not be the same at all redshifts.
he fits obtained are shown in Fig. A1 . 
The low-redshift bin values and the corresponding fit are shown in

lue while the high-redshift bin values and their fit are represented in
ed colour. The power-law slope α increases from –0.57 to –0.79 with
edshift indicating a steepening of the weak absorber distribution as 
edshift increases. Ho we ver, for the high-redshift bin, the Schechter
unction fails to fit the values towards large equivalent widths where
he distribution starts to flatten due to the small number of high-
edshift absorbers detected at these equi v alent widths. 

PPENDI X  B:  T H E  C O M OV I N G  LI NE  DENSITY  

F  O  I  USI NG  A  DI FFERENT  COMPLETENES S  

O R R E C T I O N  

ne of the reasons for the discrepancy in the d n /d X values between
his work and B 19 can be associated to the completeness estimates
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able B1. The parameters used in the completeness correction for O I as a
unction of log N . 

 range T x S x T y S y 

.32–5.94 −39.76 2.98 1.15 0.38 

.94–6.71 −36.43 2.71 1.16 0.41 

igure B1. The figure shows the completeness correction for O I as a function
f log N . 

n B 19 where they expect some errors. To understand whether errors
n the completeness calculations affect their results, they changed
he minimum equi v alent width of 25 per cent ( W > 0.05 Å) used in
heir analysis. B 19 increased the completeness limit to 55 per cent
 W > 1.0 Å) which reduced the completeness corrections and still
ere able to reco v er the upturn in comoving line density at z >
.7, but at lower statistical significance. This is similar to what has
een observed in the d n /d X for O I in this work which uses a similar
ompleteness limit of 50 per cent. Therefore, their results seem to be
riven by errors in the completeness estimates for smaller values of
qui v alent width. 

The other possible reason for the difference between d n /d X values
rom our work and B 19 might be due to the application of a fixed
ompleteness correction as a function of equi v alent width. There
s a vague possibility of completeness varying with wavelength
redshift) even outside the masked regions of sky contamination due
o changes in the S/N of the spectra at different wavelengths. Also, the
ompleteness for O I depends on the additional lines to be detected
e.g. C II and Si II ). If one of these lines remains undetected due to the
pectrum being noisy or contaminated at those wavelength regions,
hen O I would not be identified. Therefore, the d n /d X values from
his work are recalculated after applying the completeness correction
or O I as a function of column density at different redshift intervals.
he obtained values are very similar to the B 19 v alues. Ho we ver,

he d n /d X values obtained by applying completeness corrections as
NRAS 530, 1829–1848 (2024) 

Published by Oxford University Press on behalf of Royal Astronomical Society. This is an 
( https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reus
unction of W or log N are consistent to each other within the error
ars. 
The d n /d X for O I is calculated after correcting for completeness

sing the completeness correction as function of equi v alent width.
he obtained d n /d X at z > 5.7 did not match with the results in B 19 .

n the efforts to figure out the reason behind the discrepancy, the
ompleteness correction for O I is computed as a function of log N
t two redshift intervals; 5.32 < z < 5.94 and 5.94 < z < 6.71. The

igure B2. The comoving line density evolution of O I across redshift using
 proximity limit of 5000 km s −1 and completeness correction as a function of
og N is represented in green. The new d n /d X values agree well with the B 19
alue at z > 5.7. The d n /d X values obtained after applying a completeness
orrection as a function of W are shown in blue. However, both blue and green
oints at z > 5.7 are consistent within the 1 σ error bars. 

unction used to correct for completeness of the sample is as follows: 

ompleteness(log N ) = S y ( arctan ( S x W + T x ) + T y ) . (B1) 

he parameters obtained are given in Table B1 . 
Fig. B1 shows the new completeness corrections for O I as a

unction of log N . 
The O I absorber data from the catalogue is processed in a similar
anner as outlined in Section 2.2 . In this case, the 50 per cent

ompleteness limit for O I is log N /cm 

2 = 13.45. The d n /d X values
btained after applying the new completeness correction are shown
n Fig. B2 . 

The green squares indicate the values obtained when a complete-
ess correction as a function of column density is applied and blue
quares represent the values obtained using the completeness correc-
ion as a function of equi v alent width. Using the new completeness
orrections, the d n /d X values from both works agree to each other
n both redshift interv als. Ho we ver, both v alues calculated using
ifferent completeness corrections are in agreement within the 1 σ
onfidence limits showing that both corrections produce consistent
esults. 
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