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de Sitter S matrix for the masses
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We define an S matrix for massive scalar fields on a fixed de Sitter spacetime, in the expanding patch
coordinates relevant for early Universe cosmology. It enjoys many of the same properties as its Minkowski
counterpart, for instance: it is insensitive to total derivatives and field redefinitions in the action; it can be
extracted as a particular “on shell” limit of time-ordered correlation functions; and for low-point scattering,
kinematics strongly constrains its possible structures. We present explicit formulas relating inflationary
observables—namely in-in equal-time correlators and wavefunction coefficients at the conformal boundary
—to these S matrix elements. This new formalism will allow modern amplitude methods to be applied
directly in cosmology and hence provide a wider range of more accurate theoretical predictions for

upcoming sky surveys.
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I. INTRODUCTION

The most fundamental observables in cosmology are the
spatial correlations present at the “beginning,” in the hot big
bang of the early Universe. As these initial conditions evolve,
they source perturbations in the primordial plasma which are
imprinted as temperature and polarization fluctuations in the
cosmic microwave background radiation (CMB). The same
initial conditions then go on to control the clustering of dark
matter and galaxy formation within the large scale structure of
the late Universe (LSS). Therefore, almost all cosmological
information accessible to observations can ultimately be
traced back to these spatial correlations.

The leading paradigm for explaining these initial con-
ditions is cosmic inflation—a period of accelerated space-
time expansion prior to the hot big bang—in which the
“initial conditions” are causally sourced by short-distance
fluctuations which are stretched to cosmological scales. A
useful analogy is that of particle production in a collider
experiment, in which an incoming beam of particles gives
an energetic environment from which new particles can be
produced. In inflationary cosmology, the expansion of the
Universe is the source of energy from which new particles
can be excited from the vacuum. It is these produced
particles which go on to source the initial conditions of our
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Universe and hence provide an observable output of this
cosmological collider.

Pushing the collider analogy further, we can ask how
these particles produced by the expansion of the Universe
would interact and scatter off each other. In a collider
experiment, this scattering is characterized by an observ-
able cross section. In cosmology, particle interactions give
rise to an observable deviation of the initial conditions from
a Gaussian random process. Measuring and bounding these
primordial non-Gaussianities from the CMB and LSS is an
important goal of observational cosmology.

From a theoretical standpoint, it is clear that the same
observable information can be encoded in more primitive
objects. Matrix elements between initial and final states, or
scattering amplitudes, are routinely used in collider physics
because they are mathematically simple objects which
capture all observable cross sections in an efficient way.
The main purposes of this paper are to develop the
cosmological analog of a scattering amplitude: an S matrix
for cosmology. These S matrix elements should efficiently
encode all of the primordial non-Gaussianities produced by
the cosmological collider while also enjoying more math-
ematical structure and a closer relation to collider ampli-
tudes. This will not only expedite modeling of the early
inflationary Universe—allowing an efficient exploration of
the theory space and their different phenomenological
signatures—but will also allow for powerful modern
amplitude techniques to be applied directly in a cosmo-
logical setting.

Further motivation is that the best understood observ-
ables in quantum field theory are asymptotic. As the
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separation between detectors is taken to be infinitely large
in a controllable way, the overlap between different
quantum states can be computed at weak coupling using
perturbation theory. The S matrix captures this information
in a clearer fashion than observables like the cross section.
Moreover, as gravity forbids the existence of local oper-
ators, asymptotic observables might be the only ones that
ultimately make sense in a theory of gravity. Our cosmo-
logical $ matrix is asymptotic because it relates states in the
infinite past to states at the end of the inflationary
spacetime, when the hot big bang picture takes over—in
that sense the “asymptotic future” for inflation is where the
“Initial conditions” are formed for the rest of cosmology!

We will focus on the cosmological example of de Sitter
spacetime. The motivation is twofold: de Sitter is a good
approximation of inflation, and being a maximally sym-
metric spacetime it enjoys many symmetries that make the
definition of asymptotic states more amenable, forbidding,
e.g., the decay of freely propagating particles. While the S
matrix is well understood in Minkowski spacetime [1,2]
and, to some extent, in anti—de Sitter (AdS) [3-8], a de
Sitter counterpart has received much less attention (though
see [9-12]). This is despite much recent activity in the
study of cosmological observables in perturbation theory,
which typically focuses on the observable non-Gaussianity
directly (for reviews see [13,14]).

In this paper we present a concrete definition of the S
matrix in de Sitter spacetime that is directly applicable to
primordial cosmology. We work throughout in the expanding
Poincaré patch, using coordinates ds*> = t72(—dz? + dx?)
where the conformal time 7 < O (in units where the Hubble
rate H = 1). Our approach parallels the standard treatment of
the Minkowski S matrix and is in the same spirit as the
pioneering work of Marolf et al. for global de Sitter [15]. An
advantage of working in the expanding Poincaré patch is that
our S matrix elements explicitly connect to the inflationary
wavefunction and primordial non-Gaussianities that charac-
terize the early Universe. These phenomenological connec-
tions are one of the main insights which allowed us to make
conceptual progress with this problem: since the wavefunc-
tion and primordial non-Gaussianities exist and are well
understood (at least in perturbation theory), that understand-
ing can now be translated into the language of S matrix
elements.

This sheds light on previously observed obstacles to
defining an § matrix for light fields on de Sitter. For
particular mass values, the wavefunction develops diver-
gences at late times that require holographic renormaliza-
tion [16,17]. The relation we derive between the
wavefunction and S matrix makes it clear that similar
divergences must appear in the S matrix elements for light
fields with masses m < d/2 in d spatial dimensions.

Our first goal is therefore to define and study the finite
S-matrices that describe the scattering of massive scalars
on a fixed de Sitter background—specifically, scalars with

masses m > d/2 and therefore in the principal series of
irreducible representations of the de Sitter group. We will
then return to light scalars and show that certain S matrix
elements remain finite for specific interactions. This closely
parallels the development of S matrix theory on Minkowski
spacetime, where the assumption of a mass gap is crucial to
derive many of the foundational results which we then
extend and apply to gapless theories (dealing with any IR
divergences as and when they arise). In the context of
inflation, the derivative interactions between massless
scalars which naturally arise in, e.g., the effective field
theory of inflation do not produce any IR divergences in our
S matrix and can therefore be treated using the formalism
we develop here. Although we study only scalar fields here,
we believe that the inclusion of spin is a technical hurdle
that can be overcome, at least for massive particles. The
case of dynamical gravity is more subtle—see [18] for
arguments that the S matrix might not even exist in that
case. While these extensions are interesting and deserve
further investigation, our results provide a first step toward
understanding cosmological observables through their
underlying S matrix description.

An important question to address will be how to
construct the asymptotic states. Schematically, from the
time evolution operator U from conformal time 7 = —oo to
7 = 0, one defines matrix elements (b|U|a) that naturally
depend on the choice of |a) and |b). Given these elements
for a complete basis of |a) and a complete basis of |b), all
information about time evolution is specified. Of course
one is always free to rotate either the basis of bra’s or the
basis of ket’s, which will produce different representations
of U that contain the same physical information. We
identify two natural bases to use, and refer to the resulting
matrix elements as the “Bunch-Davies” § matrix and the
“Unruh-de Witt” § matrix. While these objects encode
precisely the same information (as they are matrix elements
of the same underlying U), we find that the Bunch-Davies
choice enjoys a number of useful features, including

(i) a simple crossing relation that exchanges particles

between the in and out states,

(i) a simple analytic structure in the complex energy

plane,
(iii) a close connection to the wavefunction and in-in
correlators used in inflationary cosmology,

(iv) a flat space limit in which it coincides with the

standard Minkowski S matrix.

With this paper, our aim is to provide the first step and set
up a new formalism in which the cosmological collider can
provide clear, observer-independent predictions for upcom-
ing sky surveys, in a language closest to the standard of
theoretical cosmologists and also phenomenologists, as
well as paving the way for scattering amplitude specialists
and collider physicists to see that their techniques are also
useful in a very different context: namely primordial
cosmology. Just as the data from large collider experiments
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are nowadays used to infer the underlying scattering
amplitude (from which we can immediately determine
properties of the high-energy quantum fields), in the future
we envision large-scale sky surveys being used to deter-
mine the underlying S matrix of inflation, which would
similarly bridge between what is observed and properties of
the high-energy quantum fields in the early Universe.

II. DEFINING AN S MATRIX

We will begin with an abstract discussion of what the
different S matrix elements represent, and then provide a
concrete definition in terms of field theory correlators.

A. Choice of basis

In order to define S matrix elements, one requires a basis
of “in” and “out” states. On Minkowski spacetime, there is
a natural choice: using the particle eigenstates |n) of the
free theory (i.e., eigenstates of the free Hamiltonian), we
can define the “in”/*out” states of the interacting theory to
be those which coincide with |n) in the far past/future.
However, on de Sitter the number of particles is not
conserved due to gravitational particle production: the state
|n,7,) which contains n particles at time z, is not an
eigenstate of the free Hamiltonian at later times 7 # 7.,
since n particles will generally evolve into a superposition
of more/fewer particles due to the expansion of spacetime.
This presents a choice in how we define our asymptotic
states.

One natural choice is to define the “in”/“out” states of the
interacting theory to be those that coincide with |7, —co) in
the far past/future. We will use |1, —o0);, and |1, —00), to
denote these states. They are connected by the S matrix
elements

Sn’—»n Eout<n7_°°|n/’_°o>in’ (1)

where we work throughout in the Heisenberg picture.
Equivalently, these matrix elements are the coefficients
in the expansion

|n/, _0°>in = Z‘Sn’—mm’ _oo>0ut? (2)

where the sum over n’ includes integrals over all momenta
and other quantum numbers of the n particles. We will
therefore refer to this S as the Bunch-Davies S matrix, since
it describes the time evolution of the Bunch-Davies vacuum
state |0, —oo) (and its excitations) in the interacting theory
[19]. In the Heisenberg picture, the state itself does not
depend on time—as on Minkowksi, when one says that the
state |a);, “coincides” in the far past with the state |a), this
really means that physical expectation values will agree:
e.g., lim,__o. (a|O(7)|a);, = lim,_,_,(a|O(7)|a).
Another, equally natural, choice is to instead define the
“out” states of the interacting theory as those that coincide

with n,O) in the far future. We denote these states by
n,0),,- This produces a different set of S matrix elements,

Spon = 0ut<n’ 0|n/’ _°°>in' (3)

We will refer to this S as the Unruh-DeWitt S matrix, since
it describes scattering from a state containing n’ particles to
a state containing n particles, as measured by an Unruh-
DeWitt detector in the far past/future.

These two sets of § matrix elements are ultimately
related by a Bogoliubov transformation (which maps
n, —oo0) to |n,0) in the free theory). We will initially focus
on the Bunch-Davies § matrix because of the properties
(i-iv) listed above. It also has no particle production in the
free theory, i.e., without interactions, all off diagonal S,,_,,,
vanish by construction (unlike S,/_,,, which is nontrivial
even in free field theory).

Finally, in practice we typically replace the asymptotic
states of the interacting theory with the free theory |n, —co)
in order to perform perturbative calculations. As on
Minkowski, this leads to an expression for the S matrix
in terms of the time-evolution operator U(z;,7,) between
times 7; and 7,,

Sn’—»n = <I’l, _00|UT

free

(0,—00)U(0, —00)|n’, —c0). (4)
The appearance of U}ree makes it clear that this object
reduces to the identity when interactions are turned off.

B. The S matrix from a reduction formula

The S matrix overlap in (1) can be extracted from time-
ordered correlation functions by “amputating” the external
legs and going “on shell,” in analogy with the Lehmann—
Symanzik—Zimmermann (LSZ)
formula in flat space. Concretely, consider a real scalar
field ¢(z, x) of mass m? = (d/2)? + u®. We split the action
S = Stee + Sint» Where the free quadratic action is

S :—/drddx\/—_z—z(“ﬂa B 20%) (5
free 92 g a¢ﬂ¢+m¢) ()

and S, contains all nonlinear interactions. Canonical
quantization then proceeds as usual: we first quantize
the free theory Sg.., which can be done exactly, and then
include the effects of S;,, as a small perturbation.

Performing a Fourier transform from position x to
momentum Kk, the free equation of motion for the canoni-
cally normalized ¢(z,k) = (=7)~%?¢(z. k) is [20]

Elkt)p(z, k) = [(70,)? + k7> + u?]p(7, k) = 0. (6)

In the Heisenberg picture, the time evolution of the ¢
operator can therefore be written as

P(1.K) = f(ke)a_y + f*(k)ay, (7)

103530-3



SCOTT MELVILLE and GUILHERME L. PIMENTEL

PHYS. REV. D 110, 103530 (2024)

where the mode functions satisfy the free equation of
motion E[kz]f*(kzr) = 0 with the boundary condition

0= (20, £ i\/ B2 + ) (k)| . (8)

which ensures that &, diagonalizes the free Hamiltonian at
time z,. Consequently, & ) = 0 defines the instanta-
neous vacuum state |0, z,) (the state with the lowest energy

at time t,), and &IT( creates a “particle” of momentum k
at time 7, (an excited eigenstate of the Hamiltonian at
time 7,.). A complete basis of states for the Hilbert space is
then provided by

In,z,) = aj...a}|0), 9)

where the label on each &' denotes both the momenta and
all other quantum numbers (e.g., mass) of that particle, and
|n) denotes the complete list of this n-particle data. For the
Bunch-Davies S matrix, we impose the vacuum condition
at r, — —oo, which corresponds to Hankel mode functions,

Y

+;4H(
ZIZe (-2) =

@)= ) (10)

which have been normalized so that [21]

iZ2 f~ (kt) (20,)p (. k) = . (11)
where &y, af] = (27)46%(k + K').

In the interacting theory, we now seek to define states
|n, —o0);, and |n,—o0),,, Which coincide with the state
o) as 7 — —oo and 7 — 0 respectively. By “coincide,”
we mean for instance that

lim (a|O(7)[0. 00}y, = lim (a]0(2)(0.~e0)  (12)

for any operator O© and normalizable state |a) in the
Heisenberg picture [and strictly speaking the limit on the
right-hand side should be 7 — —oo(1 —ie) to ensure
convergence].

For brevity, from now on we will denote Bunch-Davies
asymptotic states as |n);, and |n) .

The idea is then to find an operator which acts on |0);, to
create the one-particle in state |1);,. We claim that

(a1 = lim {aliZ2f~(ke)(e0,) (. K)[0), (1)

for any normalizable state |a). Clearly the right-hand side
generates a one-particle state in the free theory thanks
to (11), and we argue in the Appendix that in the limit
7 — —oo the interactions turn off sufficiently quickly that
this operator produces the desired one-particle in state. This
is the same ‘“adiabatic hypothesis” used to define LSZ

operators on Minkowski. Then any |n);, can be constructed
by repeated application of (13).
Similarly, we claim that for the out states,

(la) = lijgom@liZ2f+(kT)(T31)(7)T(T, k)la)  (14)

out

for any normalizable state |a). Again this requires that the
interactions turn off sufficiently quickly at late times, which
is the case for massive fields in the principal series and
derivatively coupled fields in the complementary series (see
the Appendix for details). We also have the useful corollary
that these operators can be used to annihilate (0| and
|0);,; for instance,

lim,, (01~ (ko)(20,) p(z. k) |) = 0. (15)

To relate the S matrix elements to a field correlator, we
can now follow the analogous steps as in flat space. By
applying (13), we see that any particle from the in state can
be replaced by a field insertion,

iZ_zout<n/|n>in

I
|\
8

QU
ﬂ
S
—
g
/\
q
A

»

;Q'

N—
A
QA
\_/
A
ﬂ
W‘
i
S
—_
~
g

(16)

Il
—
|Q.
qq
I
=
\'_*/
S
»
i.
=]
=1
S
Q
-
S
|
—_

Note that in going to the penultimate line we have assumed
that none of the momenta in (n’| coincide with those in k,,,
and therefore we can use (15) to discard the 7 — 0O limit of
the integral. This amounts to considering the connected part
of the § matrix element [22]. Proceeding in the same way
for each particle in |n) and (n'|, one can reduce the right-
hand side to the vacuum expectation of a (time-ordered)
product of field insertions. We therefore define the corre-
lator, the amputated correlator, and the connected part of
the Bunch-Davies S matrix element by

Gn’—»n = 0ut<0|TH¢T(Tb’ kb) H @(T;/’ k;7,)|0>i1'1’
b=1 b'=1

gn’—»n = |:H 1225 kab :| |:H iZzg[k;,,rb/]} Gn—m’a

b'=1
Sn’—m = |: / il f+ kab):|
L dr),
x _/f_(k/ 7) :|gn’—>na (17)
11w
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where T represents time ordering in 7, and the lower limits
of the time integrals are understood to be 7 — —oo(1 F i¢)
for the ingoing/outgoing particles.

Formula (17) is our prescription for the de Sitter S
matrix: in words, one should first compute the time-ordered
correlation function, then apply the classical equations of
motion to each field (this “amputates” its external leg from
any Feynman diagram), and finally perform an integral
transform using Hankel mode functions (this puts the
external legs “on shell”).

C. Perturbation theory

To compute S,,_,, in perturbation theory, one can go to
the interaction picture and expand in Feynman diagrams
in which

(1) outgoing external lines represent the free mode

function f*(kz),

(2) ingoing external lines represent the free mode

function f~(k7),

(3) internal lines represent the free theory propagator

01T¢(z. k)p(<,k')[0)

(4) n-point vertices represent local interactions involv-
ing n powers of ¢, and multiply the above propa-
gators by a vertex factor of i5"S;,/5¢",

(5) and finally, all internal times and momenta are
integrated over.

Regardless of the contention about stability/existence of de
Sitter spacetime in a quantum theory of gravity, this S,/_,,,
certainly exists perturbatively. For instance, a local inter-
action /=g % ¢" in §;,; will produce a calculable “contact”
contribution to S_,,, of

0 d
si =i, [ St [T tm). (1)

e —T

where we have suppressed the overall momentum-conserv-
ing 6 function. It will also produce “exchange” diagram
contributions to higher-order S matrix elements: for in-
stance, a ¢ interaction will give the following contribution
to So_,4:

0 dr 0 dt
spsh = [ L [

-7 o —T

)2 (ki)

X [ (kat) Gkt k') 7 (ks') f* (kyt') + 2 perm,

(19)

where k; = |k; + k,| and “2 perm.” denotes the ¢ and
u-channel contributions (again omitting a ¢ function).

=G, (kr,k')(27)45 (k + k'),

D. The other S matrix

To extract the connected part of the Unruh-DeWitt S
matrix (3) from a field correlator, we must make two
changes to the LSZ formula (17):

(i) the mode functions for the ingoing and outgoing

particles should be replaced by

(k) > E(ke), (k) — (k). (20)

a

where £+ solves the free equation of motion with the
vacuum condition (8) imposed at 7, = 0, since the

operators f£7(z0;)® and f'(7d,)® annihilate
out{0,0] and |0, —oo0);, respectively. Concretely, £
is a Bessel function,

NG

£ (kt) = ———
(ke) Z/2sinh(ur)

Jriu(=ke),  (21)

and is related to the previous Hankel mode function
by the Bogoliubov transformation

fHike) = aft (ko) + pE-(kz).  (22)

B> =1 [23] The factors of a in (20)

arise from writing f~ (10 )@ln)y,=1E" (10 )@ |n)in
in the first step of the LSZ reductlon (16), where
again we focus on the connected component
[see (A9) for the disconnected contributions].

(i) the ., (0,—oo| bra in the time-ordered correlator
G,/_, should be replaced by (0, 0|, which changes
the boundary condition for internal lines. Con-
cretely, the propagator for the Bunch-Davies S
matrix can be written in terms of the Hankel mode
functions as

where |a|? —

Gkt kry) = f~ (ke ) T (kzo), (23)
while for the Unruh-DeWitt S matrix one must
instead use the propagator

Gy (kTI s kTZ) = f_(kT> )f+(k7<)’ (24)

where 7. (. is the greater (lesser) of 7; and 7,.
We stress that neither choice of bases is “more fundamen-
tal.” Given the (invertible) Bogoliubov transformation (22),
in principle one can always expand S in terms of S, or vice
versa. Depending on the question being asked, it may be
more convenient to use one basis over the other. Since we
have in mind connecting with the well-developed ampli-
tude technology that exists on Minkowski, our guiding

principle will be to choose the basis which shares as many
properties as possible with the Minkowski S matrix.
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Perhaps unsurprisingly, given that the Bunch-Davies state
is defined by the condition that it reduces to the Minkowski
vacuum on small scales, we find that it is the Bunch-Davies
S elements that bear the most resemblance to the
Minkowski S matrix.

III. PROPERTIES OF THE S MATRIX

Before giving explicit examples of these S matrix
elements, let us list some model-independent properties.

A. Particle production

Already in free theory, there is an important difference
between the Bunch-Davies and Unruh-DeWitt S matrix
elements. The only nonzero Bunch-Davies § matrix with
two particles is

Sio1 = (27)8!(k — k'), (25)

and simply reflects the normalization we have chosen for
the asymptotic states, namely that [ay, &ﬂ] =8k +K).
On the other hand, the Unruh-DeWitt S matrix has a
nonzero Sy_,, since the states |0, —oo) and (2,0| are not
orthogonal. In fact, given the Bogoliubov transformation
(22), their overlap is

Soms = (22)980 (K, + k). (26)

SIS

The Bogoliubov coefficient # therefore characterizes the
rate of particle production in the free theory, as measured by
an Unruh-DeWitt detector (and ff/a = e¢™#* is the charac-
teristic Boltzmann factor which suppresses the production
of heavy states). One special feature of the Bunch-Davies
basis for the S matrix is that this particle production is
accounted for by the choice of asymptotic states: the
elements S, _,, are the probability that an initial n’-particle
state will scatter into the jets of multiparticle “stuft” which
would have been created by the free propagation of n
particles through the expanding spacetime medium.

For § matrix elements with more than two particles, this
free theory particle production shows up as additional
contributions to the disconnected parts of the Unruh-
DeWitt S matrix: see Figs. 1 and 2 in the Appendix for a
concrete example. In the interacting theory, there is addi-
tional particle production due to the interactions in Sjy.
These appear explicitly in both the Bunch-Davies and the
Unruh-DeWitt bases: for instance both S_,, and S,_,, are
generically nonzero when S, contains n-point interactions.

B. Antipodal singularities

Performing the inverse Fourier transform from each
momentum k back to a position x, both the Bunch-
Davies propagator (7,7,)%?G,(kz,,kz,) and the Unruh-
Dewitt propagator (z,7,)%?G,(kz,, kz,) become functions

of the invariant chordal separation between (z;,x;) and
(12’ XZ)’

(7 = 72)2 - |x; = X2|2

cosho =1+ (27)

27175

Explicitly, these functions can be written in terms of the
associated Legendre functions [24]

Qi_i(cosh 0)
Gy(cosho) = -2 ,
o) = P sinh o)
z P?__%l(— cosh o)
G,(cosho) = -4 . (28)

2 cosh(zu) (27) (sinh 6)7™2

which are often expressed in terms of either Gegenbauer
functions or hypergeometric ,F'; functions [25-29].

cosho > 1 (< 1) corresponds to the two positions being
timelike (spacelike) separated. Both propagators have a
branch point singularity on the light cone at cosho =1,
and the branch cut along cosh ¢ > 1 reflects the ambiguity
in ordering timelike separated operators. The time ordering
relevant for our S matrix is the prescription that these
functions are evaluated at cosh(c) — ie and the branch cut is
approached from below [30,31]. This is precisely analo-
gous to the singularity structure of the Feynman propagator
on Minkowski.

One respect in which de Sitter differs qualitatively from
Minkowski is the existence of an antipodal map: sending
(71,X1) to its antipodal position in the de Sitter spacetime
corresponds to sending cosho — —cosho. The region
cosh o < —1 therefore corresponds to (z,, X,) being time-
like separated from the antipode of (z;,x;). While the
Bunch-Davies propagator G, is perfectly regular at
cosho = —1, the Unruh-DeWitt propagator G, has an
additional branch point singularity there. There is no analog
of this antipodal singularity on Minkowski, and the
existence of this additional branch cut in G, is another
important difference between the Bunch-Davies and
Unruh-DeWitt boundary conditions.

When Wick rotated to Euclidean AdS, the choice of out
state becomes the choice of boundary condition at spatial
infinity. G, corresponds to the walls of the AdS box being
“transparent,” while G, corresponds to the walls being
“reflecting” [30,32]. In that language, it is the reflecting
boundary condition that leads to an antipodal image of the
coincident singularity in the propagator.

C. Crossing

At the level of the time-ordered correlator, the only
difference between an “ingoing” or “outgoing” field is
simply our convention for the sign of its momentum, since
@' (7.k) = @(r,—k) for a real scalar field. A physical
distinction only arises when we put the fields on shell: we
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either do this using f* or f~, which is the analog of setting
the particle energy = +Vk> +m?* or = —Vk* +m? on
Minkowksi. To relate these, we can make use of the Hankel
function identity

limf™ (=2 +ie) = f7(2) (29)

forreal z > 0, which is closely related to the invariance of ¢
under CPT transformations. In particular, by replacing
each k with a new variable k (which is independent of k) in
the final step of the LSZ procedure, we naturally arrive at
the object

3, ({F} (k) = { / % 1 ) 615}, ().

(30)

This function of k contains the S matrix elements for all
n; = n, processes with n; + n, = n, since the transfor-
mation

(kp.Kp) = (—kp, —Kp) (31)

moves a particle from the out state to the in state [33]. For
now we restrict our attention to k = +k (with an appro-
priate ie), since these are the values at which S’n coincides
with an S, _,, element. We will return to off shell
extensions of the § matrix in the Future Directions section
below.

Crossing is another important difference between the
Bunch-Davies and Unruh-DeWitt S-matrices. The crossing
operation that maps a particle from the in to the out state in
S requires the Bogoliubov transformation (22), and as a
result there is no longer a simple function like (30) that
interpolates between different scattering channels for the
Unruh-DeWitt S matrix elements.

D. de Sitter isometries

The (d + 1)(d + 2)/2 isometries of de Sitter spacetime
in these coordinates are

(1) d spatial translations, which imply conservation of
the total momentum Kk,

(2) d(d—1)/2 spatial rotations, which implies a
dependence on k, - k; only,

(3) one dilation transformation, (z,x) — (y7,7Xx),
which is generated in the momentum domain by

D[r.k] =k - 0 — 70, + d. (32)

(4) d “boosts,” characterized by a parameter v,

X = y(x — vx?)

where y = 1/(1 =2v-x + v?x?).  (33)

T — YT,

This is generated in the momentum domain by

K[z, k] = K[k] — k7> — 270,09y + 2do, ~ (34)
where K[k]| = 2Kk - 0,0 — kdy - 9 is the usual
generator of special conformal transformations [34].

Since a scalar field ¢ is invariant under dilations and

boosts, the Ward identities for correlators of the rescaled

¢ = (—1) ¢ are
bzn; <D[rb, k,] _%l> G, =0,
S (Key. ky] — ddy, )G, = 0. (35)

b=1

Now applying the LSZ formula, and using the fact that £
represents a quadratic Casimir of the de Sitter algebra and
hence commutes with all other generators [35], we find that
the S matrix for de Sitter invariant interactions is con-
strained by the Ward identities

i (kb O, + )3 -
b=1
i: (K[k,,] +doy, + i kf)S = (36)

b=1

For instance, consider the contact contribution (18).
Applying the above dilation, the integrand shifts by a total
derivative which does not contribute to the S matrix, and so
the corresponding Ward identity is satisfied. Applying the
above boost, since the mode functions transform as

<H+dak+ﬂ )fi(kﬂ k() (37)

the corresponding Ward identity is automatically satisfied
thanks to momentum conservation.

E. Total derivatives and field redefinitions

One main advantage of the S matrix formalism is that,
unlike the Lagrangian, there is no ambiguity due to field
redefinitions and total derivatives. For instance, consider
the following total derivative:

La = =997V ($*V0h). (38)

It contributes at tree level to the S matrix only via the
boundary terms of the form
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/_O dz o (f* (kio)f* (kot)2d, [2/2 f* (ks7)]).  (39)

(o]

and both limits separately vanish for principal series fields.
It is easy to see that any total covariant derivative of ¢»’s will
similarly give a vanishing contribution to any S matrix
element, simply because 7¢/2f*(kr) vanishes at both
integration boundaries. So while total derivatives can
contribute to the correlator, their contribution vanishes
once we go on shell.

To show invariance under field redefinitions, it is useful
to consider linear and nonlinear redefinitions separately.
Linear redefinitions are of the form ¢’ = y¢. Since this
produces a new Sg.. with Z> — Z2/y?, the normalization of
the mode functions changes in such a way that f* — yf*.
So while the correlator of the new fields is G}, = y"G,, it
|

"

ol

SZXCh N SZXCh+4}’ﬂ3/

—o0 (5]

~ ~ 0
S5t — & 4 12iyis /

o

exactly cancel since Z?E[k,7|G,(kyt,kit') = itd(z —7')
and hence collapses one of the time integrals in the
exchange diagram. The total S matrix S + S s
therefore unchanged [36]. This shows that while the split
into “contact” and “‘exchange” contributions is ambiguous,
the sum is invariant under field redefinitions.

F. Unique structures

This insensitivity to total derivatives and field redefini-
tions has the important consequence that the three-point S
matrix is unique (up to crossing). The argument in pertur-
bation theory is straightforward: since any cubic interaction
can be integrated by parts into the form ¢>[1"¢, an arbitrary
derivative interaction will contribute to S5 in the same way
as m*" ¢ for some n. The contact integral (18) (and its three
crossing images) from ¢° are therefore the unique kinematic
structures which can appear for three particles in perturba-
tion theory. To go beyond perturbation theory, notice that
these integrals correspond to the four possible solutions to
the de Sitter Ward identities [16,37], and therefore any de
Sitter invariant set of interactions must produce an S5 of this
form. This is the analog of the well-known result on
Minkowski that the on shell three-point function is fixed
uniquely by the spacetime isometries (to be some, possibly
mass dependent, constant).

An interesting corollary of this is that there is a unique
four-point exchange structure which describes the interac-
tion of two ¢’s via the exchange of a field ¢ (again up to
crossing). Since the most general cubic vertex is equivalent
to a sum of interactions of the form ¢*(C] — m2)"c after

produces the same on shell § matrix defined in (17). This is
also explicit in the example (18) given above: since this
rescaling produces a new S;,; with 4, — 4,,/y", we see that
the product of A, x (f¥)" is insensitive to linear field
redefinitions. As an example of a nonlinear redefinition,
consider ¢ — ¢ + y¢* applied to the simple Lagrangian
Lin = \/—_9%453. This produces a new action,

z? A
L= LtyZ L+ (€9 -T2 (-0)%p", (40)

at leading order in y. The total derivative does not
contribute to the S matrix, but the new cubic and quartic
interactions give equal and opposite contributions to any S
matrix element. For instance,

/0 dr—‘fl (_T/)%fJr (7617)f+ (lzzT)Zzg[ksT]Gz (ksTa ksT/)f+(];37/)f+ (];47/) + 2perrn.

L (o (o) (o) () () ay

[
integration by parts, for any n > 1 this can be exchanged via
a field redefinition of the form ¢ — ¢ + (0 — m2)"~'¢?, for
a quartic interaction ¢*(C1 — m2)"¢?, which corresponds to
the contactinvariantin (18). This is the analog of 1/ (m2 — s)
on Minkowski: any s-channel exchange diagram for scalars
can always be separated into this unique structure plus
contact-type contributions.

G. Flat space limit

To take the flat space limit, we will temporarily restore
factors of the Hubble rate H. We will also write the
conformal time and mass parameter in terms of a new
variable ¢ and m using

m?  d?

Hr = —¢~Ht -c
e H 4

and u= (42)
In the limit H — 0 at fixed ¢, k, and m (where we do not
assume any further hierarchy, so, e.g., we treat k and m as

comparable), the mode functions become [38]

. . et

kr) = et/ ———1[1 + O(H)|, 43
F(he) = T S (1 O, (43)
where we have introduced Q, = vk*> + m?. Up to an
overall phase a, (which does not affect physical observ-
ables), the leading order term in (43) coincides with the
usual Minkowski mode function [39]. Also note that (43)
follows from a saddle point approximation of the Hankel
function which requires k& > 0. Assuming instead that
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k < 0 produces (43) with Q, = —Vk* + m?. The crossing
transformation k — —k therefore implements the usual
crossing relation in the Minkowski limit.

Applied to the reduction formula (17), we find that our
de Sitter S matrix coincides in the H — 0 limit with the
usual Minkowski S matrix, up to an overall phase and with
the state normalization (25). Since the Bogoliubov coef-
ficient f — O in this limit (i.e., the effects of particle
production switch off as H — 0), both the Bunch-Davies
and the Unruh-DeWitt S matrix elements have the same
Minkowski limit. Physically, this reflects the fact that there
is no distinction between the vacua ) ,0) in the
flat space limit (in which the Hamiltonian becomes time
independent and there is a unique vacuum state). The same
is true of the time-ordered correlation functions: for
instance, since the chordal separation (27) becomes
cosho = 1 — H?s? + O(H*) in the flat space limit, where
s =—(t; — t,)> + |x; — x,|* is the Minkowski geodesic
distance, both propagators have the same limiting behavior

at fixed u, namely [40]
(d_) d-1
2 T
4T (s + l€> ’

(44)

hm G2 (cosho) = 11mG2 (cosho) =

which coincides with the massless Minkowski propagator.
The massive propagator is obtained by taking H — 0 at
fixed m.

IV. SOME EXAMPLES

To illustrate some of these features, we now list some
simple § matrix elements in particular models.

Consider a scalar field 6 with mass m?> = (d*> — 1) /4 [i.e.,
conformal weight A = (d —1)/2]. This complementary
series field has arguably the simplest mode function, since
the Hankel function at ig = 1/2 reduces to a plane wave,

+ikt

Zof(kt) = ——
of = (k7) —_
A

From the interaction Lagrangian Li, = ./—g;;0¢", the
n-point Bunch-Davies S matrix elements are given by

1
when iy = X (45)

idy T(jn) 2m)*67 (375 kyp)
Z8 (ikpyn TI'_, V/2ik,

and its various crossing images, where k; = » 1_, k;, is the
“total energy” flowing into this vertex, and the power j, =
n (d 1) — d uniquely satisfies the dilation Ward identity. Note
that this result is formally infinite whenever the total
conformal weight n(%} coincides with d — N for any

SO—»n = (46)

integer N, since then j, = —N and the I'(j,,) factor diverges.
This is a general feature: while interactions of principal
series fields always have a total conformal weight with
Re(A7) > d and are free of such divergences, for comple-
mentary series fields our adiabatic hypothesis can break
down whenever Re(A;) = d — N. However, that is not to
say that every such interaction of light fields leads to
problematic divergences in every S matrix element. For
instance, even though ¢ gives a divergent contribution to
Sy-3, it gives a finite exchange contribution to S_,4 since a
nonzero k; (or k, or k,) effectively regulates the divergence.
Explicitly, we find that for s-channel scattering in d = 3 itis
given by

a3,

ka+ka—kg
) () -

2zkﬂ/2zk1¢21k2\/2ik3¢2ik4 ’

+ky—k
12 Ll ( !
Sexch

0-4 — Z6 (47)

where we now omit the total-momentum ¢ function.
Now consider a massive field ¢ coupled to n — 1 of these

o fields, namely L, = ,/—gwﬂ_—/”wa”‘lgb. The n-point
Bunch-Davies § matrix is

2’n+1 ; 2 n el
a[r(t =) o)

S —n
o T 22, (I = 1) 2iky LTy V2R,

(48)

where k, =k; +---+ k,_; is the total energy of the o
fields, k, = k,, is the energy of the heavy ¢ field, and P;le
2

is the associated Legendre polynomial [41].

In all of the above examples, when d = 3 any of the o
fields may be replaced by the time derivative of a massless
“pion” field 7 by simply multiplying the corresponding
So_, by a factor of ik for that external leg.

Note that if we had instead normalized our asymptotic
states by a factor of /2ik per particle, the analytic structure
of each of these S matrix elements would be very simple. In
particular, the only singularities of these S, in the complex
k plane would be at k; = 0 when the total energy flowing
into the diagram vanishes and, in the case of the exchange
diagram (47), also when the energy ﬂowmg into either
vertex vanishes (namely when k;, =k, +k, +k, or
kg = k3 + k4 + k, vanishes). Depending on whether each
particle is in the initial or final state, these branch points
will correspond to the vanishing of a particular linear
combination of the k;, (e.g., for Sk k,k,, this would
be k| + ky + k3 — k' = 0).

In contrast, the Unruh-DeWitt S matrix elements can
have several singularities from each vertex. For instance,
from the ¢" interaction considered above,
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il, = 1
T Zia" H V2ik,

Sion-1
a o
y { al’(j,) AL (jn)
(iky — ik Y/ =200 (iky + iK' )ir/2ik)

(49)

where k' is the ingoing momentum and k; the total
outgoing energy. From the ¢"~!¢ interaction,

Q_jn kg
iﬂ—% kg n 1

Slon-1 & —— —. (50
T K2 = k) 2iky i V2ik,
The former manifestly has singularities at both k; = £k,

while the latter has singularities at both k, = +k, (cf. the
discussion of G, above). This illustrates that choosing
different bases for the de Sitter S matrix can result in very
different singularities.

As a final example, consider the unique three-particle S
matrix. For three general masses, this unique structure can
be written explicitly in terms of the Appell F, function. For

example
1 k2 i (k' e
(lk )d/2 k3 k3

XFqlag,a;1 +ipuy, 1+ 155 22 ( )
3 3

Sk k,—k; &

where the indices are a, = %(‘5[ + iy + iy, £ ips). For
particular mass values (e.g., if the masses coincide or take
the special value iy = 1/2) this general Appell function
often simplifies into ,F'; functions. This example illustrates
that the special functions routinely encountered when
computing observables in the expanding Poincaré patch
are an unavoidable consequence of these coordinates (in
particular labeling the fields by k) and are not rendered
simpler by considering a “better” observable such as the S
matrix.

V. COSMOLOGICAL OBSERVABLES
FROM THE S MATRIX

Finally, we turn to the question of how to extract
inflationary observables from the de Sitter S matrix.
From an observational standpoint, we are metaobservers
who live outside of the de Sitter spacetime in which the
scattering is taking place: the usual objections to measuring
an asymptotic S matrix at future infinity (at which all spatial

points are causally disconnected) therefore do not apply,
since once the inflationary perturbations reenter the horizon
and come back into causal contact we do have observa-
tional access to the asymptotic out-state via the CMB and
LSS, as we shall now show.

A. Wavefunction of the Universe

The de Sitter S matrix elements are closely related to
non-Gaussianities of the late-time Bunch-Davies wave-
function, which can in fact be constructed from the S matrix
once a particular field basis has been chosen. Specifically,
the wavefunction of a state at time 7 is defined by projecting
the state onto a basis of field eigenstates, |¢(7)), which are
defined by ¢(z.k)|¢p(z)) = ¢(z.k)|¢(z)). The wavefunc-
tion of the Bunch-Davies vacuum |0, —co) is of particular
importance in early Universe cosmology since it describes
the statistics of primordial perturbations, which seed
inhomogeneities in the cosmic microwave background,
as well as density perturbations of the large-scale structure
of the Universe. This wavefunction can be characterized by
a set of “wavefunction coefficients,” which are most
conveniently written as the connected part of the following
matrix element [42]:

a(6) = ((6) = 0l | T[22 o, ~eof. (52
b=1

where IT is the momentum conjugate to (;5 [43].
To relate these coefficients to the S matrix elements, we
expand the bra in terms of our asymptotic out states,

lH1 lﬁn
lim(¢p = 0\ et =Y ol

7 —|B),
J

(53)

since then we can write the wavefunction coefficient as a
sum over 0 — j matrix elements,

11_1;% Wn ZBHSO—V (54)

The Bj, coefficients can be evaluated in the free theory,
since by the adiabatic hypothesis

. At A
J»—0)out - ay...4;

(=7)TI(7, k) = Z%70,¢(7. k) (55)
as 7 — 0 and the interactions turn off. This gives
|
(1) S0k, kyand..a,4,
414} ---9,4; (56)

limyy, x, i [H/q[qf qfq}(f)h n

b=1

j=0

(=) (kyt)| [T (=) (qen) £ (ghr)]
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where Pyy(7) =
free-theory power spectrum and fq

(0, o0l (z. @)b(z. q')[0, —0) s the
f ddq ddq . Equa-
tion (56) allows one to explicitly construct any wave-
function coefficient from the S matrix elements and the
mode functions of the fields. In practice, this infinite
sum will always truncate at a given order in perturbation
theory, so often only the first few S matrix elements
(So=n> So=nias --.) are needed.

This is best illustrated with an example. Consider the
quartic coefficient y4 generated by the interactions L;,, =

V=9&#* +%¢") at tree level. From the ¢* interaction,
the contact Feynman-Witten diagram gives

) 7 dr =
Yiokoksk, (7)) = 1/14/ — (=) | | Ky, (), (57)
—00 b=1

where the “bulk-to-boundary” propagator is given in terms
of the Hankel mode functions by

(=0)2f* (ka)
A —

Ki(z:7) = (_T/)d/2f+(k1/) : (58)
Comparing with (18), we see that this contribution to the
wavefunction can indeed be written as

cont
SO—>k1k2k3k4

l//cont ( )
fikall (=) (k)

(59)

at late times [which corresponds to the general formula (56)
with n = 4 and j = 0]. The exchange contribution y¢*"(z)
is almost identical to (19), but with G, (k,z, k;7') replaced
by the “bulk-to-bulk propagator,”

—iGEUIk(Tl,Tz;T) = Gy(kzy, kzy)

1 (k)
- f+ (k’l') (_Tl)d/2
X fr(kty)(=72) Y2 f T (k).

The ¢* x ¢* contribution to the wavefunction can therefore
be written as

1
exch exch
v 6%
k k,k k4( ) Hébtzl(_,[)d/Zer(khT) |: 0-k ko ksky
_ / Pyq (T)fo:k,kzq‘ioﬁllqkaq' — 2 perm
a  (=7)f(qr)f"(q'7)
(60)

at late times. So the full w5 + w§" is indeed given
by (56), since the only nonzero S,_, at this order in
perturbation theory are So_4 = S + S and the

disconnected part of Sy_6 (= Sy_3S-3), Which becomes
connected once integrated over q and ¢'.

Note that it is also straightforward to invert (56) and
express a given S matrix element in terms of the wave-
function. For example

4
o=t TT-047 ()| (v o (0
b=1
+ | Pag a0+ 20em ). (1)
qq

Previous results for the wavefunction coefficients can then
be readily translated into S matrix elements.

B. In-in correlators

We can similarly extract from the S matrix any desired
equal-time correlator at late times. These objects are the
closest to what one would observe in primordial non-
Gaussianity, and are defined by [44]

<¢1 . ¢n> = 1Lm01n<0|a’(7, kl) : -&5(7, kn)|o>in' (62)
If we therefore decompose the product

Z |.]’ out " 0ut<.]/’ _°O| (63)

and use the definition of the § matrix (2), we have that

Z Si; Cl Sy (64)

limd
limg, ...¢p

Since the field operators and out states in (63) coincide with
those of the free theory at 7 — 0, we can immediately
evaluate the C% in terms of the late-time limit of
(=7)%2 f*(kt), which we denote by fif. This produces a
very explicit relation between the observable correlator and
the de Sitter S matrix:

n/2 n
(1) —2Re[z [kab} { fkb] Z / .
b=n—j'+1 /
SO—>k1...kn_j/ql...quS_)k"_j,H kd +perm]
(65)

where [u,..q; is an integral over the pairs (q,, q;) subject to
1

the condition q, + q), = 0. The “+perm” denotes a sym-
metrization over all possible permutations of the external
k’s. We can immediately notice some differences with the
wavefunction relation (56): the correlators

(1) depend quadratically on the S matrix elements, while

the wavefunction coefficients are linear,
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(2) are manifestly real, since ¢ is real Hermitian and
we have assumed spatial parity (so (¢, ...¢k,) =
<¢_kl .. '¢_kn>)’ and

(3) are insensitive to phase information in the S matrix
(which would determine the late-time mixed corre-
lators of g}ﬁ and its conjugate momentum 1).

<¢1'”¢4>cont — 2Re cont H |fkb

(r..cpa) = 2Re[wZ*Ch]H P

4
(1. pa) 1 = H £, 2 </ Poq 2Re[yic 1q]2Re Wik, ] + 2perm> :

’

’

As a concrete example, consider the four-point correlator
induced by the same Lagrangian L;,, = /=g(5 ¢* + 5 ¢*).
This correlator can be determined from the wavefunction
coefficients studied above, and can be separated into three
different contributions,

(66)

Let us now confirm that this is correctly reproduced by (65). At this order in perturbation theory, there are only three S
matrix elements that contribute, namely, Sy_.3, Sp_4 and So_¢ D Sy_3S50-3- Comparing their integral representations with

(65), we see that

(f1...¢4)" = 2Re ka,, go—rﬁ(l 4]
(1...cha) " = 2Re
[ Pyq
oo py)IUd = 2R,
(D1 ¢a) e_ o f

and so the sum of all three contributions to the correlator is
indeed given by the general relation (65).

VI. FUTURE DIRECTIONS

In summary, we have defined a perturbative S matrix for
scalar fields in the expanding patch of a fixed de Sitter
spacetime background, and demonstrated that it enjoys
many of the useful properties of the Minkowski S matrix.
We believe that fundamental properties like unitarity,
causality, and locality will be simpler to express in terms
of these S matrix elements (as opposed to, say, the wave-
function or in-in correlators). This expectation stems from
the fact that this S matrix describes the time evolution in a
field-independent way, and is the natural extrapolation of
the Minkowski § matrix to nonzero values of the Hubble
rate. They are also in many cases easier to compute and
analyze than their wavefunction counterparts. In an upcom-
ing companion paper [45], we will describe in more detail
how to efficiently compute these S matrix elements.

A. Unitarity

Interestingly, the particular combination of wavefunction
coefficients that corresponds to an § matrix element was

i Pyq
_L[f;,, (SSX_S?(I...M _/qq f+f+ SO—>k1 k4qq>]

+ So-k,...ksaq’ ka,, + f, szfk3fk4 / 80—’k1k2q88—>k3k4q’ + perm,

(67)

|
previously constructed in [46] via an independent argu-
ment. There, this combination [which we shall denote at
finite times by ,(7)], was engineered as the unique
combination of the wavefunction coefficients which
remains invariant under the free evolution for any initial
condition. Constraints from unitarity were therefore for-
mulated most simply in terms of ,(r) because its time
dependence stems only from the interactions, whereas the
time dependence of the original v, (7) is a convolution of
both the interactions and the initial condition. Here we have
uncovered a deeper reason for the simplicity of y7,(7): itis a
finite-time counterpart to the S matrix (and coincides with
the S matrix as ¢ — 0). Furthermore, recent cutting rules for
wavefunction coefficients have found a proliferation of
terms not present in the usual Cutkosky rules on
Minkowski due to the presence of the boundary term in
G™k [46-52]. Since the de Sitter S matrix uses the
Feynman propagator for internal lines, it obeys simpler
cutting rules than the wavefunction of the Universe. They
are essentially identical to the usual Cutkosky rules.
Finally, the analytic continuation to negative values of
|k| which has played a central role in cosmological cutting
rules can now be understood as a crossing transformation
which relates the 0 — n matrix element to a conjugate
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channel such as n — 0, which therefore recovers the usual
form of the optical theorem.

B. Analyticity

Although we have focused on scattering particles with an
on shell energy k = £|k|, our definition of S, in (30) can

be evaluated at any value of k. In particular, since f* (kz) ~
et and the integration domain restricts 7 < 0, the off
shell S, must be analytic in the lower half of the complex k
plane (for any time-ordered correlator that is exponentially
bounded at large 7). This is the precise analog of the
Kramers-Kronig analyticity that underpins nonrelativistic
dispersion relations. S, is therefore a natural extension of
the off shell wavefunction of [53] to de Sitter spacetime.

C. Locality

One crucial consequence of locality (together with
unitarity and analyticity) on Minkowski is the “Froissart
bound,” which limits the growth of scattering amplitudes at
large center-of-mass energies. Since our S matrix reduces to
the Minkowski S matrix in the high-energy limit k — oo,
we expect that a similar bound will apply to the growth of
the de Sitter S matrix. A rigorous proof of this is left for the
future.

D. Late-time divergences

The divergences which appear at the conformal boun-
dary as 7 — 0 and complicate the S matrix for light fields
are similar to the ones encountered near the conformal
boundary of AdS. For the latter, there is a well-understood
procedure of holographic renormalization. Perhaps in most
cases the S matrix for light fields can be safely defined (or
at least reliably computed in perturbation theory) by
applying an analogous renormalization procedure on de
Sitter. Progress in that direction would extend the S matrix
construction described here to fields of any stable mass (in
principal or complementary series). Phenomenologically,
since these late-time divergences do not arise when
computing the two-, three-, or four-point correlators in a
large class of inflationary models (including all single-field
models via the effective field theory of inflation), the S
matrix developed above can already be compared with
astrophysical observations. However, given that IR diver-
gences are still raising new and interesting questions for the
Minkowski S matrix, we anticipate that future studies of
this aspect of the de Sitter S matrix will reveal surprisingly
rich and subtle structures.

E. Other off shell extensions

Finally, we note that the extension k — & is not the only
way to define an “off shell” S matrix. In particular, another
option is to replace the mass parameter y — fi (which is
now independent of the mass m?), and interpret the LSZ

reduction formula as a Kontorovich-Lebedev integral trans-
form from 7 to ji. This alternative procedure for going off
shell has a closer connection to the Killén-Lehmann
spectral representation of flat space, and we aim to discuss
it further in [45].
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APPENDIX

1. Adiabatic hypothesis

Here we give a technical account of our “adiabatic
hypothesis,” which is the assumption that the inter-
actions turn off sufficiently quickly in the far past/future
so that asymptotic states in the interacting theory are
reliably captured by the corresponding states in the free
theory. In particular, we wish to highlight that while
adiabaticity in the far past (r - —o0) follows from
essentially the same argument as in Minkowski space,
the far future of de Sitter (z — 0) is qualitatively different.
In particular, the adiabatic hypothesis only strictly applies
for sufficiently massive fields. We will also focus on
modes with k #0 which regulates possible IR
divergences.

The basic idea is that @(z,k) acting on the vacuum
should produce a new state which contains (with some
nonzero probability) a single particle of momentum k. We
write this probability amplitude as

0, —00) 4y = f(J;ut(kT) (27[>d5d(k +q)
(A1)

0ut<q’ _°°|(1Aﬂ(1’ k)

for the out states, and

{0, =00/ (2.K) [0, ~00)y, = £ (ke) (27)/6 (K +q)  (A2)
for the in states. If ¢ is an operator in the principal series,
then f, and f;' take the same form as f* in (10) but with a
possibly renormalized Z and u.

The technical issue is that, in the interacting theory,
@ can also create multiple particles. In particular, while
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<~
Z%f~(10,){ creates a normalized one-particle state in the
free theory, in the interacting theory it creates

izgutf(;ut(Tar)éb(T? k)|0, _Oo>out

- |k7 _°°>0ut + Z Cout(kT; I’l)|l’l, _Oo>0ut’ (A3)
n=2

where the ¢, are the probability amplitudes for creating n
particles from the vacuum. There is an analogous set of ¢;,

defined by Z2 f;(70,)¢ acting on the in vacuum. The
adiabatic hypothesis that interactions “switch off” at early
and late times is formally the requirement that

lin&cout(kr; n) =0, lim ¢, (kz;n) = 0. (A4)

The vanishing of ¢;, at early times is ultimately the
same assumption that is made to define the Minkowski S
matrix, and since de Sitter is indistinguishable from
Minkowski as kt — —oo the usual arguments can be used
to justify this weak limit [54] (although see [54-58] and
more recently [59] for subtleties related to composite or
unstable particles). The only qualitative difference is that
any finite mass parameter p will blueshift away in the
far past, and all such fields behave essentially as if
massless—this can lead to the same kind of IR divergen-
ces which appear for massless particles on Minkowski, but
these do not affect the S matrix for scattering hard modes
with k # 0 [60].

The vanishing of ¢, at late times is more subtle, and our
argument for this is essentially perturbative. Since in the
Heisenberg picture the time evolution of ¢ is determined by
the equation of motion,

oS;
Z2E[kt)p(z,K) = 71—, AS
kel (e, k) = 75t (45)
we can write the general solution as
90(7’ k) = fg_ut(kr)agut<k) + ft:ut(kT)aout(_k)
+ / ’ d7 G (kz, k7' )—5Sim (A6)
o T )

where S;,, is the (suitably renormalized) nonlinear part of
the action, a,, annihilates |0,—o0),,, and G is the
retarded propagator built from f,,, mode functions.
One can then verify that de Sitter invariant interactions
for massive fields in S;,, will give contributions to ¢y
that vanish at late times. For example, the inter-
action Sj = A\/—_g¢3 appears at first order in A as the
coefficient

Cout (kT; 917, QZT)

0dr )
- /1/ T_,f (_T/)ifgut(kf/)f;rut(‘hT,)ch)rut(Qﬂ'/), (A7)

which describes the overlap with the two-particle state
|q1qy, —0),, [and we have suppressed a factor of
5%(q, + q, — k)]. For fields in the principal series, this
integral is finite for all 7 and vanishes as 7 — 0.

In general, for an n-point interaction involving both light
and heavy fields, the integrand which appears in cy
behaves like ~z%~! at small 7, with

a=2n=-2)= iy, (A8)
b=1

The corresponding integral therefore diverges if the total
Imy7| exceeds 4 (n —2), and in that case ¢,y is no longer
guaranteed to vanish at late times [63].

However, there are nonetheless some interactions
involving light fields which switch off sufficiently fast
to avoid any issues at late times. An example would be the
cubic interaction ¢’z between two heavy fields ¢ and a
light field z, for which ¢, vanishes for every nonzero z
mass. More generally, if the late-time divergence in ¢, is
suitably regularized, a renormalized theory of the boun-
dary degrees of freedom may have well-defined S matrix
elements for an even wider range of interactions and mass
values.

A physical picture of this divergence is the following.
Suppose two wave packets are prepared in the far past,
sufficiently localized so that their overlap vanishes, and
the two particles therefore do not interact. Since the
expansion of de Sitter spreads out these wave packets
at late times, no matter how localized the two particles
were initially they will inevitably overlap to some extent
in the far future. This effect competes with the diluting
strength of the interaction between the particles [e.g.,
\/—g¢" scales as 74"=2) at small 7 for principal series
fields]. For sufficiently heavy fields, the interaction
strength falls off fast enough that the two particles do
not interact at late times. For sufficiently light fields, the
spreading of their wave packets at late times gives rise to a
non-negligible interaction between the two particles. In
the latter case, the particles do not decouple into their free
theory eigenstates, and a careful renormalization of their
long-lived interactions is required.

Finally, we should distinguish between the late-time
divergences which can appear due to the conformal
boundary at 7 — 0 and the soft/colinear IR divergences
which can appear as on Minkowski. For instance, the
interaction 6* of conformally coupled fields produces an
Sk, k,—k;k, Which is free of any late-time divergence, but
contains a kinematic singularity at k; 4+ k, = k3 + k4.
Since such singularities also appear in the Minkowski §
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matrix for light fields, we believe they should be
renormalized in the usual way. Such singularities do
not affect generic (noncolinear) kinematics, and so we
leave further exploration of these exceptional points for
the future.

2. Disconnected components

In the main text we focused on the connected contribu-
tions to the S matrix. The complete LSZ formula also
contains disconnected contributions. These arise from the

nonzero commutators between @, &L by, and b]t, where

the b operators are the Unruh-DeWitt analog of the a
operators, i.e., they create |1,0) from |0,0) in the free
theory. Specifically, the LSZ derivation in (16) also
produces disconnected terms such as

n

> a)l5(k — k) [n = 1),

b=1
n—1
aln)i, = b [n— 1), =Y _(27)46(k, — k)| = 1);,.
b=1

(A9)

A

ax|n)i, =

For instance, the full expression for the 2 — 2 S matrix
elements is shown diagrammatically in Figs. 1 and 2.

free /

82_>2 = + / )

FIG. 1.

free /

o85S, = +

3. Quantum mechanics analogy
In nonrelativistic quantum mechanics, the goal of scat-
tering theory is to find the wavefunction w(t,x) =
e~ F'/My(x) that solves the Schrodinger equation

n* o

— A10
2m dx2 + ( )

Byt = |- Ve |t

subject to particular boundary conditions. Typically, we
consider potentials V/(x) that go to zero at x — =+oo. In that
case, when waves with energy £ = EE are sent in from the
left (from x = —o0) we look for Wavefunctlons with the
asymptotic form

e+ikx + r_e—ikx
l//_ (x) ~ t_e+ikx

as x - —©
(All)
as x = +o0.

The rationale is that e’** is the right-moving solution for
w(x) when V = 0, and so when the potential is introduced
its effect is to reflect some of this wave (captured by the
reflection coefficient _) and transmit the remainder (cap-
tured by the transmission coefficient ¢_). If waves of the
same energy are sent in from the right (from x = +o0), then
we look for solutions with

—ikx

e—ikx + r+e+ikx

as X - —oo

)~ { (A12)

as x = +o0.

+81°

/ o

The free theory S matrix element for “2 — 2 scattering” in both the Bunch-Davies and Unruh-DeWitt basis. The latter contains

an additional contribution from particle production. A line joining two external points represents a momentum conserving 6 function.

S2—>2

fr fr fr

a’Sayn = a'shee, + @ +a

FIG. 2.

of-|0- ¥ \@f
f~ / f~ f- \
fr fr fr
0- % - @ - @ *5 /@\
f= / f- f \

In the interacting theory, the S matrix element for “2 — 2 scattering” is given by the free contribution shown in Fig. 1 plus the

diagrams shown above. The Unruh-DeWitt basis again contains additional disconnected diagrams due to the free theory particle
production. A line joining two external points represents a momentum-conserving 6 function, and the gray blobs represent the amputated
Green’s functions shown (which are then put on shell using the mode functions shown).
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tyf_ r etike  g—ike
( ‘ .

X

FIG. 3.
condition in (A17).

The § matrix is then conventionally defined as

o r_
=( 1)
ry oty
and conveniently encodes how plane waves scatter off V(x)
(i.e., how they are reflected or transmitted), as shown in
Fig 3. The S matrix enjoys many useful properties,
including for instance S*S = 1 for any real potential—an
immediate consequence of |r|*> + |7.|* = 1 together with
the relation

(A13)

L =1_, ro=—rit_Jtt (A14)

between right- and left-scattering coefficients (which
follows from comparing the solution y* — r*y_ with ).

The story changes somewhat if the potential does not
vanish at the boundaries. This is the situation of interest for
cosmology, where at late times particles continue to feel the
effects of the expanding spacetime since they are redshifted
to ever larger areas. To give an analog in the simple setting
of nonrelativistic quantum mechanics, suppose we scatter
particles between x = 0 to x = +o0 subject to a potential of
the form

n v+
——2+6V(x),

V(x) = 2m x

(A15)

where now §V(x) represents some localized target and
vanishes at x — 0 and x — 400, but there is a background
potential that ~1/x*> and dominates the physics near the
x =0 boundary. Looking at (A10), we see that when
oV = 0 the left- and right-moving solutions near x = 0 are
f_ = (kx/v)/>*% and £, = (kx/v)"/**"* [64]. On the
other hand, as x — o0 the potential becomes unimportant,
and we recover the e**** plane waves from before. So one
natural analog of scattering from this potential would be to
look for solutions of the form

f+ I‘Uf, tU(’“‘LiA).’.

Cartoon of the scattering from the potential (A15). Left: the y, boundary condition in (A16). Right: the y, boundary

t £_(kx) asx -0

e—ikx + r+e+ikx (A16)

v~ {

as x = +oo

to describe waves being sent in from x = +oo, and also
solutions of the form

£ (kx) +rof_(kx) asx—0

) Al7
t0€+th ( )

as x - +oo

o)~ {

to describe waves being sent in from x = 0. The resulting S

matrix,
to To
S = s
r, t,

is the analog of the Unruh-de Witt S matrix defined in the
main text. Notice that as long as 6V is real and
|t >+ |t ]> =1, then S'S =1 as before since

(A18)

t, = tg, r, = —rjto/ty- (A19)
However, unlike the previous S matrix, when we remove
the localized scatterer (i.e., send 6V — 0), the Unruh-de
Witt S matrix does not reduce to the identity. In fact, since
we can solve (A10) exactly when 6V = 0 and find a general

solution,

w(x) = VXA, (kx) + By, (kx)].  (A20)
we can determine the S matrix explicitly:
iy _ ,—2um i po—vm2iy
S:(e Vi—e | ie >’ (A21)
—je V” e /1 _ e—Zuﬂ

(3)%/T(1 —iv) is a pure phase that

iy —
where e = isinh(vz) \v

could have been absorbed into £, . This nontrivial S matrix
arises because, even when the scatterer’s potential vanishes,
the background 1/x? part of the potential can still reflect
some of the ingoing waves.
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For some questions, S is the most convenient answer. For
instance if we actually can send in £, waves from x =0
and measure the output at x = +oo, then the matrix S is
useful because its values describe the actual transmission
and reflection we would measure in that experiment
(which is a combination of the reflections from oV plus
the scattering from the background 1/x* potential). In the
cosmological context, the nontrivial (A21) reflects the
physical fact that, even in the free theory, particles can
be produced from the vacuum thanks to the expanding
spacetime. If our goal is to study this free theory particle
production, then S is a natural object to compute.

However, in practice the physical questions we want to
answer in inflationary cosmology are somewhat different.
In that context, we cannot prepare and send in waves from
x = 0. Assuming the Universe was in the Bunch-Davies
vacuum state in the far past corresponds in this analogy to
having ¢~** boundary conditions at x = +co (in the far
past), and the natural question we would like to answer is
how some small §V interactions during inflation affect the
evolution of this state. Since we can quantize the back-
ground 1/x? potential exactly, this amounts to asking how
the “Bunch-Davies” solution f_ « \/EHEf)(kx) and its
conjugate f, o vkxH l(-j)(kx) are affected by the presence
of 0V as x — 0 (in the far future). The corresponding

scattering problem is then to find wavefunction solutions
with the asymptotic behavior

wo(x) ~ { /)

e—ikx + r+e+l‘kx as x — +m

asx —0
(A22)

to describe waves being sent in from x = +oo, and also
solutions of the conjugate problem

) { o+ =)

“+ikx

asx —0
(A23)
as x = +oo.

loe
Notice that now the f, behavior at x - 0 does not
correspond to left moving/right moving, but rather corre-
sponds to what we would expect to see if 0V were absent

and there was no scatterer. The “Bunch-Davies” S matrix,

Ip 1o
S = ,
ry Ity

is therefore an alternative description of 6V which has the
useful property that it reduces to the identity when 6V — 0.
Furthermore, for real potentials and |r, |> + |, > = 1, we
retain the usual properties such as 'S = 1.

To sum up, when V(x) vanishes at the boundaries of our
scattering domain, there is essentially a unique definition of
the S matrix (up to unimportant phases) which describes
how plane waves are reflected/transmitted from V(x) when
incident from left or right. However, when V(x) can be
separated into an exactly solvable background (which does
not vanish at the boundary) with a weak perturbation 5V on
top (which does vanish at the boundaries), then there is a
choice to be made about what reflection/transmission
coefficients to consider. Physically, the distinction between
the “Unruh-de Witt” and “Bunch-Davies” choices is
ultimately whether to compute the reflection/transmission
from the total V(x), or from only the perturbation 5V (x).
They are not independent objects, and in practice can
always be related to one another: for instance using (22) to
replace f* with £* in y, gives the identification

(A24)

_ P+ ra” to

ro— - 0:7*.
a—+ rof a—+ ryf

(A25)

Notice that this Bogoliubov transformation has preserved
|7|? + |t]> = 1, and that the other r_ and t_ coefficients
can be found immediately from (A19). As we have shown
in the main text, the “Bunch-Davies” S matrix seems better
suited to practical applications in cosmological collider
physics, since it is often easier to compute in perturbation
theory and has a more direct connection with the in-in
correlators that ultimately seed the CMB fluctuations that
we observe.
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