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ABSTRACT

Light induces non-equilibrium time evolving molecular phenomena. The computational modeling of photo-induced processes in large sys-
tems, embedded in complex environments (i.e., solutions, proteins, materials), demands for a quantum and statistical mechanic treatment to
achieve the required accuracy in the description of both the excited-state energy potentials and the choice of the initial conditions for dynam-
ical simulations. On the other hand, the theoretical investigation on the atomistic scale of times and sizes of the ultrafast photo-induced reac-
tivity and non-equilibrium relaxation dynamics right upon excitation requests tailored computational protocols. These methods often exploit
hierarchic computation schemes, where a large part of the degrees of freedom are required to be treated explicitly to achieve the right accu-
racy. Additionally, part of the explicit system needs to be treated at ab initio level, where density functional theory, using hybrid functionals,
represents a good compromise between accuracy and computational cost, when proton transfers, non-covalent interactions, and hydrogen
bond dynamics play important roles. Thus, the modeling strategies presented in this review stress the importance of hierarchical quantum/
molecular mechanics with effective non-periodic boundary conditions and efficient phase-sampling schemes to achieve chemical accuracy in
ultrafast time-resolved spectroscopy and photo-induced phenomena. These approaches can allow explicit and accurate treatment of
molecule/environment interactions, including also the electrostatic and dispersion forces of the bulk. At the same time, the specificities of the
different case studies of photo-induced phenomena in solutions and biological environments are highlighted and discussed, with special
attention to the computational and modeling challenges.
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I. INTRODUCTION

The comprehension of chemical reactivity and non-equilibrium
processes induced by the light requires a dynamical description of the
system under study. In this regard, quantum and statistical mechanics
define the playgrounds for the theoretical study of such events on the
atomistic scale of times (picoseconds) and sizes (picometers).1–3

Dealing with photo-induced phenomena, an accurate description of
the energy potential ruling the system dynamics is demanded, since an
electronic density reorganization is always involved. This is usually
quite common when chemical reactions, that is, bond breaking and
reformation, and environment reorganizations are in play. Since
parameterized force fields cannot account for explicit electronic effects,
an explicit treatment of electronic degrees of freedom is mandatory.
On the other hand, when large systems (’1000 atoms) are involved,
wavefunction-based methods cannot be pursued given the high com-
putational cost (above all when excited-state properties are computed),
although several progresses have been recently achieved using graphi-
cal processing units4 and localization procedures.5,6 Thus, density
functional theory (DFT) becomes the method of election. However,
the issue is still open, since DFT and time-dependent (TD-) DFT, this
last one required for excited-state quantities, are still computationally
demanding methods, and, therefore, not all degrees of freedom can be
explicitly accounted for anyway. In the past decades, model
Hamiltonians,7,8 semi-empirical quantum-chemical methods,9,10 and
tight binding potentials11 have been vastly employed to study excited-
state evolution and non-adiabatic phenomena for their reduced com-
putational costs. These approximated methods are very important in
kinetic studies, allowing to run thousands of trajectories, indeed.
Pioneering works employing non-adiabatic surface hopping dynamics
on parameterized potentials have allowed the study of ultrafast photo-
dynamics of photoswitches,12,13 and the exciton migration in inorganic
substrates has also been recently investigated via excited-state ab initio
molecular dynamics (AIMD).14,15 The opportunity of direct

approaches and the fitting of potential energy surfaces have been com-
pared in a recent publication16 along with improved algorithms to
speed up these computationally demanding simulations.17

However, when the excited-state relaxation mechanism is ruled
by several weak interactions (i.e., solute–solvent) and by small changes
in the electronic density, a more detailed description of the system,
with more accurate methods, cannot be avoided. This is a huge chal-
lenge for the theoretical study of the interplay between molecules in
complex environments (i.e., solutions) and their related non-
equilibrium properties (i.e., time-resolved spectroscopic signals). The
environment surrounding the system under investigation can highly
impact on the spectroscopic properties and photoreactivity of
macromolecules in condensed phase, that is, in protic and/or polar
solvents.18–24 This is not a negligible issue, and the modeling of how
the solute interacts with the solvent is critical to both understand and
tune the properties of a system embedded in complex matrices.25–27 It
is well known in the literature how absorption and emission band
shapes and positions are deeply influenced by polarization and electro-
static interactions caused by the surrounding molecules.28–35 Thus, the
theoretical investigation of photo-induced reactivity and optical prop-
erties of probe-solvent-specific interactions needs to provide reliable
protocols and models to completely include the role and the influence
of environments, that is, solvents, proteins, DNA, surfaces, or poly-
meric matrices in a dynamical way. Hybrid quantum/classical
(QM/MM) methods and more, in general, multilayer computational
schemes have allowed the structural and dynamics characterization of
macromolecular systems, even large biomolecules in complex environ-
ments.36–47 In this regard, QM/MM ab initio molecular dynamics
(AIMD) of non-periodic systems, for example, liquids and solutions,
have vastly employed free energy surfaces (FESs). In addition to the
potential energy contribution, calculated taking into account all the
explicit interactions of the QM and MM parts, one has to be able also
to include the long-range matrix effects, by factoring part of their
degrees of freedom into the free energy contributions. Only in this
way, it is possible to simultaneously describe both the microsolvation
structure and the bulk/matrix effects (i.e., as ensemble averages).29,31,48

In this context, (AI)MD can be based either on the use of periodic
boundary conditions (PBCs), which arise naturally when, for example,
the electronic density is described in terms of periodic plane waves,49

or on the employment of non-periodic (i.e., spherical) boundary con-
ditions (NPBCs).50–58 Charged species can be directly described by
NPBCs, since they can easily combine QM/MM multilayer schemes
and DFT codes employing localized Gaussian basis functions.
Localized basis functions allow us to compute exact HF exchange with
no further computational effort and so the adoption of hybrid density
functionals, which can provide more accurate predictions in the com-
putation of activation energies. This is particularly true when hydrogen
atommotions are in play, such as in the formation of protonated com-
plex and the dynamics of hydrogen bonds (HBs),48,58–61 or when is
required an accurate treatment of the electronic structure of
materials62–71 along with transient optical properties.48,72–77 Another
main player in achieving accurate potentials is the description of the
solvent molecules. It becomes fundamental not only an explicit treat-
ment of their degrees of freedom, via an atomistic description of a
significant part of solvent molecules, but also flexible models are
required. This is crucial for obtaining a high-level description of
solute–solvent time-dependent interactions, in particular hydrogen
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bond networks, strongly affecting the accuracy of several system prop-
erties, that is, solvent viscosity, mobility of solvation shells (less artifi-
cially rigid), and solute–solvent vibrational couplings. Computational
scientists have to take into account both an accurate description of
active site/solute with the environment/solvent, via the employment of
an ab initio potential energy surface (PES) including short- and long-
range interactions with the bulk solvent or a complex matrix, and a
detailed simulation of the thermal equilibrium of all degrees of freedom,
via efficient phase-sampling schemes. Thus, in this review we stress the
importance of hierarchical quantum/molecular mechanics combined
with ab initioMDwith effective non-periodic boundary conditions and
efficient phase-sampling schemes to achieve chemical accuracy in ultra-
fast time-resolved spectroscopy and photo-induced phenomena.

II. AB INITIO POTENTIALS AND PHASE-SPACE
SAMPLING: CHALLENGES AND SOLUTIONS FOR NON-
EQUILIBRIUM EXCITED-STATE SIMULATIONS
A. Building a reliable free energy surface for a given
electronic state

The following summarized combined protocol for building an
accurate hybrid DFT-based FES, adopting the hybrid QM/MM
scheme—including flexible solvent molecules—and NPBC, has been
extensively discussed in Ref. 60. In the past years, such approach has
been proven to be accurate and efficient in several studies, where also
large macromolecular systems and electronic excitations have been
investigated.48,58,61,73,78–81 A short review is proposed here. An empiri-
cal effective free energy term is added to the total energy via an analytic
expression. This term includes the energy contributions due to the
interactions of the explicit solvent molecules (included in a spherical
molecular cluster) and the implicit bulk; such interactions have either
a Coulombic or a dispersive, London-like, nature. In this way, the
effects of the bulk are explicitly present in terms of effective forces act-
ing on the explicit part, enforcing boundary conditions. We consider a
solute–solvent system described at atomistic level (explicit system)
confined by a sphere of fixed radius and perturbed by the mean field
of the surrounding bulk solvent, which is represented implicitly. We
then assume the Born–Oppenheimer approximation for the explicit
part, described by the nuclear coordinates R and by the one-electron
density matrix Pn, which refers to the n-th electronic state of interest.
The part explicitly described adopts the canonical ensemble, even if
the isothermal–isobaric ensemble can be also used.82 As customary in
so-called focused models, we can define the Helmholtz free energy, for
a given n-th electronic state and configuration R of the explicit system
in solution, as

AnðRÞ ¼ EnðPn;RÞ þWnðPn;RÞ; (1)

where EnðPn;RÞ andWnðPn;RÞ are the potential and the average sol-
vation energies relative to the n-th electronic state, respectively. We
wish to point out that the solvent mean field contribution has a part
that explicitly depends on Pn. This means that is tailored on the n-th
excited-state response, since the implicit and the explicit parts are able
to mutually polarize (and be polarized). Pn in the two terms in rhs of
Eq. (1) can be computed with any ab initio method capable to obtain
also excited-state properties (for n 6¼ 0). W represents the work
required to charge the interactions between the implicit and explicit
parts of the system. According to the Ben-Naim description of the sol-
vation process,83W can be empirically decomposed as follows:

WnðPn;RÞ ¼Wdisp�repðRÞ þWelecðPn;RÞ þWcavðRÞ: (2)

Wcav is the cavitation free energy, accounting for the work required
from the system to carve a cavity within the liquid, as function of the
cavity shape and size. In our macrocanonical simulations, the cavity is
fixed and there is no need to compute Wcav. Welec arises from the
Coulomb interactions (long-range) between the explicit system and
the implicit solvent (bulk). This term is the one that actually accounts
for the mutual polarization and depends not only on R, but also on
the electronic density of a given state, Pn. The bulk molecules are
implicitly described by the polarizable continuum model (PCM), and
this energy contribution is computed with a self-consistent procedure
where the electronic density and the implicit solvent are mutually
polarized.84–86 The first term in Eq. (2) is due to dispersion–repulsion
forces, mostly important at short distances, so between the outermost
explicit molecules and the bulk solvent. Wdisp�rep is described by a
solvent-specific effective potential obtained by the procedure presented
in Ref. 87. The overall Wdisp�rep parameterization can be found in pre-
vious published works,55–58 and the quality of the Wdis�rep potential
has been extensively proved to be accurate for the dynamics of several
ions and chromophores in protic solutions.29,31,55–58,73,80 In Fig. 1, we
report the Wdisp�rep potential profile optimized in Ref. 60 for the flexi-
ble methanol solvent. We wish to point out that this term is assumed
to be independent by the electronic density of the state of interest,
since its intrinsic short range. In Fig. 1, Wdisp�rep rapidly assumes neg-
ligible values already at short distances from the boundary, r, indeed.
On the other hand, Wdisp�rep depends on the specific physical condi-
tions, such as density and temperature, and on the solvent/matrix
molecular model considered and is not generally transferable to other
solvents/matrices.

FIG. 1. Wdisp�rep radial energy potential resulting from the parameterization pro-
cedure presented in Refs. 55 and 60 for CH3OH as function of the distance from
the boundary, r. The presented radial potential was optimized for flexible metha-
nol. CH3OH was described employing the general AMBER force field (GAFF)
model.88 The resulting radial energy profile affects mostly the molecules within
�12 Å from the boundary, as can be inspected from the figure. Adapted from
Raucci et al., J. Comput. Chem. 41, 2228–2239 (2020). Copyright 2020 Wiley
Periodicals LLC.
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B. Phase-space point sampling for photo-induced
processes at finite temperature

Non-equilibrium photo-induced reactivity in solution at finite
temperature can be strongly dependent on polarization effects and
electrostatic interactions with the surrounding molecules that can
strongly tune the energetic, the cross section, and the lifetime of
photo-induced states.28–35 Routinely used computational methods for
optical properties and photo-induced reactivity rely on the study of
solute–solvent clusters corresponding to energy minimum structures
on the potential energy surface that are representative, on average, that
is, of the dye microsolvation. Cluster approaches can be reliable to
sample equilibrium time-independent quantities, but obviously the
thermal equilibrium fluctuations are already lacking into equilibrium
description provided by these clusters and definitively are required to
observe in real time non-equilibrium evolution of excited states. The
excess of energy, acquired by the system upon excitation, depends
above all on how initially the overall energy was already distributed
among the internal degrees of freedom and from where the system can
reach the Franck–Condon region. This means that both initial posi-
tions and momenta, defining a point in the phase space, are important
to achieve meaningful results. Not only the absolute values of kinetic
and potential energies are crucial but is of paramount importance how
these last ones are distributed among the degrees of freedom to trans-
late the thermal equilibrium into the molecular picture. As a comple-
mentary approach, the configuration space sampling provided by
molecular dynamics simulations may be a suitable choice to simulta-
neously obtain both these distributions and a reliable description of
solvent effects along with solute chemical–physical properties, at finite
temperature. This is even more important for the solvent, since it
presents multiple time-dependent effects, such as solute–solvent vibra-
tions and electrostatic interactions with bulk, kinetic energy distribu-
tion among multiple collective degrees of freedom (THz region).

Starting from a more rigorous treatment of such problem, the
probability distribution for a generic system coordinate (Q) obeying to
a harmonic potential is graphically reported in Fig. 2. The quantum
distribution is different from that for a classical harmonic oscillator,

for which the most probable value for Q is found at the oscillator’s
classical turning points (with zero probability). The difference between
the classical and the quantum distributions of Q decreases with an
increase in energy. We require to obtain a function S(Q, p), the classi-
cal probability density, which reproduces somehow quantum distribu-
tions in positionsQ and momenta p, that obeys

ð ð
SðQ; pÞdQdp ¼ 1: (3)

Semi-classical approaches can be based on normal mode analysis
and consequent sampling of the normal mode space. Thus, S(Q, p) for
small polyatomic systems can be obtained by orthant sampling,89–91

microcanonical normal mode sampling,92 fixed normal mode ener-
gies,93–95 local mode sampling,96 or sampling a Boltzmann distribu-
tion. The statistical phase-space theory,97–99 intermediate-coupling
probability matrix theory,100 and information theoretic analyses101–104

can be used also for this aim. All these previously mentioned methods
require a small subset of degrees of freedom to focus on. A more inter-
esting way to obtain S(Q, p) and achieve accurate results for large sys-
tems (’1000 atoms) is from molecular dynamics simulations. MD
simulations can be used to sample the S(Q, p) distribution at ground-
state (GS) equilibrium. Thus, proper initial conditions (both atomic
coordinates and momenta) are chosen from this distribution for the
swarm of trajectories to be propagated into the excited state of interest.
This approach allows us to explore a more significant part of the
Franck–Condon region accessible at finite temperature upon excita-
tion. Usually, quasi-classical sampling methods are widely used to
select initial conditions for classical trajectories. These methods require
expensive on-the-fly calculations of energies, forces, and couplings
between the electronic states (for non-adiabatic phenomena). These
computational bottlenecks are usually avoided by using model
Hamiltonians, semi-empirical and tight binding methods, or reduced
dimensionality PESs to study non-adiabatic light-induced system evo-
lutions. However, a different approach is still demanded for studying
ultrafast photo-induced reactivity and non-equilibrium relaxations
right upon excitation in a system embedded in a complex environ-
ment, where a large part of the degrees of freedom are required to be
treated explicitly to achieve the right accuracy. Protocols relying on
hierarchic computation schemes that are capable to describe in both
explicit and accurate ways the weak interactions for a still reasonable
large part of the system, simultaneously including the bulk electrostatic
and dispersion forces, are in our opinion very promising in this field.
Thus, several case studies and ad hoc-developed computational proto-
cols for treating the effects of the environment, on both the first-
principles potential evaluation and the phase-space sampling at finite
temperature, are highlighted and presented in this review.

III. ULTRAFAST PHOTO-INDUCED PROCESSES:
ACCURATE SOLUTE–SOLVENT POTENTIALS AND
BIAS/CHOICE OF THE COORDINATES TO FOLLOW
DURING THE RELAXATION
A. Simulation of the time-dependent optical emission
of a solvatochromic dye in solution at room
temperature

Sub-picosecond timescale ultrafast modifications of specific solute–
solvent interactions, such as a changes around solvation sites due to
the solute electronic excitation, can be detected by time-resolved

FIG. 2. Quantum probability distribution of a generic system coordinate (Q, arbitrary
units) obeying to a harmonic potential. The quantum states with n¼ 0 (black solid
line) and n¼ 10 (red solid line) have been chosen for example. The Q quantum
probability distribution is very different from the classical distribution (represented
as black dotted line), such difference decreases as soon the energy, and so n
increases.
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fluorescence signals.105–109 In this paragraph, we recall the ultrafast
photo-emission experiment of a chromophore in water solution, N-
methyl-6-oxyquinolinium betaine [MQ; see panel (a) in Fig. 3], charac-
terized by a large change of polarity and H-bond ability between the
ground and the excited states.80 DFT and molecular mechanics poten-
tials were combined on the fly employing the N-layered integrated
molecular orbital and molecular mechanics (ONIOM) QM/MMmeth-
odology.110–113 The so-called electronic embedding scheme, by includ-
ing the MM charges in the QM Hamiltonian, was used to describe the
QM/MM electrostatic interactions. NPBCs were used to accurately
describe both electrostatic and dispersion contributions (important at
long and short distances, respectively) coming from the interactions
between the explicit molecules and the implicit bulk. DFT and TD-
DFT were employed for describing the ground and first singlet excited
state, respectively, by solving the Kohn–Sham equation using the
global hybrid Becke, 3-parameter, Lee–Yang–Parr (B3LYP) density
functional114–117 and the 6–31G(d,p) basis set. The solute is centered
at origin of a sphere, where three solvation shells are explicitly treated
via TIP3P118 water model. On these solid grounds, an accurate ab ini-
tio dynamics119–121 of the MQ in water solution at room temperature
was collected for providing a molecular interpretation of the Stokes
shift dynamics and sub-picosecond non-equilibrium relaxation of the
system suddenly after the absorption. A semi-classical approach was
used, where the emission spectrum is simulated by computing the evo-
lution toward the new equilibrium of a swarm of excited-state ab initio
MD trajectories starting from the ground-state configuration distribu-
tion, qðQ; tÞ. The resulting time evolving signal is reported in panel (c)
of Fig. 3. For this aim, we chose a reasonable number of initial starting
points from the ground-state room-temperature MD for sampling
S(Q, p) at time zero of the excitation. The strategy was to select 24

points from the phase space sampled during the S0 MD to represent
the MQ–water system at the starting time of the Stokes shift dynamics,
each collecting the relaxation process from a possible Franck–Condon
nuclear configuration caught up with the electronic excitation. Initial
points in the phase space for accurately sampling the Franck–Condon
region were selected by gauging these quantities: (i) the ES1 S0 transi-
tion energy average and distribution were very close to the steady state
S1  S0 absorption peak and bandwidth; (ii) the Ekin initial nuclear
kinetic energies reproduced the S0 average total linear momentum.
The ES1 S0 energies and Ekin values for all initial phase-space points
are summarized in Table I. The starting configurations have been fur-
ther analyzed to ensure the proper representation, on average, of the S0
structural properties. In Table II are analyzed in detail the average
MQ-first-shell water interactions by inspecting: (i) the distance
between the MQ solvation site (the oxygen) and the water oxygen
(O.O) or the water hydrogen (H.O); (ii) the water oxygen, the water
hydrogen, and the MQ oxygen angle (H–O.O); and (iii) the hydrogen
bond number with the solute solvation site (NHB, thresholds of 2.7 Å,
3.5 Å, and 30

�
for the OMQ–Hwat distance, the OMQ–Owat distance, and

the Hwat–Owat–OMQ angle, respectively). The selected points resemble
the radial distribution function (RDF) integration and peak maxima
for S0 water–MQ interactions, as can be inspected in panel (d) of Fig. 3.
Stokes shift time evolution was simulated for 4000 fs, and the dipole
strength and the vertical excitation energy toward the first singlet
excited state were collected as well during the dynamics. MQ upon
excitation [please see HOMO and LUMO isodensity plots in panel (a)
of Fig. 3] has a drastic change in the solute–solvent-specific interactions
within 4 ps [a neat loss of�1:4 water molecules can be inspected in the
solvent spatial distributions and in the RDF, reported in panels (b) and
(d) of Fig. 3, respectively]. Even if the solute experienced a drastic

FIG. 3. (a) N-methyl-6-oxyquinolinium betaine (MQ) Lewis structure and HOMO and LUMO B3LYP/6-31G(d,p) isosurfaces. (b) 3D spatial orbitals indicating the average posi-
tions of oxygens and hydrogens for the ground (left) and first singlet (right) AIMDs in red and gray, respectively. (c) Simulated emission signal in time (wavenumbers, in green)
of the MQ in water, obtained as average TD-DFT energy from the first singlet excited-state trajectories. The data resemble a clear exponential decay, and a fit is reported in
black. (d) RDFs of water oxygens and hydrogens relative to the MQ solvation site (oxygen) obtained from the analysis of the ground and excited-state AIMDs; see figure for
the legend. Adapted from Petrone et al., J. Amer. Chem. Soc. 136, 14866–14874 (2014). Copyright 2014 American Chemical Society.
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decrease in hydrogen bond interactions following the excitation, the
proposed computational approach is capable of highlighting the clear
dependence of Stokes shift dynamics from large amplitude collective
water motions in THz frequency domain. The adopted methodology to
define the potential energy surfaces was able to accurately describe the
hydrogen bond structure and energetic, in both the ground and
the excited electronic states. These results explain how the time-
dependent Stokes shift of the MQ solvatochromic dye [reported in
panel (c) of Fig. 3] can be disentangled in terms of IR and THz fre-
quency contributions to the solvent reorganization. This case study
provided a strong validation of the potentials, the phase-space
sampling, and the choice of the initial conditions, given the nice
agreement with the fluorescence lifetime and dynamics.

B. Ultrafast excited state proton transfer reaction
of a superphotoacid in solution

Simulation of strong photoacidity in solution is a brilliant exam-
ple of the importance of choosing the right combination of accurate
potential and ground-state phase-space sampling to capture the main
features of an ultrafast process. Here, we highlight the interesting ultra-
fast excited state proton transfer (ESPT) reaction of the quinone cya-
nine 9 (QCy9), a superphotoacid in water solution, reported in
Fig. 4.122 This photoacid exhibits a dual-band emission in aqueous
solution arising from the photoprotolytic reaction: a relatively weak
short-wavelength emission band at about 480nm is attributed to the
protonated form, while a high-intensity band peaked at about 680nm
originates from the deprotonated one. The fluorescence upconversion
signals, measured at 700nm, show a fast rise time component, with a
time constant of about 100 fs, attributed to the ESPT toward the aque-
ous solvent.123 The complexity of this type of photo-induced phenom-
enon arises because a wide range of time and spatial scales are in play:
starting from chromophore excitation to arrive to the final proton
motion across the solvent, passing via a proton transfer complex
formation. Other difficulties need to be taken into account, such as
the excited chromophore electron density rearrangement, showing a
substantial charge transfer (CT) character.

The QCy9 dye ground (S0) and excited (S1) state potentials were
obtained setting up the model described in Sec. II. For this aim, the
QCy9 molecule was embedded in 608 water molecules and centered in
a sphere of radius 16.5 Å (for more details, please refer to Ref. 122).
The B3LYP functional was adopted for the ground-state MD, while
CAM-B3LYP124 was chosen for the excited-state simulations. In S0
MD, QCy9 and water molecules were treated at QM and MM level,
respectively. From this sampling, we obtained significant insight about
the equilibrium QCy9 structure and the hydrogen bond (HB) network
in which the proton acceptor water molecule (W1) is involved. For
instance, the QCy9 dye shows soft dihedral angles governing the main
skeleton arrangement, although an approximately planar structure is
adopted on average. Regarding the cybotactic region, the W1 water
molecule solvates the QCy9 OH group and acts as HB acceptor from
other water molecules for 42% of the time while, for the remaining
time, its lone pair electrons are involved only in the HB with the QCy9
hydrogen. Regarding non-equilibrium dynamics in the photo-induced
excited state, the accuracy of the simulation depends on the correct
setup of the QM/MM layout, which is crucial to describe the solute–
solvent and solvent–solvent-specific interactions. The main point of
the QM/MM calibration is to establish the correct number of solvation
shells that have to be included in the QM space to describe the ESPT
event correctly. Trial S1 trajectories were collected starting from an ini-
tial configuration (IC1) representing the average of the QCy9 cybotac-
tic region, in particular the arrangement of the proton acceptor water
molecule W1. These S1 trial dynamics were performed with a different
number of water molecules included in the QM region along with the
QCy9 solute and unequivocally demonstrated that the PT event could
occur only when three shells of solvation around W1 are treated at
QM level. This enlarged QM/MM layout was then used to simulate
the S1 relaxation with two further initial configurations (IC2 and IC3),
mimicking several topologies of the W1 microsolvation. In the IC1

configuration, representing the average situation, a strong interaction
passes between the QCy9 acid group and the W1 acceptor, with two
other water molecules engaged in stable HBs with W1. The IC2 and

TABLE II. Structural parameters (Å and �) and hydrogen bond number involving the
MQ oxygen and the first solvation shell for the MQ/water initial phase-space points
chosen for the excited-state swarm of trajectories. Adapted from Petrone et al., J.
Amer. Chem. Soc. 136, 14866–14874 (2014). Copyright 2014 American Chemical
Society.

ID H..O O..O H–O..O NHB ID H..O O..O H–O..O NHB

I 2.192 3.119 13.48 4 XIII 2.129 3.065 14.06 3
II 1.860 2.848 6.13 4 XIV 2.045 2.870 20.77 3
III 1.946 2.895 5.81 4 XV 2.219 3.071 21.14 3
IV 2.136 2.998 19.43 3 XVI 2.280 3.105 21.87 3
V 2.265 3.084 21.54 4 XVII 2.224 3.116 15.80 3
VI 1.860 2.848 6.10 4 XVIII 2.299 3.238 12.39 3
VII 2.090 3.005 5.86 4 XIX 2.312 3.108 23.34 3
VIII 2.396 3.260 19.23 3 XX 2.224 3.104 17.94 3
IX 2.213 3.091 19.32 3 XXI 2.224 3.097 17.08 3
X 2.186 3.042 21.22 3 XXII 2.223 3.156 14.72 4
XI 2.232 3.086 21.41 3 XXIII 2.304 3.083 25.22 3
XII 2.288 3.109 20.71 3 XXIV 2.260 3.196 10.37 3

TABLE I. S1  S0 transition energies (eV) and nuclear kinetic energies (a.u.) for
the initial phase-space points chosen for the excited-state swarm of trajectories,
labeled by Roman numbers. Adapted from Petrone et al., J. Amer. Chem. Soc. 136,
14866–14874 (2014). Copyright 2014 American Chemical Society.

ID ES1 S0 Ekin ID ES1 S0 Ekin

I 2.66 0.581 744 XIII 2.56 0.583 965
II 2.43 0.584 196 XIV 2.48 0.581 949
III 2.71 0.587 116 XV 2.37 0.571 105
IV 2.65 0.585 087 XVI 2.51 0.583 391
V 2.54 0.579 310 XVII 2.62 0.578 966
VI 2.43 0.584 196 XVIII 2.40 0.574 540
VII 2.53 0.579 158 XIX 2.27 0.575 237
VIII 2.38 0.583 965 XX 2.54 0.573 252
IX 2.43 0.568 866 XXI 2.29 0.581 899
X 2.36 0.586 163 XXII 2.45 0.588 840
XI 2.36 0.581 949 XXIII 2.51 0.569 375
XII 2.50 0.581 633 XXIV 2.41 0.572 673
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IC3 configurations differ by how the W1 first solvation shell is mod-
eled; namely, W1 is strongly H bonded with one further water mole-
cule, while IC3 presents weak HBs between W1 and the surrounding
solvent. The main structural parameters describing the HB network
are reported in Table III.

The resulting S1 trajectories, starting from IC1, IC2, and IC3, are
labeled DYN1, DYN2, and DYN3, respectively, and in Fig. 4, the time
evolution of important structural parameters describing the ESPT is
reported in the three cases. As can be observed, the ESPT mechanism
is strictly dependent on the HB dynamics of the first solvation shell
around the proton acceptor molecule. It is worth noting that in the
case of DYN3, namely, the dynamics from a starting configuration
with weak W1-water HBs, the ESPT takes place on a longer time at
about 500 fs. Indeed, the first part of the trajectory is spent to reach an
optimal and stable pattern of HBs between W1 and its solvation shell
that is necessary to promote the PT. In the case of the DYN1 and
DYN2, on the other hand, this preparatory step is not required, and
the ESPT takes place immediately, representing the situation where
the HB network around W1 is already capable to support a PT com-
plex stabilization, and the photoreactivity can occur right after the
photoexcitation. In these cases, the ESPT happens at about 100 fs. In

all of the cases, the timescale is comparable to the experimental one,
this result being consistent with an accurate modeling of ESPT
process.

C. Ultrafast vibrational dynamics

1. Vibrational relaxation of the pyranine molecule
in aqueous solution

Vibrational dynamics is generated by the out-of-equilibrium evo-
lution of forces among nuclei upon the phototriggered rearrangement
of the electronic density and is the key information to understand the
forces driving toward photoreactivity, conical intersections, non-
radiative decays, etc. When a single potential energy surface is capable
to describe the relaxation, the vibrational dynamics also evolves into
the new equilibrium vibrational states in terms of excited-state normal
modes. The time employed to reach this new equilibrium is also
important to understand the new chemistry adopted in the excited
state. Nowadays, high-resolution time-resolved femtosecond stimu-
lated Raman spectroscopy (FSRS) and attosecond transient absorption
spectroscopy allow us to probe in real-time photo-induced reactions
on the timescales of the nuclear and electronic motions.125–129 FSRS is
a powerful technique capable to unveil nuclear–electronic coupling
occurring with electronic density redistribution.130–132 Despite the
enormous potential of these techniques, the correct signal interpreta-
tion is still a source of debate.48,75 On the other hand, the simulation
of the vibrational dynamics requires an highly accurate computational
method, capable to describe the time evolution of the quantum wave
packets relaxing after the excitation.133–136 Such methods are not feasi-
ble for large-sized molecules in condensed phase. The classical
approach, on the other hand, allowing for detecting vibrational
dynamics from ab initio molecular dynamics, is in principle doable
but needs to rely on highly accurate energy potential, and an accurate

FIG. 4. From top to bottom panels: Ball and stick representations and S1 dynamics of the QCy9 acidic proton and the nearest water molecules. The monitored structural
parameters are highlighted for each hydrogen bond donor–acceptor couples: QCy9-W1, W1-W2, and W2-W3. Oxygen, carbon, and hydrogen atoms are presented in red,
gray, and white, respectively. Plots reporting their time evolution for DYN1, DYN2, and DYN3 trajectories are progressively depicted from left to right. Please see figure color
legend (on top of each panel) for defining the investigated structural parameters and refer to the main text for the trajectories labeling schemes. From the plots is clear that the
excited-state proton transfer process occurs within the first 150 fs for DYN1 and DYN2, while is about three times slower for the DYN3 case. Adapted from Raucci et al., J.
Chem. Theory Comput. 16, 7033–7043 (2020). Copyright 2020 American Chemical Society.

TABLE III. Main structural parameters (Å) for the starting configurations (IC1 � IC3)
of the excited-state molecular dynamics simulations.

IC1 IC2 IC3

OQCy9-OW1 2.552 2.646 2.588
OQCy9-OW1 1.548 1.692 1.623
OW1 -OW2 2.757 2.616 3.643
OW1 -OW3 2.807 2.954 2.952
OW1 -OW4 2.909 3.362 3.076
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representation of the equilibrium vibrational state in the ground state
and the right evolution after the excitation. We discuss here the setup
of such a method to investigate the ultrafast vibrational dynamics in
the emblematic case of the 8-hydroxypyrene-1,3,6-trisulfonic (HPTS
or pyranine) molecule in water solution. Pyranine is a widely studied
weak photoacid137–139 where the ESPT occurs with time constants of 3
and 90 ps.140 Off- and on-resonance FSRS study revealed a rich and
complex transient (sub-picosecond scale) vibrational dynamics, with a
sequential activation and decay of low-frequency (<1200 cm�1) skele-
ton modes140,141 that precede and possibly prepare the ESPT reactive
event.

Hessian-based vibrational analysis requires the localization of a
representative energy minimum on the PES. The high computational
cost for large systems like molecules in the condensed phase makes
these methods inapplicable.142,143 Generalized vibrational modes
defined from AIMD come in handy in this case.119,120 This approach
relies on the assumption that, at any temperature, a set of 3N general-
ized molecular modes Q, conjugate to uncorrelated linear momenta,
can be defined. The method’s strength relies on the inclusion of envi-
ronment effects and the intrinsic anharmonicity related to molecular
motions.144 Therefore, explicit solvent models can be exploited,55–57

and the methodology is successfully adopted for vibrational analysis of
molecules at equilibrium.58,80,145 This analysis has been extended to
far from equilibrium process, giving major insight about transient
vibrational signals activated in the relaxation process in the electronic
excited state (ES). Briefly, the protocol relies on the assumption that
excited mode composition right after the excitation, that is, when
relaxing ultrafast in the Franck–Condon region, can be assumed to be
the same as in the ground state (GS). In this way, one can obtain the
ES velocity vector by projecting mass-weighted velocity along with
the previously obtained GS modes. Vibrational frequency values along
the time are obtained by multiresolution vibrational analysis based
on the wavelet transform.146–151

Our method was applied to study a window of 1 ps after the elec-
tronic excitation of the pyranine in water solution. As soon as vibra-
tional relaxation rules the Raman activity over time, the precedently
illustrated vibrational analysis can retrace the timing and patterns of
Raman signals. After the S0 sampling, we started five ES dynamics
starting from five different initial configurations. In principle, the
number of ES trajectories should provide a reasonable and statistically
valid representation of the distribution of phase-space points sampled
at thermal equilibrium. We focused here on 6N normal-like vibra-
tional coordinates and momenta. In this circumstance, a moderate
number of trajectories sampled from points belonging to the FC
region are reliable for small-sized molecules. In particular, we selected
the starting points on the base of the pyranine C–C distances close to
the ground-state average values. Finally, from radial distribution func-
tions,73 we observe that the HPTS phenolic group shows a hydrogen
bond with a water molecule in all five configurations. Hessian-based
harmonic frequency calculations on pyranine minima for the excited
and ground electronic state in implicit aqueous solvent were per-
formed.73,152,153 In the following, we illustrate the ES vibrational analy-
sis. A particular focus is made on those vibrational bands that are
characterized, in accordance with off-resonance FSRS data, by com-
plex dynamics. It should be stressed that the protocol can correctly
describe the appearing and disappearing of signals in a tangled tempo-
ral sequence of femtoseconds. This timescale is associated with the

time for the pyranine to complete the first important structural rear-
rangement after the photoexcitation.73,154 All modes have a collective
nature, involving the four rings of the aromatic system motion. We
focused on modes at about 950 and 630 cm�1 that represent the ring
deformation. Figure 5 summarizes the analysis of these modes where
the generalized mode composition is shown on the right panel. In dis-
tinction, the wavelet spectra corresponding to excited-state mode
velocities are reported on the left panel as 2D maps. Due to the
absence of signals of relevant intensity over generalized mode frequen-
cies, values between 0 and 2000 cm�1 are analyzed. In Fig. 5(a), right
panel, a generalized mode that describes an in-plane ring deformation
with a significant hydrogen out-of-plane component is reported. It
coincides with the harmonic, S1, normal with a calculated harmonic
frequency of 970 cm�1. We are also able to interpret the correspond-
ing vibrational band observed at 950 cm�1 by FSRS.154 As can be veri-
fied by the wavelet spectrum in Fig. 5(a), left panel, an isolated band
centered at 950 cm�1 initiates to ascend after 100 fs and to decay after
600 fs from excitation. Also, in this case, we can observe an excellent
accordance with experimental data like kinetics rise and decay con-
stants, respectively, of 140 and 600 fs. Focusing on Fig. 5(b), the
reported generalized mode results from a combination of ring wagging
and breathing modes with in-plane and out-of-plane ring deforma-
tions. This mode matches the mode obtained from static calculations
with harmonic frequency at 660 cm�1 and corresponds to the FSRS
signal recorded at 630 cm�1. Also in this case, we have a good agree-
ment with an experimental rise time of 300 fs. This mode presents a
decay time longer than 1ps with intensity oscillating over the time.
Since the intrinsic anharmonicity, responsible for coupling low and
high-frequency modes in time-resolved vibrational signals,153,155 a
wide range of signals, with different frequencies, can be observed in
the wavelet spectrum. In summary, thanks to the excellent agreement
between the experimental pyranine rise and decay kinetics timescale
and the presented results, we proved that a wise choice of the energy
potential and initial configurations, for the excited-state dynamics, in
synergy with the presented computational strategy, can provide an
accurate picture of the intricate vibrational dynamics of pyranine in
aqueous solution.

2. Relaxation dynamics of a non-covalent charge
transfer complex in solution

Vibrational dynamics is particularly important to follow the
photo-induced relaxation of non-covalent intermolecular CT com-
plexes. Here, we discuss the case of the CT complex formed by
1-chloronaphthalene (1ClN), acting as electron donor, and the tetra-
cyanoethylene (TCNE)156–158 molecule (the electron acceptor; see
Fig. 6, top panel). Ground-state properties and, mostly important, the
low-lying CT electronic transition have been addressed in detail and
compared to experimental spectroscopic data.72,159,160 The main inter-
actions ruling the complex structure are non-covalent in nature and
are responsible of the observed p–p stacked arrangement in polar
aprotic solvents161 such as dichloromethane (DCM). The model and
the protocol described in Sec. II have been adopted to characterize the
ground state and the relaxation in the first singlet excited state, while
the vibrational dynamics has been studied through the multiresolution
wavelet protocol introduced in Subsection III C 1.48,73,80,144,155,162–165

In this manner, we obtained useful insight on the internal vibrational
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energy flow following the electronic excitation, translating the relaxa-
tion process in terms of anharmonic nuclear motions and anharmonic
vibrational couplings over the time. We mainly focused on the role
played by selected vibrational modes in promoting the relaxation from
the CT state (S1) to the S0 ground state.

72

Molecular systems mainly ruled by Coulombic and van der
Waals interactions are particularly challenging to model from a com-
putational point of view because of a large conformational space that
can be explored and the numerous stationary points that are equally
populated at kBT thermal energy. The potential energy hypersurface of
a non-covalent molecular complex is then very difficult to describe,
possibly showing a large number of energy minima almost degenerate
for which the definition of one or few representative equilibrium struc-
tures becomes meaningless. Therefore, regarding the characterization
of the equilibrium ground state, our efforts focused on the accurate
description of non-covalent interactions. The good agreement between
the calculated vertical excitation energies and the absorption spectrum
measured in DCM solution was considered as validation of the model-
ing strategy undertaken. Then, the coordinates of the TCNE:p:1ClN
minimum energy structure optimized in dichloromethane solvent
were chosen as starting point to run a 10 ps-long AIMD. The atom-
centered density matrix propagation (ADMP) formalism was
adopted.55,59,79,119–121,166,167 It was reasonable to expect that the
nuclear evolution on the S0 potential energy surface would have taken
place through very low energy barriers and that flat regions could have
been easily populated. As a matter of fact, we found several

isoenergetic (within less than 1 kcal/mol) p-stacked conformers in sol-
vent. In these structures, the planarity of both monomers and the face-
to-face arrangements were always observed, with the TCNE monomer
sliding on the 1ClNmolecular plane and slightly reorienting.

A careful analysis of the S0 phase space was performed to choose
initial coordinates and momenta to sample the relaxation in the CT
state potential energy surface. We extracted ground-state configura-
tions showing the lowest deviations of the vertical excitation energy
from the experimental spectrum. We also considered representative
values of distances between the two monomer centers of mass centers.
Finally, we analyzed the CT extent in these structures through a natu-
ral bond orbitals (NBO)168–172 analysis. In Fig. 7, we report the three
chosen configurations along with a summary of the considered
properties.

Excited-state AIMD simulations were performed in implicit
DCM solvent for about 6 ps on the first singlet electronic state. We
then analyzed the S1 trajectories in order to unveil the role of key
vibrational modes and their coupling leading downhill the
Franck–Condon region. Moreover, we focused on possible vibrational
motions contributing to the activation of non-radiative relaxation
channels of the CT complex from the S1 to S0 state. For an accurate
identification of the vibrational modes that govern the photo-
relaxation of the CT complex, we relied on the calculation of TD-DFT
energy scans and the evaluation of the first-order non-adiabatic cou-
pling (NAC) matrix elements74,173 for structures slightly displaced of a
small d increment along each vibrational mode of interest.72 The main

FIG. 5. Generalized modes (right panel) and related 2D wavelet power spectra (left panels). The color scale accounts for the power spectra magnitude (in arbitrary units): (a)
coupled ring deformation mode and hydrogens out-of-plane motion, with an AIMD frequency of 930 cm�1 and an exp. value of 952 cm�1. Exp rise and decay time of 140 and
600 fs (from Ref. 154) and (b) ring wagging combined with a breathing mode, with an AIMD frequency of 620 cm�1, an exp. value of 630 cm�1. Recorded exp. rise time of
300 fs. Adapted from Chiarello et al., J. Chem. Theory Comput. 16, 6007–6013 (2020). Copyright 2020 American Chemical Society.
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results are summarized in Fig. 8. In particular, three excited-state
vibrational modes are proved to be the main relaxation channels that
lead the entire non-covalent complex to the fundamental electronic
state. In Fig. 8, panel (a) we report the TD-DFT profiles and the NACs

calculated along the normal coordinates of a low-frequency mode
mainly localized on the TCNE electron acceptor. The DE values show
a bell-shaped trend, on the sides of the Franck–Condon geometry
(d¼ 0 at 1.93 eV), and a decrease in the energy gap between S0 and S1

FIG. 7. Initial configurations of excited-state BOMD simulations, extracted from ground-state AIMD. Values of the center of mass distances (C.o.M, Å) between the two mono-
mers, vertical excitation energies (eV, absolute errors vs experimental ones in parenthesis), and the total NBO charge (e) for each subunit in the ground (S0) and first singlet
excited state (S1, CT character) are reported. Adapted from Coppola et al., Chem. Sci. 12, 8058–8072 (2021). Copyright 2021 The Royal Society of Chemistry.

FIG. 6. Top: TCNE:p:1ClN charge transfer complex. Bottom: Positive and negative variation of electronic density (Dq) in light and dark blue, respectively, associated with the
first electronic transition with a charge transfer (CT) character. Adapted from Coppola et al., Chem. Sci. 12, 8058–8072 (2021). Copyright 2021 The Royal Society of
Chemistry.
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FIG. 8. Panel (a), left and right columns: Geometries displaced with respect to the equilibrium position along the normal mode involving the NC¼CN dihedral angles
(highlighted by red and green circles); center top and bottom: S1  S0 vertical excitation energies (eV) and Frobenius norm of non-adiabatic coupling matrix (in bohr�1) com-
puted along the normal mode increment, respectively. Panel (b), left and right sides: Maximum displacements with respect to the equilibrium position of the normal mode
including the C¼C bond length; center top and bottom: S1  S0 transition energy (eV) and Frobenius norm of non-adiabatic coupling matrix (in bohr�1) computed along the
normal mode increment, respectively. Panel (c), left and right sides: Maximum displacements with respect to the equilibrium position of the normal mode including the variation
of center of mass distance between the two subunits; center top and bottom: S1  S0 transition energy (eV) and Frobenius norm of non-adiabatic coupling matrix (in bohr�1)
computed along the normal mode increment, respectively. Adapted from Coppola et al., Chem. Sci. 12, 8058–8072 (2021). Copyright 2021 The Royal Society of Chemistry.
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states is observed. On the contrary, however, the NAC values show a
rapid increase (up to 0.365 in bohr�1) only for positive increments,
that is, when the central C¼C moiety of the TCNE is closer to the
donor monomer, thus suggesting that this motion is particularly
involved in the relaxation dynamics.

Following the photoexcitation, the C¼C bond distance is
remarkably stretched out (on average from 1.374 Å in S0 to 1.433 Å in
S1) implying that the local electronic density is strongly reorganized
upon the interaction with the external field. This peculiar behavior
motivated us to investigate in detail the role played by the stretching
mode on the central core of the TCNE molecule. Referring to Fig. 8,
panel (b), in this case a clear correlation is observed between the
C¼C distance and the adiabaticity degree between the two electronic
states. Starting from the resting geometry, when the carbon pair
assumes the maximum distance, greater than 1.5 Å, the S0–S1 energy
gap reaches the minimum value (�0.83 eV) allowing a significant
approach of the PESs that are gradually more coupled as shown by the
high positive slope of the NAC norm (0.411 in bohr�1 at d¼�0.2).
On the contrary, the approach of the two carbon atoms along the
internuclear axis involves a strong energetic separation of the PESs
and a notable decoupling. To sum up, these data unambiguously indi-
cate that the C¼C double bond is a very sensitive probe of the photo-
induced CT extent representing an effective reaction coordinate in
non-radiative relaxation more efficient than others. To further con-
firm, for this specific vibrational motion we calculated the bivariate
normal distribution between the TCNE C¼C bond length sampled in
the excited state and the electronic energy gap of the two electronic
states, and it is emphasized that for high bond distances the DES0�S1
moves toward its lowest value. It is worth pointing out that the com-
putational protocol employed here allowed us to precisely assign the
frequency of 1485 cm�1 to the C¼C stretching localized on the
TCNE unit and the feature at 1391 cm�1 to one of the C–C stretching
modes on the naphthalene portion. It is well known that the intermo-
lecular plane distance can play a decisive role in non-covalent mole-
cules especially when photoexcited in terms of frontier molecular
orbital overlaps and electronic couplings. For this purpose, we
extracted the vibrational frequency underlying the center of mass dis-
tance. A low-frequency mode, rigidly approaching the two subunits
one another, can be recognized [see Fig. 8 panel (c)]. Both the TD-
DFT energy scan and the NAC calculations showed that following the
approach of the two molecular planes, the energetic separation of the
ground and the first excited state of the CT character is significantly
influenced. In contrast, when the two planes are at a greater distance
along the normal coordinate, we observe a smooth lowering of the
excitation energy with a consequent decrease in non-adiabatic cou-
plings with an evident negative slope.

Taking into account the challenging nature of the systems inves-
tigated in this work, our computational protocol proves to be reliable,
general, and robust even for non-covalent species in the excited state.
It is noteworthy to point out that in addition to a refined identification
of the main excited-state vibrational modes and their anharmonic fre-
quencies, through the multiresolution wavelet protocol we were able
to observe their temporal evolution during the photo-relaxation as
well as the vibrational couplings between small and large amplitude
modes. We have also new important insight about the relaxation
mechanism, and also, we were able to improve the experimental vibra-
tional frequency assignment of the main vibrational mode that plays a

key role in molecular relaxation. The robust and increasingly accurate
theoretical–computational tools available today can be wisely used to
rationally address the design of new molecules and to have a detailed
understanding, on the atomistic scale, of out-of-equilibrium phenom-
ena such as photophysics and photochemistry not easily attainable
experimentally.

D. The challenging case of green fluorescent protein
(GFP)

The green fluorescent protein (GFP) represents a widely studied
topic in the scientific community because of the huge interest in its many
applications, for example, in cell biology where it importantly redefined
fluorescence microscopy, or live cell imaging experiments.174–176 GFP
has been used in modified forms to make biosensors and has been
expressed in many species such as bacteria, yeasts, fungi, fish, and mam-
mals. The large variety of applications has driven toward the engineering
of many different GFPmutants allowing to obtain, among the others, the
blue, yellow, red, and cyan fluorescent proteins.177–179

A full understanding of the photo-induced behavior of GFP still
represents a challenge on a computational point of view since a correct
description of the electronic excited states is not straightforward given
the large size of the system that requires to combine both a correct
description in terms of the chosen theory level and also a proper han-
dling of the non-equilibrium electronic states as described in
Subsections IIID 1 and IIID2.

1. GFP structure and optical behavior

The so-called wild-type GFP from jellyfish Aequorea victoria is a
238 amino acid protein arranged in a b barrel structure. The chromo-
phore p-hydroxybenzylideneimidazolinone (HBDI) is autocatalytically
formed by the tripeptide Ser65-Tyr66-Gly67 and is responsible of the
optical features presented by the protein. The protein environment is
essential for the fluorescence of the chromophore; indeed, it is not
observed in solution, where the chromophore mainly exists in its non-
ionized form. The optical absorption of HBDI, mostly present in its
neutral form in the electronic ground state,180 is characterized by a
major peak at 395nm, while the fluorescence is observed at 508nm,
due to the ionic form of the HBDI.180 Indeed, after the excitation, an
ESPT takes place involving the chromophore, a crystallographic water
molecule, Ser205 and Glu222 residues [see panel (b) of Fig. 9]. The
photo-reaction starting from the chromophore has the Glu222 as final
acceptor and shows a biphasic kinetics of 3 and 10 ps.180–184 Aspects
such as the driving forces, the mechanism, and the kinetics of the GFP
ESPT are, until now, characterized by a not unique explanation in the
scientific community.185–187 Based on FSRS experiments performed by
Mathies and co-workers, the role of a photoexcited low-frequency
mode involving the chromophore was hypothesized to be involved in
favoring the ESPT, by allowing the approach of the chromophore to
the hydrogen bond network.130 However, the key role of this low-
frequency mode was not highlighted in other experimental
studies.188,189

Static computational studies focused on the elucidation of the
ESPT mechanism at different theory levels ranging from higher order
wavefunction-based methods190–193 to DFT also combined with
molecular mechanics approaches (QM/MM)194,195 have been per-
formed in these years. Ab initio molecular dynamics simulations on
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GFP models also including the protein environment still lacked the
photo-induced structural relaxation.188,196,197 In another computa-
tional study, calculated intrinsic reaction coordinate on a reduced GFP
model did include the rearrangement of the chromophore pocket,
while not taking into account the full protein environment, causing in
this way a limited exploration of the potential energy surface accessible
to the system.198

The necessity of a computational strategy able to retain the entire
protein environment while simulating the ESPT has driven toward the
formulation of a novel protocol based on a AIMD where both the
ground and excited electronic states are accurately simulated.48

2. A novel computational strategy to simulate the GFP
excited state

The whole protein environment simulation represents the first
requirement to simulate the ESPT. Of course, given the large number

of degrees of freedom, the system is treated at different theory levels.
More in detail, the entire hydrogen bond network including the chro-
mophore, the crystallographic water molecule, Ser205 and Glu222, is
treated at QM theory level based on a DFT approach in its time-
independent or time-dependent formalism for either the ground or
excited electronic state, respectively,199–201 while the rest of the protein
is modeled according to a molecular mechanics level. The ONIOM
partition scheme110–113 can be employed to handle this hybrid QM/
MM description (a schematic picture is given in Fig. 9). First of all, a
ground electronic state characterization is performed to calculate a
minimum energy structure. A minimum energy structure can be con-
sidered representative as starting point for the AIMD simulations in
the Born–Oppenheimer approximation202,203 in both the singlet
ground and excited electronic states. Indeed, because the main interest
is to simulate the ESPT taking place at ultrafast timescale, a single
potential energy surface treatment could be safely considered. A more
complete description of GFP photophysics would have required
accounting for non-adiabatic processes,204 affecting the GFP dynamics
at longer times. Unfortunately, this would not be possible for the
ONIOM energy potential employed in this work.

Concerning the ground state, as can be observed from Fig. 10,
the well-defined distributions of some key structural quantities involv-
ing intermolecular oxygen distances of the chromophore and residues
involved in the hydrogen bond network, inter- and intramolecular
oxygen–hydrogen distances, clearly reveal a tight well-defined stable
hydrogen bond network where no evidence of rearrangement of the
residues or of the HBDI conformation is found, confirming the fact
that in the ground state the proton transfer seems not to be favored
and also revealing that in the simulated timescale no pocket rearrange-
ment takes place and so that starting configurations taken from the
ground-state dynamics can be considered representative of the
Franck–Condon region. Also, the chromophore N–C–C–C dihedral
angle suggests a very low relative degree of freedom between the two
rings, which enforces the picture of a well-defined hydrogen bond net-
work and a HBDI substantially fixed in the protein pocket. Regarding
the dihedral angle formed by the oxygens involved in the hydrogen
bond network (OTyr-OWat-OSer205-OGlu222), a spread distribution
is observed with values almost focused around 2.5 even though other
populated regions appear in the 20–10 and the 20–40 intervals. Of
course, a wider distribution is found in comparison with the previous
one; however, it is expected given the fact that it is an intermolecular
parameter also involving a water molecule that is more mobile with
respect to the other residues.

Regarding the description of the electronic excited state, the TD-
DFT was employed. From the ground-state AIMD simulation (7 ps
long), four randomly chosen starting coordinates and related velocities
were employed as starting points for the excited-state AIMD simula-
tions. All these starting points are representative of the Franck–Condon
region of the PES, while the choice to follow the non-equilibrium
dynamics starting from different initial conditions allowed to check
that the same ESPT mechanism was observed in the different cases.
One of these initial structures was close to the minimum energy in
terms of both chromophore conformation and its pocket arrangement.

A completely different scenario is found for the excited state. All
the collected trajectories show a concerted ESPT mechanism where
the proton transfer takes place from the HBDI to the crystallographic
water molecule that in turn transfers the proton to Ser205, while

FIG. 9. (a) Schematic representation of GFP highlighting the ONIOM partition
scheme: the chromophore completed by Ser65 side chain and the residues
involved in the ESPT reaction (a crystallographic water molecule, Ser205 and
Glu222) are shown in ball and stick representation, while the rest of the protein is
shown with line representation. (b) Ball and stick representation of the chromophore
and the residues involved in the hydrogen bond network and in the ESPT reaction.
The His148 residue, hydrogen bonding the chromophore but not participating to the
proton transfer, is also shown in tube representation since it is described at MM the-
ory level. Adapted from Donati et al., Chem. Sci. 9, 1126–1135 (2018). Copyright
2018 The Royal Society of Chemistry.
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this one transfers its one to the final acceptor Glu222. The time evolu-
tion of the intermolecular oxygens and of the intra- and intermolec-
ular oxygen–hydrogen distances is shown for one of the simulated
trajectories in Fig. 11 where the ESPT event is clearly observed.

The chromophore N–C–C–C dihedral angle explores a much wider
range of values in comparison with the ground electronic state, sugges-
ting that a chromophore ring relative orientation is necessary for allow-
ing the ESPT event. Indeed, such large out-of-plane conformation is

FIG. 10. Distances (Å) and dihedral angle (�) time-averaged distributions of the GFP PT network from the S0 AIMD simulation. Oxygen–oxygen, hydrogen–acceptor oxygen,
and hydrogen–donor oxygen distances are shown in the top left, top middle, and top right columns, respectively. The chromophore N–C–C–C and the Otyr-Owat-Oser-Oglu
dihedral angles are shown in the bottom columns. Average values are calculated every 100 points for the Otyr-Owat-Oser-Oglu case and every 50 points in all the other cases,
and are shown with colored curves. Adapted from Donati et al., Chem. Sci. 9, 1126–1135 (2018). Copyright 2018 The Royal Society of Chemistry.
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explored before the reaction takes place. The oxygen dihedral angle
also explores large rearrangement, while it reaches values close to the
planarity during the reaction suggesting that a coplanarity among
the residues is necessary. Finally, the His148 approaches the oxygen of

the HBDI phenolic ring, stabilizing the just formed anionic species.
These peculiar structural arrangements are found in all the studied
excited-state trajectories.

The convergence of results in terms of observed reaction mecha-
nism and structural arrangements clearly demonstrates that the choice
of the starting points for the excited-state AIMD simulations is taken
correctly and that all these initial configurations are representative of
the Franck–Condon region and can properly describe a non-
equilibrium reaction event taking place on the ultrafast timescale. The
choice of the initial conditions for an excited-state dynamics is chal-
lenging, especially for a system such as the GFP where the treatment
of the entire protein is necessary.

E. Photo-induced metal to ligand charge transfer
and the role of nuclear symmetry for a large
and flexible metal complex in solution: Real-time
electronic dynamics (EDs) initial sampling

Metal-to-ligand charge transfer (MLCT) states have a great
importance for light-harvesting and photo-catalytic processes.205–209

In particular, ruthenium-based polypyridyl complexes have proven
quite efficient dye sensitizers for solar cells (DSSCs), when anchored
onto nanocrystalline TiO2 semiconductor thin films. The so-called
N34� Ru-complex [Ru(dcbpy)2(NCS)2]4�, dcbpy¼ 4,4’-dicarboxy-
2,2’-bipyridine (Fig. 12) represents in this regard a popular and widely
studied example of this class of transition metal complexes.208,210–219

The characterization of the ground state and equilibrium solvation of
charge transfer systems such as N34� represents therefore a first step
toward the understanding of solvent effects in the ultrafast photo-
induced CT dynamics and in time-resolved spectroscopic signals. N3
shows a complex dynamics involving multiple electronic states from
the singlet 1MLCT initially photo-induced ones toward a long-lived

FIG. 11. Time evolution of the main intra- and intermolecular distances (Å) and
dihedral angles (�) involved in the ESPT reaction from one of the S1 AIMD. (a)
Intermolecular oxygen–oxygen distances: Otyr-Owat (top), Owat-OSer205 (middle),
and OSer205-OGlu222 (bottom). (b) Hydrogen–donor oxygen (violet) and hydroge-
n–acceptor oxygen (blue) distances. From top to bottom panels: OTyr-HTyr and
HTyr-Owat; Owat-Hwat and Hwat-OSer205; and OSer205-Hser205 and HSer205-
OGlu222. (c) N–C–C–C chromophore dihedral angle (top panel), OTyr-Owat-
OSer205-OGlu222 dihedral angle (middle), and HHis148-OTyr distance (bottom).
Adapted from Donati et al., Chem. Sci. 9, 1126–1135 (2018). Copyright 2018 The
Royal Society of Chemistry.

FIG. 12. Lewis structure of [Ru(dcbpy)2(NCS)2]
4�, dcbpy¼(4,40-dicarboxy-2,

20-bipyridine), or “N34�,” a popular dye sensitizer for dye-sensitized solar cells.
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final triplet 3MLCT through inter-system crossing (ISC), both in solu-
tion220–225 and on semiconductor substrates.207,226–232 This suggests
that each initially excited 1MLCT state can potentially relax through a
different pathway within the excited-state manifold.

We recently investigated the micro-solvation properties of N34�

in water solution through an ab initio molecular dynamics approach.
In particular, an accurate modeling of solute–solvent interactions
allowed us to describe environmental effects on N34� coordination
geometry and ligand vibrational modes.81 A ground-state molecular
dynamics trajectory of N34� compound in explicit water solution was
collected. A 22 Å radius spherical box was obtained from a previously
equilibrated larger cubic box233 with the experimental density at
298K. This allowed us to explicitly include at least four solvation shells
for each N34� site and a total number of 1462 water molecules. The
N34� was placed at the center of the water spherical box and was
treated at DFT quantum mechanical level, while the solvent molecules
at an MM level. In particular, a flexible version of the TIP3P water
model was employed, including an additional water bending term and
able to describe coupled solute–solvent motions.155 N34� electronic
structure was obtained using the global hybrid B3LYP density func-
tional with the def2-SVP234 basis set and associated electronic core
potential (ECP) for Ru.235 A hybrid QM/MM potential was

constructed according to the ONIOM QM/MM scheme.110,112,113,236

The electrostatic interaction between QM and MM layers was treated
through an electronic embedding scheme, by the inclusion of the MM
charges in the Hamiltonian of the QM portion. General AMBER force
field88 non-bonding parameters were assigned to the N34� atoms.
Finally, bulk effects were introduced combining NPBC and QM/MM
AIMD.

N34� solution structure appears distorted with respect to a sym-
metric C2-like one. While the two Nax-Ru-Neq angles involving differ-
ent dcbpy ligands, as well as the NCS-Ru-NCS angle, seem to keep
their gas-phase values (Fig. 13 and Table IV), a deviation can be
observed instead in the Ru-N(NCS)-C(NCS) angles, describing iso-
thiocyanate coordination linearity. In fact, NCS� coordination appears
slightly bent in water solution (�177�67�).

As revealed by solute–solvent g(r) radial distribution functions,
S(NCS�) and O(dcbpy) sites strongly interact with the solvent, respec-
tively, located at 3.10 and 2.70 Å (Fig. 14). On average, �3–4 water
molecules are found in N34� first solvation shells.

The dynamical deviation in water solution from the N34� ideal
C2 symmetry was then investigated. In fact, finite temperature and sol-
vation effects can instantaneously lower such symmetry to some
extent. This, in turn, can allow to overcome in part symmetry-based

FIG. 13. Selected structural distributions from N34� ab initio molecular dynamics in explicit water solution. The N(dcbpy1)-Ru-N(dcbpy2), N(NCS1)-Ru-N(NCS2), and
Ru-N(NCS)-C(NCS) angles are reported. Please refer to the insets for the definition of these structural parameters. In particular, a distortion from linearity of the Ru-NCS
coordination (�165� Ru–N–C angle) with respect to the gas-phase optimized structure can be observed. The vertical black and red bars represent values from an optimized
gas-phase structure and from the snapshot selected for future RT-TD-DFT electronic dynamics. Adapted with permission from Perrella et al., Phys. Chem. Chem. Phys. 23,
22885 (2021).81 Copyright 2021 Royal Society of Chemistry.
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selection rules, increasing the transition probability of otherwise dark
electronic states, and can contribute to localize Ru-polypyridyl MLCT
excited states, with the photoexcited electron on only one bipyridine
ligand.210,217,221,237–244 As already pointed out, the localization of CT
excitations is potentially relevant for intramolecular, inter-ligand elec-
tron transfer (ILET) processes among bpy acceptor ligands.221,243,244

A continuous symmetry measure (CSM) of N34�minimal devia-
tion from C2 symmetry was evaluated along the previously collected
water solution AIMD trajectory. The index proposed in Refs. 245–247
quantitatively measures the deviation of a structure from its images
generated through the symmetry operations of a given point group
(C2 group for N34�). In particular, a lower value in the ½0; 1� range
corresponds to a more symmetric structure. To improve

computational efficiency, a reduced N34� model (a smaller model
with a maximum C2 symmetry) was employed for C2-CSM calcula-
tions. The water solution AIMD sampling shows that two small CSM
values (�0.1 and 0.2) are the most populated, but sometimes the
system seems to acquire also higher symmetry distortions (�0.45)
(Fig. 15). Therefore, N34� at room temperature in water solution actu-
ally slightly deviates, on average, from the C2 symmetry, due to its
vibrational motions and solvent environment fluctuations (mean
C2-CSM: 0.216 0.12).

Moreover, solute–solvent interactions can alter the vibrational
signals of the most solvated groups. Indeed, a MD-based vibrational
analysis of N34� in water solution predicted frequency red-shifts of
some vibrational modes of both NCS� and dcbpy ligands.
Generalized normal modes (GNMs), able to retain both anharmonic-
ity and solvation effects, were extracted from the N34� ground-state
trajectory.145,248–250

AIMD-derived vibrational frequencies (Table V) predict solvent-
induced red-shifts with respect to gas-phase harmonic values exceed-
ing 100 cm�1 (e.g., dcbpy carboxylate asymmetric stretching and
NCS� C¼N stretching), also better explaining the experimental water
solution data.251 It is also worth noting that a harmonic vibrational
analysis on a small N34�–water cluster in an implicit solvent model
cannot always account for such red-shifts.

After an extensive characterization of ground-state properties,
the ultrafast evolution of N34� 1MLCT electronic structure and the
resulting ILET processes in water solution can be then explored

FIG. 14. Solute–solvent radial distribution functions from N34� ab initio molecular dynamics in explicit water solution. Isothiocyanate sulfur and dcbpy carboxyl oxygen atoms
appear highly solvated, as expected, interacting with 3–4 water molecules in the first solvation shell. RDFs from the frame selected for future RT-TD-DFT electronic dynamics
are also reported. Adapted with permission from Perrella et al., Phys. Chem. Chem. Phys. 23, 22885 (2021).81 Copyright 2021 Royal Society of Chemistry.

TABLE IV. Mean (s.d.) N34� structural parameters from AIMD trajectory in water
solution. Values from N34� in either vacuum or from a N34� water cluster with
implicit solvent (cluster) are also given for comparison. A single value is reported for
the vacuum and cluster models due to symmetry. Values are in degrees.

Dynamics Vacuum Cluster

Nax(dcbpy1)-Ru-Neq(dcbpy2) 100 (4)
97 (3)

98.08 97.25

N(NCS1)-Ru-N(NCS2) 89 (4) 89.82 90.40
Ru-N(NCS)-C(NCS) 165 (7)

165 (7)
177.20 177.94
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through excited-state electronic dynamics (ED), via real-time time-
dependent DFT (RT-TD-DFT) approach.162,252–257 Finite temperature
and solvation effects have to be especially considered, since they may
induce instantaneous symmetry-lowering from the ideal C2 structure
and so localization of the initial photoexcited electron. The excited
states of interest are prepared by promoting an electron from a
selected occupied molecular orbital to one that is unoccupied in the
ground-state determinant (“Koopman excitation”) according to the
electronic transition of interest between the singlet ground state (S0)
and the n-th singlet excited state (Sn), resolved using a preliminary
linear-response TD-DFT calculation. Excited-state electronic dynam-
ics have to be performed on fixed nuclear configurations. Since our
interest is focused on the ultrafast evolution of the electronic density
after the photoexcitation (�20 fs), electron–nuclear couplings are not
expected to give a significant contribution in this time regime.
Nevertheless, the choice of the nuclear geometry represents a quite
critical step in the setup of a RT-TD-DFT simulation. In this regard, a
snapshot was extracted from the N34� water solution trajectory for

future RT-TD-DFT simulations. This low-symmetry N34� structure
can account for vibrations and indirect solvent effects on ultrafast
charge reorganization in the photo-induced CT states. Explicit solva-
tion effects onto the excited-state electronic dynamics are added by
explicitly including the surrounding water molecules. To mitigate
over-polarization effects, the first-shell water molecules have to be
treated at ab initio level and the other ones as embedded atomic
charges.

Although a single frame cannot of course be fully representative
of the whole MD distribution, the snapshot selected for following
MLCT electronic dynamics features relevant Ru(II) coordination
structural parameters quite close to AIMD distribution maxima
(Fig. 13), as well as solute–solvent radial distribution functions (and so
the number of first-shell solvent molecules) comparable to those from
the AIMD trajectory (Fig. 14). Moreover, the N34� structure from this
frame has, in contrast to the optimized gas phase one, a moderate
symmetry distortion (0.13C2-CSM value, Fig. 15), belonging to the
first highly populated peak at �0.1. Such structure can therefore
account of the effects by slight symmetry deviations on the CT state
ultrafast dynamics.

IV. CONCLUDING REMARKS AND OUTLOOK

Photo-induced non-equilibrium and relaxation dynamics require
an explicit treatment of the electronic density, since computation pro-
tocols of light–matter interactions need to be capable of simulta-
neously describing the sudden electronic density reorganization and
the subtle and time-dependent energetic balance in play with
molecule/environment interactions. A reliable FES has to be based on
high-level ab initio methods indeed, where hybrid density functionals
represent a good compromise when proton transfers, non-covalent
interactions, and hydrogen bond dynamics play important roles. The
required accuracy cannot be easily achieved even via brute-force
approaches, that is, including larger and larger explicit treatments of
the systems at, that is, semi-empirical or even pure DFT levels, without
gauging the quality of such molecule/environment interactions.
Additionally, the collective environment motions have to be explicitly
treated with flexible models, since these large amplitude vibrations
often rule the (sub)picosecond relaxation dynamics. The case studies
summarized in this review provided a strong validation of the poten-
tials, the phase-space sampling, and initial condition choice, given the
nice agreement with the experiments for what regards photophysical
key features in complex environments, such as Stokes shift dynamics
of a dye in water, the excited proton transfer reactivity of photo-acids
in solution and in proteins, and finally the photo-induced charge
transfer dynamics in non-covalent and metal–organic complexes in
solution. In this review, we provide and extensive and detailed descrip-
tion on how DFT-based potentials are able to provide not only qualita-
tive interpretations, but also a quantitative agreement with ultrafast
time-resolved spectroscopies. In this regard, we described several case
studies, spanning from the time-resolved fluorescence signal of MQ
dye to the FSRS studies of pyranine, GFP, and 1-chloronaphthalene/
tetracyanoethylene non-covalent charge transfer complex in solution.

Despite both the progress in more efficient and linear scaling
algorithms and the employment of more powerful computer architec-
tures and graphical processing units, we are convinced that hierarchi-
cal QM/MM/NPBC and efficient phase-sampling schemes are

FIG. 15. Normalized distribution of the continuous symmetry measure (CSM) with
respect to C2 symmetry group sampled by N3

4� AIMD in water solution. CSM has
been calculated according to Ref. 245. A lower value in the ½0; 1� range suggests a
more symmetric structure. An averaged distribution function (blue curve) is shown
for better clarity. The vertical black and red bars represent the zero value of the
optimized gas-phase N34� symmetric structure and that (0.13) of the AIMD-derived
snapshot selected for future MLCT electronic dynamics. Adapted with permission
from Perrella et al., Phys. Chem. Chem. Phys. 23, 22885 (2021).81 Copyright 2021
Royal Society of Chemistry.

TABLE V. Selected N34� vibrational frequencies obtained through static harmonic
and dynamical vibrational analysis. If available, also experimental, water solution,
values251 are reported for comparison.

Experimental

Static, harmonic
AIMD

Vacuum Cluster

�symm(COO) (cm
�1) 1375 1368 1409 1354

�asymm(COO) 1596 1767 1700 1621
�(CN) 2120 2210 2209 2080
�(CS) 820 814 786
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recommended to achieve chemical accuracy in ultrafast time-resolved
spectroscopy and photo-induced phenomena.
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