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# Development of computational methods for the simulation of vibrational and electronic spectra of medium-to-large sized molecular systems 

by Alberto BAIARDI

Computational spectroscopy has become in the recent years an essential tool for the interpretation of experimental spectra. Thanks to the development of electronic structure methods of increasing accuracy and more efficient algorithms coupled with even more powerful hardware, energies and properties of ground and excited electronic states can be computed accurately also for medium- and large-size systems. In most cases, data arising from purely electronic structure calculations are not sufficient and the inclusion of nuclear effects is crucial to be comparable to experimental data. Hence, in order to achieve the accuracy needed to support laboratory results, theoretical models for the description of nuclear effects need to be developed. The main goal of this research project has been the development of efficient algorithms for the inclusion of those effects on vibrational and vibro-electronic (vibronic) processes for medium-sized systems, which may exhibit some flexibility, targeting molecules of several dozens of atoms. The first part of this thesis focuses on the development of theoretical models for the inclusion of anharmonic effects in spectroscopies involving a single electronic state (i.e. vibrational spectroscopies). The main feature of this framework is the use of curvilinear internal coordinates for the description of molecular vibrations. In fact, an accurate choice of the internal coordinates set allows a significant reduction of the couplings between different modes, enabling the development of multi-scale schemes, where different modes are treated at different levels of accuracy. Based on this idea, an hybrid variational-harmonic scheme has been proposed, where anharmonic effects are included for a single degree of freedom, whereas the other modes are treated as harmonic. The model extends the Reaction Path Hamiltonian (RPH) theory to the use of a general set of curvilinear coordinates, and is effective for systems displaying some limited flexibility, where most of the anharmonicity is concentrated on a single degree of freedom. However, for more complex systems, the definition of a single coordinate to treat as anharmonic is not possible, and variational approaches including multiple degrees of freedom are necessary.

However, the computational cost associated to standard variational methods grows exponentially with the size of the system, thus algorithms for solving efficiently the vibrational Schrödinger equation need to be devised. In the present thesis, the first formulation of the Density Matrix Renormalization Group (DMRG), a theory normally applied to electronic structure problems, for vibrational structure problems is presented. Particular care has been paid during its development to support advanced diagonalization schemes to target directly excited states, using stochastic algorithms to characterize the resulting vibrational wavefunctions. The second part of this thesis is a generalization of the internal coordinates-based framework presented in the previous section to electronic transitions. Unlike vibrational spectroscopy, the difference between Cartesian and internal coordinates appears already at the harmonic level in vibronic spectroscopy and not at the anharmonic level, since multiple electronic states are treated simultaneously with the same coordinates system. The main advantage of using internal coordinates is a strong reduction of mode couplings, leading to much more accurate results for flexible systems, undergoing significant structural changes upon electronic excitation. Within this framework, based on internal coordinates, general time-independent (TI) and time-dependent (TD) approaches are presented and applied to the actual calculation of vibronic spectra. As a first step, the TD approach is applied to the calculation of spectra and rates related to radiative processes, both for absorption and emission. Then, the formalism is generalized to the calculation of rates of different non-radiative processes, such as inter-system crossing (ISC) internal conversion (IC) and electronic energy transfer (EET). For each case, the impact of the choice of the coordinates on the results is discussed and illustrated. Finally, the TD framework is extended to the calculation of resonance Raman (RR) and resonance Raman optical activity (RROA) spectra, where the intensity of these vibrational spectroscopies depends directly on vibronic effects. The internal coordinates-based harmonic framework is not sufficient to treat cases where large-amplitude modes (LAMs) have a strong impact on the experimental observable, due to their strong anharmonicity, and an higher level of theory is required to get exploitable results. To increase the reliability of such simulations also in those cases, the hybrid anharmonic-harmonic scheme validated for vibrational spectroscopies has been generalized to vibronic transition energies and properties. This has been done by keeping the framework as general as possible, therefore supporting all vibronic models already available for the harmonic case. The last part of this thesis focuses on the application of the theoretical models introduced in the preceding sections to corespectroscopies, namely near-edge X-ray absorption spectroscopy (NEXAFS) and X-ray photoelectron spectroscopies (XPS). Even if the resolution of NEXAFS and XPS spectra is usually lower than their valence counterpart. The accuracy of experimental spectra has been quickly increasing, thanks to the increasing power of synchrotron light sources, and the inclusion of vibronic
effects has become crucial to match those advances. For NEXAFS, the different vibronic models have been applied to the simulation of the spectra of different pyridine derivatives, employing electronic structure calculations carried out at the transition state density functional theory (TS-DFT) level. For XPS, Green Function-based (GF) techniques are employed to compute ionization energies. However, for core ionization, high-order GF approaches are needed to obtain reliable results, and their computational cost makes them not affordable for large-size systems. To increase the efficiency of the simulation, a new GF-based approach is presented, which is based on the use of the orbitals arising from a grand-canonical calculation to compute the oneparticle Green function. As is proven with several test cases, the use of those orbitals leads to accurate results already with a second-order approximation of the GF, therefore with a limited computational cost.
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## Chapter 1

## Introduction

Molecular spectroscopy is nowadays routinely used for the characterization of molecular systems, and is currently an active field of research in chemistry, both from a theoretical and an experimental point of view. ${ }^{1,2,3}$ In all spectroscopic techniques, the molecular system under investigation is exposed to an electromagnetic radiation and, from the response of the molecule to the interaction with the light, information on the molecular system are derived. In the last decades, a wide range of spectroscopic techniques have been developed, whose systematic classification is far from being straightforward. The most natural classification is based on the energy of the radiation, which determines the class of molecular transitions which are excited.
The spectroscopic techniques using the lowest-energy radiation are nuclear magnetic resonance (NMR) and electronic paramagnetic resonance (EPR), in which radiowaves (with a frequency of the order of magnitude of approximately 1 MHz ) are employed. ${ }^{4,5,6,7}$ In both cases, transitions between different spin states are studied, associated to nuclei for NMR and to electrons for EPR. Transition energies between different spin states of a given nucleus are strongly influenced by the other nuclei surrounding it, thus NMR is widely used as a tool for the structural characterization of molecular systems. Similarly, transition energies between different spin states of an electron are determined by its electronic environment, so EPR is used as a probe of the electronic density. The main limitations of these techniques is that, at least under standard conditions, spin states are often degenerate, and high-intensity magnetic fields must be employed to induce measurable splittings between them.
Another class of techniques, which is widely employed as a tool for the structural characterization of molecular systems, is rotational spectroscopy, ${ }^{8,9}$ employing radiations in the microwave (MW) region (with frequencies of the order of magnitude of $\approx 1 \mathrm{GHz}$, thus about $10^{3}$ times higher than for NMR and EPR), which excite transitions between different levels associated to the overall rotation of the molecule. Thanks to its high-resolution, rotational spectroscopy is the election tool for the characterization of molecular systems in the gas phase. In recent years, this technique has been widely applied in the field of astrochemistry: ${ }^{10,11,12}$ several hundreds of inorganic and organic compounds were identified from the analysis of the MW region of the radiation arising from the interstellar medium (ISM). From a computational point of view, to match the high-accuracy of rotational spectra, parallel highly-accurate quantum mechanical (QM) simulations are needed. ${ }^{13,14}$

In this connection, semi-experimental (SE) approaches, where experimental data obtained from MW spectroscopy are combined with QM calculations are receiving growing attention in recent years due to their effectiveness in determining highly-accurate molecular structures. ${ }^{15,16}$
The present thesis focuses on the development of theoretical models for the simulation of vibrational effects on molecular spectra. The average energy of a vibrational state lies in the infrared (IR) region (i.e. with an energy approximately between $10^{2}$ and $10^{4} \mathrm{~cm}^{-1}$ ), thus above the energies involved in the techniques outlined above, which were outside the research activity presented in the following. Spectroscopic techniques based on transitions between vibrational states are referred to, in broad terms, as vibrational spectroscopies, ${ }^{17,18,19}$ the most standard one being IR absorption. Vibrational spectroscopies are the methods of choice for the study of dynamical aspects, since they directly probe the motion of the nuclei. For example, specific functional groups display characteristic absorption patterns in an IR spectrum, strongly localized in a narrow specific energy range, which depends on the functional group and is only weakly tuned by its chemical environment. The position of these bands is often used to follow the nuclear dynamics of a molecular system. This is the case for instance of the CO stretching mode, whose absorption band lies between 1400 and $1700 \mathrm{~cm}^{-1}$ and is widely used to track conformational changes both in inorganic and organic compounds. ${ }^{20,21}$ From a computational point of view, the simulation of IR spectra poses several challenges. The nuclear motion is determined by the potential energy generated by the electrons, better known as potential energy surface (PES), which can be obtained from electronic structure calculations (ESCs). ${ }^{22,23,24}$ If molecular vibrations are simulated using simplified models, the output of ESCs are sufficient to simulate vibrational spectra. For example, it is well-known that the simulation of a vibrational spectrum at the harmonic level is possible directly from the harmonic frequencies of the electronic state of interest, together with the derivatives of the dipole moment. However, harmonic models cannot be used to simulate accurate IR spectra. In fact, a "true" one-dimensional PES is never equivalent to a parabola, as assumed in the harmonic approximation. This is displayed in Fig. 1.1 for the stretching mode of a diatomic molecule. The parabolic expansion of the PES leads to a divergence of the electronic energy in the limit of infinite interatomic distance. However, the same asymptotic limit of the "true" PES is finite and corresponds to the dissociation energy. This simple example shows that corrections to the harmonic model, usually referred to as anharmonic contributions, must be included to get a reliable reproduction of experimental spectra. ${ }^{25,26}$ Differently from the harmonic case, the inclusion of anharmonic effects cannot be done directly from the outputs of ESCs, and requires the explicit solution of the vibrational Schrödinger equation, and this usually leads to an increase in the computational cost of the simulation. In fact, anharmonic calculations often require the calculation of high-order derivatives of potential energy and property surfaces, which leads to a steep raise in the overall computational cost. This cost can be further increased depending on the method chosen to solve the vibrational Schrödinger equation itself, in some cases this latter step being
even more expensive than the underlying ESCs themselves. This is the case, for example, for variational approaches, ${ }^{27,28}$ whose high computational costs limits their application to small-size molecules.
The highest-energy transitions of a molecule are the ones involving excitations of the electrons, and can be investigated by further increasing the energy of the probe electromagnetic field, above the IR region. The energetic range spanned by electronic excitations is much higher than for other spectroscopic techniques, going from the visible region, at about 400-800 nm, corresponding to the average excitation energies of valence electrons of chromophores, to the X-ray region, between 100 and 400 eV , which produces excitations of core electrons. The simulation of electronic spectra


Figure 1.1: Schematic representation of the harmonic and anharmonic potential energy surfaces of a biatomic molecule. is more challenging than that of IR for several reasons. First of all, the calculation of properties is intrinsically more complex for electronic excited states. Even if significant work has been done in recent years to produce reliable and black-box approaches for the calculation of electronic excited states, ${ }^{29,30}$ especially in connection with the time-dependent extension of density functional theory (TD-DFT), ${ }^{31,32,33}$ they are still far from being comparable to their counterparts for ground states. Another difficulty arises from the fact that the number of phenomena occurring after an electronic excitation is much larger than for other spectroscopies. Furthermore, also spectroscopic techniques, based on emission processes subsequent to an electronic excitation, such as fluorescence, ${ }^{34}$ have also been devised. Of course, electronic states are characterized also by their spin and, especially for metal complexes, transitions between states of different spins are possible. A proper reproduction of those phenomena, which are at the basis, for example, of phosphorescence spectroscopy, ${ }^{35}$ requires, from a theoretical point of view, the inclusion of relativistic effects in the simulation, ${ }^{36}$ therefore increasing the complexity of ESCs. All those effects need to be included in the simulation, in order to get results directly comparable to experimental data, and this increases significantly the complexity of modeling electronic spectroscopies.
The spectroscopic techniques mentioned above (i.e. NMR, EPR, MW spectroscopy, IR and electronic absorption) have been known for several decades, and have been constantly improved in terms of reliability and accuracy. As a consequence, for a given spectroscopic technique, the fine-structure of experimental spectra is determined by lower-energy transitions. For example, in high-resolution electronic spectra, transitions between vibrational levels
of different electronic states can be singled out. In a similar way, the broadening of high-resolution IR spectra is modulated by rotational transitions. For the most accurate electronic spectra, usually recorded for very smallmolecules, both rotational and vibrational transitions between levels of different electronic states can be detected. ${ }^{37,38}$ The simulation of such highresolution spectra requires very refined models, supporting combined excitations involving different types of molecular levels. For example, the reproduction of vibrational signatures in electronic spectra requires the calculation of potential energy surfaces of excited states, which means in practice getting the energy gradients and Hessians from the corresponding methods. ${ }^{39,40,41}$ For this reason, simulations of vibronic spectra carried out at the harmonic level are already challenging for medium-sized molecules, and the further inclusion of anharmonic effects is possible only for the smallest systems. ${ }^{42,43,44}$ The energy of the light is not the only possible criterion to classify different spectroscopic techniques. Another possible categorization is based on the modulation of the electromagnetic wave used in the experiment. In fact, even if for the spectroscopic techniques outlined above, standard, unpolarized light is in most cases employed, a proper control of the polarization allows to extract additional information on a molecular system. For example, it is known that chiral molecules interact differently with left- and righthanded circularly polarized light. This effect, known as circular dichroism (CD), is at the basis of all chiroptical measurement instruments, ${ }^{45}$ which are the primary tools for the assignment of absolute configurations of chiral systems. The CD counterparts of most of the spectroscopies outlined above have been developed, the most known ones being vibrational circular dichroism (VCD), ${ }^{46}$ the chiral version of IR absorption, and electronic circular dichroism (ECD), the chiral counterpart of electronic absorption spectroscopy. ${ }^{47}$ More recently, also the chiral parallel of fluorescence and phosophorescence, known as circularly polarized luminescence (CPL) ${ }^{48}$ and phosphorescence (CPP) ${ }^{49}$ have been developed, which are particularly appealing for studying transition metal complexes. The simulation of chiroptical spectroscopies involves additional challenges with respect to their standard counterparts, since band intensities are, in most cases, given by mixed electric-magnetic transition properties, such as the magnetic transition dipole moment, and the calculation of those properties is less straightforward than for pure electronic properties. ${ }^{50,51}$ Furthermore, chiroptical spectra are recorded as differences between the spectra obtained with left- and right-handed circularly polarized light. For this reason, an experimental spectrum can display both positive and negative bands and, in most cases, has a weaker intensity. This makes the simulation of chiroptical spectra even more sensitive to the quality of the underlying quantum mechanical model. In fact, different contributions to the overall bandshape, such as the harmonic and anharmonic parts for a VCD spectrum, might have different signs and thus they do not necessarily add up, and can even cancel each other. For this reason, a small change in the individual terms can lead to strong variations in the overall spectrum. ${ }^{52}$ This is the case also for ECD, where the theoretical spectrum can change sign depending on the vibronic model. ${ }^{53,54}$

A common feature of all the techniques outlined up to this point is that they are related to linear-optical effects. However, by increasing the intensity of the laser, non-linear optical effects become relevant, and are the basis of more advanced spectroscopic techniques, such as the ones based on multiphoton absorption processes, like two-photon absorption (TPA). ${ }^{56,57}$ The simulation of this class of spectroscopies requires the calculation of high-order response properties, which increases the complexity of the simulations. Furthermore, the inclusion of several electronic states is often mandatory, with an increase in the computational cost of the ESCs. A second class of spectroscopic tech-


Figure 1.2: General theoretical framework for different kind of vibrational and vibronic (one and two photon) transitions (Figure taken from Ref. 55). niques based on non-linear optical effects is related to scattering, such as Raman ${ }^{58,59,60}$ and resonance Raman (RR). ${ }^{61,62}$ In particular, $R R$ is challenging from a computational point of view, since it combines vibrational and electronic processes. Indeed, the initial and final levels of a RR transition are vibrational levels of the same electronic state, thus from this point of view RR can be considered a vibrational spectroscopy. However, RR experiment are carried out with a laser, whose energy matches an electronic transition (the corresponding electronic state is usually referred to as the intermediate state), and the intensity of the RR spectrum is determined by this intermediate state. In this respect, $R R$ is an electronic spectroscopy, which makes its simulation more difficult than for standard vibrational spectra. Once again, chiral versions of those spectroscopies have been recently developed. ${ }^{63}$
The previous discussion showed that, by varying the frequency and the nature (i.e. its polarization and intensity) of the light source of a spectroscopic experiment, a wide range of spectroscopic techniques are obtained. A graphical representation of some of the processes at the basis of the vibrational and electronic spectroscopies mentioned up to now is reported in Fig. 1.2. In most cases, different techniques give access to a complementary set of information about the molecular system under study. For this reason, a full characterization is often reached through a multifrequency approach, combining multiple experimental techniques. In order to reliably support the interpretation of data arising from different techniques, theoretical frameworks covering the highest number of spectroscopies possible with a nearly constant accuracy over the whole energy range need to be devised. This requires, in practice, the development of a general and modular theoretical framework.
With the aim of building such a computational tool, one of the major research


Figure 1.3: Structure of the Multifrequency Virtual Spectrometer (VMS) (Figure taken from Ref. 64).
lines of the group where I have been working has been focused on the development of the so-called multifrequency virtual spectrometer (VMS), ${ }^{55,64,65}$ which is a computational parallel of an experimental multifrequency instrument. As shown in the graphical representation of VMS given in Fig. 1.3, this tool is composed of two modules. The first one is in charge of the spectral simulation, and takes data from electronic structure calculations. The second module is dedicated to the visualization of the results in a natural and userfriendly way. The main objective ot this thesis is to extend the range of applicability of VMS, and more precisely its first module, to large-sized, possibly flexible systems, by focusing on vibrational and for vibronic spectroscopies. The first part of the thesis will focus on the development of new, efficient methods for the simulation of vibrational spectra at the anharmonic level. The anharmonic models developed over the last decades can be broadly divided in two classes, variational ${ }^{27,28,66}$ and perturbative. ${ }^{67,68,69}$ The former methods are based on the explicit solution of the vibrational Schrödinger equation in a given basis set and, even if they provide results of systematically increasing quality, their high computational cost, which formally scales exponentially with the size of the systems, makes their application to largesized systems difficult. As a side note, it should be mentioned that the quality of the variational correction is entirely dependent on the quality of the description of the PES. We note that, in recent years, several ways to reduce the computational cost of variational calculations, such as basis-pruning algorithms ${ }^{70,71}$ or local modes-based approaches ${ }^{72,73,74}$ extended significantly
the range of applicability of variational approaches, but systems with more than 20 atoms is still however challenging. On the other hand, perturbative approaches are particularly appealing due to their relatively low computational cost, but their reliability strongly depends on the partition of the Hamiltonian in a reference and a perturbation part. For example, secondorder perturbation theory (VPT2), ${ }^{67,75}$ where the harmonic Hamiltonian is taken as a reference, is effective for semi-rigid systems, but its accuracy decreases for low-frequency, highly-anharmonic large-amplitude modes. With the aim of increasing the range of applicability of variational approaches, two different algorithms have been devised in this thesis, each one tailored for a specific class of problems. The first approach is based on an hybrid scheme, where a single degree of freedom is treated variationally, while the harmonic approximation is used for the remaining degrees of freedom. In more detail, the method generalizes the internal coordinates path Hamiltonian (ICPH) ${ }^{76}$ and the reaction path Hamiltonian (RPH) ${ }^{66,77,78,79}$ models to curvilinear internal coordinates, and has been developed to support the largest number possible of large-amplitude modes, including torsions, inversion and stretching coordinates. Such an approach is effective for systems, where anharmonic effects are mostly concentrated in a single degree of freedom. For more complex systems, with multiple, strongly coupled anharmonic degrees of freedom, multidimensional anharmonic approaches are required. To target those systems, the density matrix renormalization group (DMRG), ${ }^{80,81,82}$ which is commonly applied in electronic structure calculations for the solution of large variational problems, has been extended to vibrational structure calculations. This extension requires two steps. First, electrons obey the Fermi-Dirac statistics, whereas nuclei obey the Bose-Einstein one, and thus the DMRG algorithm must be generalized to support bosons. Furthermore, in electronic structure calculations, the ground state is much more important than for vibrational structure calculations, where highly-excited states need to be in most cases computed. For this reason, an energy-specific version of DMRG, which allows a direct targeting of excited states, has been devised following ideas already used for the electronic structure case. ${ }^{83,84,85}$
The second part of this thesis focuses on the development of theoretical models for the simulation of vibrational signatures in electronic spectra. In order to target large-size, potentially flexible systems, harmonic vibronic models in Cartesian coordinates have been generalized to support curvilinear, internal coordinates. Such an extension is scarcely discussed in the literature ${ }^{86,87,88}$ and improves significantly the reliability of vibronic models when targeting large-sized system, since it allows to strongly reduce mode-couplings. This results, in practice, in much more accurate band-shapes already at the harmonic level for systems characterized by highly-anharmonic large-amplitude deformations. Furthermore, a general time-dependent (TD) ${ }^{89,90,91}$ algorithm for the calculation of the bandshape has been developed. Unlike the parallel time-independent (TI) approach, where the vibronic bandshape is obtained as the sum of all the contributions from each vibronic transition, within TD approaches rely on the Fourier transform of transition dipole moments autocorrelation function. The time-evolution of the autocorrelation function can
be, in principle, obtained from quantum dynamics calculations. ${ }^{92,93}$ However, in the present thesis, where the harmonic approximation is employed, it will be computed analytically based on the Feynmann path-integral theory. The resulting TD approach is particularly appealing for the study of large-size systems, since it does not require the evaluation of any infinite summation, even when temperature effects are included, and its computational costs scales favorably with the size of the system.
As discussed above, a wide range of phenomena can occur following an electronic excitation, including both radiative and non-radiative decays. In particular, emission spectroscopies, such as fluorescence and phosphorescence, are strongly influenced by competitive, non-radiative decay processes. In order to build a complete framework, where all those phenomena are properly taken into accounts, the TD framework has been extended to the calculation of rates of several non-radiative processes, including intersystem-crossing (ISC) and internal conversion (IC). ${ }^{94,95,96}$
As already remarked above, a computational tool covering the largest number possible of spectroscopies requires also the support of non-linear optical effects must be included. In this thesis, we will focus on two non-linear spectroscopies, resonance Raman and its chiral counterpart, resonance Raman (RR) optical activity (RROA). ${ }^{58}$ The experimental process at the basis of $R R$ involves an electronic transition to an excited, intermediate state, so vibronic models, and in particular the TD algorithm, can be extended to RR and RROA spectroscopies. ${ }^{61,97,98}$ Following the lines sketched above, the derivation has been kept as general as possible, thus without introducing any additional approximation compared to the one already made for the linear spectroscopy case. In particular, the TD theory of RR and RROA spectroscopies has been formulated in a general set of curvilinear, internal coordinates, thus providing reliable results also for flexible systems.
All the vibronic models described in the second part of this thesis rely on the harmonic approximation of the PES involved in the transition. In the last part of the thesis, this limitation will be lifted, and two different models for the inclusion of anharmonic effects on electronic excited states will be described. Even if the use of internal coordinates reduces mode-couplings, flexible systems usually display low-frequency, large-amplitude modes (LAMs), whose correct treatment requires the inclusion of anharmonic effects. With the aim of targeting systems with a limited flexibility, the RPH-based anharmonic approach introduced in the first part of the thesis has been extended to vibronic spectroscopy. ${ }^{99}$ Not only does this method allow to compute anharmonic frequencies of excited states along a LAM, but also provides transition properties between vibrational levels of different electronic states. This paves the way toward the simulation of anharmonic vibronic spectra. Clearly, as mentioned above, such a method has the same limitations as already mentioned in the context of vibrational spectroscopy, so it is effective only for systems, where a single coordinate, for which anharmonic effects are relevant, can be identified. To target also more complex systems, VPT2 has been coupled with the recent development of analytic second derivatives of
time-dependent DFT (TD-DFT) energies, ${ }^{100,101}$ to compute anharmonic vibrational spectra of electronic excited states. Unlike the RPH-based model, VPT2 provides a more balanced representation of anharmonic effects, since all degrees of freedom are treated at the same footing. However, the theory can be used to compute frequencies and transition properties between vibrational levels of the same electronic states, thus cannot be extended to the calculation of band intensities in vibronic spectra.
As a conclusion, the algorithms developed throughout the thesis have been applied to the simulation of vibrationally-resolved near edge X-ray absorption fine structure (NEXAFS) and X-ray photoelectron (XPS) spectroscopies. In particular, for XPS, a new electronic structure method, based on Green function (GF) techniques, has been developed. ${ }^{102,103}$ This method, referred to as transition-operator second-order electron-propagator (TOEP2), ${ }^{104,105}$ generalizes the standard, second-order electron propagator (EP2) approach to grand-canonical HF orbitals. In fact, with a careful choice of these orbitals, results of the same quality, or even more accurate, than high-order GF methods, can be obtained at the low, second-order perturbation level.
To conclude, the thesis is organized as follows:

- in Chapter 2, the general theory used for the modeling of molecular vibrations both for vibrational and vibronic spectroscopy will be presented, with particular attention to the framework employed to build non-redundant internal coordinates.
- Chapter 3 focuses on the theoretical model for the simulation of anharmonic vibrational spectra. In the first part of the chapter, the hybrid anharmonic-harmonic approach based on the RPH-model and a general set of internal coordinates will be introduced. In the second part, the extension of DMRG to vibrational problems (referred to as vibrational DMRG, VDMRG) will be presented, with particular emphasis on the difference with the formulation of DMRG for electronic structure problems. Both algorithms will be tested on some organic molecules to show their strengths and weaknesses.
- in Chapter 4, the harmonic models for vibronic spectroscopy will be presented. First, the definition of all the quantities arising from ESCs and needed to define the reference vibronic model will be presented, together with their extension to internal coordinates. Then, the general TD framework as applied to one-photon spectroscopies is discussed. Finally, the TD framework is extended to support the calculation of non-radiative decay rates. The reliability of the TD approach is checked against molecular systems, with particular care on the impact of the choice of the coordinates system on the final computed spectrum.
- in Chapter 5, the TD extension of the TD framework to RR and RROA spectroscopies is presented, highlighting the additional challenges that are present with respect to the TD formulation for one-photon spectroscopies. The TD theory is then applied to the simulation of the RR and RROA spectra of several organic systems.
- in Chapter 6 the extension of the RPH-based model to excited states is presented. In particular, the approximation needed to extend it to the calculation of transition properties of vibronic transitions are presented. Moreover, several ways of including the effects associated to the vibrational degrees of freedom different from the LAM at the harmonic level are described. Finally, the extension of VPT2 to electronic excited states, is discussed along with its application to correct band positions in vibronic spectra.
- in Chapter 7, the application of the previous vibronic models to the calculation of vibrationally-resolved NEXAFS an XPS spectra is presented. In both cases, it is shown that, for spectra recorded at high-resolution using synchrotron light sources, even if single vibronic bands cannot be singled out, the inclusion of vibronic effects is critical to get a correct reproduction of the relative intensity of the bands. For XPS, the main features of GF-based approaches are highlighted, and the theoretical formulation and implementation of the new, TOEP2 approach is described.
- finally, Chapter 8 summarizes the results obtained in this thesis, and sketches possible future developments.


## Chapter 2

## General theory of computational spectroscopy

### 2.1 The main challenge: calculation of transition properties

All spectroscopic techniques rely on one or more transitions between molecular states, either spontaneous or stimulated by an external perturbation. This perturbation is, in most cases, caused by the electromagnetic radiation, and depending on its frequency (i.e. on the energy), different processes occur. From the nature of the transitions induced by the radiation (such as their rate or intensity), the character of the molecular states can be investigated, thus providing information on a chemical compound.
In order to simulate ab-initio molecular spectra, two steps are required: the first one is the determination of the molecular states involved for a given system of interest, whereas the second one focuses on the description of transitions between these states induced by the electromagnetic radiation. The first step is the same for all spectroscopic techniques, whereas the second one depends on the spectroscopy of interest. The first part of this chapter will focus on the approximations employed in this thesis to describe molecular levels. Then, the Fermi Golden Rule (FGR), which is the basis for the representation of a wide range of spectroscopic processes, will be introduced. Since, as already mentioned in the introduction, this thesis will focus on both vibrational and electronic spectroscopies, the framework will be kept as general as possible, introducing only a minimum number of approximations.

### 2.1.1 The molecular Hamiltonian

In the non-relativistic limit, the vibrational Hamiltonian for a molecule of $N_{\text {at }}$ atoms and $N_{\text {ele }}$ electrons is defined as,

$$
\begin{align*}
\mathcal{H}_{\mathrm{mol}}= & -\frac{1}{2} \sum_{a=1}^{N_{\text {at }}} \sum_{\tau=x, y, z} \frac{1}{M_{a}} \frac{\partial^{2}}{\partial R_{a \tau}^{2}}-\frac{1}{2} \sum_{i=1}^{N_{\text {ele }}} \frac{\partial^{2}}{\partial r_{i}^{2}}+\sum_{i \neq j}^{N_{\text {ele }}} \frac{1}{\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|^{2}} \\
& +\sum_{a \neq b}^{N_{\text {at }}} \frac{Z_{a} Z_{b}}{\left|\boldsymbol{R}_{a}-\boldsymbol{R}_{b}\right|^{2}}-\sum_{i=1}^{N_{\text {ele }}} \sum_{a=1}^{N_{\text {at }}} \frac{Z_{a}}{\left|\boldsymbol{R}_{a}-\boldsymbol{r}_{i}\right|^{2}}  \tag{2.1}\\
= & \mathcal{T}_{\text {nuc }}(\boldsymbol{R})+\mathcal{T}_{\text {ele }}(\boldsymbol{r})+\mathcal{V}_{e e}(\boldsymbol{r})+\mathcal{V}_{N N}(\boldsymbol{R})+\mathcal{V}_{N e}(\boldsymbol{r}, \boldsymbol{R})
\end{align*}
$$

where $\boldsymbol{R}_{a}$ is the vector of the Cartesian coordinates of the $a$-th nucleus, with charge $Z_{a}$ and mass $M_{a}$, and $\boldsymbol{r}_{i}$ its counterpart for the $i$-th electron. The fourth term of Eq. 2.1, that couples nuclear and electronic coordinates, makes the molecular Hamiltonian not separable in a purely electronic and nuclear parts. As a consequence, the molecular wavefunction $\Psi_{m}(\boldsymbol{r}, \boldsymbol{R})$, computed as an eigenfunction of $\mathcal{H}_{\text {mol }}$, cannot be factorized. However, it is well-known that, due to the difference in their masses, the nuclei are moving much more slowly than the electrons. For this reason, an adiabatic separation, usually known as the Born-Oppenheimer (BO) approximation, ${ }^{106}$ is employed to simplify the solution of the Schrödinger equation associated with $\mathcal{H}_{\text {mol }}$. Within the BO approximation, a fixed-nuclei equation, where the kinetic energy of the nuclei is neglected, is solved:

$$
\begin{equation*}
\left[\mathcal{T}_{\text {ele }}+\mathcal{V}_{e e}(\boldsymbol{r})+\mathcal{V}_{N e}(\boldsymbol{r}, \boldsymbol{R})+\mathcal{V}_{N N}(\boldsymbol{R})\right] \phi_{\underline{m}}(\boldsymbol{r}, \boldsymbol{R})=E_{\underline{m}}^{\text {ele }}(\boldsymbol{R}) \phi_{\underline{m}}(\boldsymbol{r}, \boldsymbol{R}) \tag{2.2}
\end{equation*}
$$

We note that no differential operator involving the nuclear coordinates are present in Eq. 2.2, thus the equation depends only parametrically on $\boldsymbol{R}$. This means that the nuclear coordinates $\boldsymbol{R}$ determine the potential to be used in the solution of the Schrödinger equation, which involves only the electronic degrees of freedom. As the potential energy, the eigenvalue $E_{m}^{\text {ele }}$ of Eq. 2.2 depends on the nuclear coordinates, and determines the electronic potential energy in which the nuclei move. Starting from the fixed-nuclei equation, it is natural now to factorize the molecular wavefunction in two contributions, as follows:

$$
\begin{equation*}
\Psi_{m}(\boldsymbol{r}, \boldsymbol{R})=\phi_{\underline{m}}(\boldsymbol{r}, \boldsymbol{R}) \times \psi_{r(\underline{m})}(\boldsymbol{R}) \tag{2.3}
\end{equation*}
$$

where $\underline{m}$ labels the index of the electronic state and $r$ the nuclear one related to molecular state $m$. The nuclear wavefunction depend also on $\underline{m}$ since the potential in which the nuclei move changes with the electronic state. Using this factorization to solve Eq. 2.1, the following equation is obtained:

$$
\begin{equation*}
\left[\mathcal{T}_{\text {nuc }}+E_{\underline{m}}^{\mathrm{ele}}+\sum_{\underline{n} \neq \underline{m}} \Delta \mathcal{T}_{\underline{n}, \underline{m}}\right] \phi_{\underline{m}}(\boldsymbol{r}, \boldsymbol{R}) \psi_{r(\underline{m})}(\boldsymbol{R})=E_{\mathrm{mol}} \phi_{\underline{m} \underline{m}}(\boldsymbol{r}, \boldsymbol{R}) \psi_{r(\underline{m})}(\boldsymbol{R}) \tag{2.4}
\end{equation*}
$$

with, ${ }^{106}$

$$
\begin{equation*}
\Delta \mathcal{T}_{\underline{n}, \underline{m}}=\left\langle\phi_{\underline{n}}\right| \mathcal{T}_{\text {nuc }}\left|\phi_{\underline{m}}\right\rangle-\sum_{a=1}^{N_{\text {at }}} \sum_{\tau=x, y, z}\left\langle\phi_{\underline{n}}\right| \frac{\partial}{\partial R_{a \tau}}\left|\phi_{\underline{m}}\right\rangle \frac{\partial}{\partial R_{a \tau}} \tag{2.5}
\end{equation*}
$$

The coupling operators $\Delta \mathcal{T}_{\underline{n}, \underline{\underline{m}}}$, known as non-adiabatic couplings, are expressed as sum of two terms. The first one is the cross matrix element of the nuclear kinetic energy operator between the two electronic wavefunctions, and is non-null since both $\left|\phi_{\underline{m}}\right\rangle$ and $\left|\phi_{\underline{n}}\right\rangle$ depend on the nuclear coordinates $\boldsymbol{R}$. As a constant energy shift has no effects in the relative energies of the vibrational states, this first term can be neglected. This is not the case for the second term, which is proportional to the momentum associated to the $a$-th nuclear coordinate, and couples different electronic states. If non-adiabatic couplings are included in the Hamiltonian, it is not possible to solve a vibrational Schrödinger equation for each electronic state separately. Within the BO approximation, those terms are neglected, and Eq. 2.4 becomes, in this case,

$$
\begin{equation*}
\left[\mathcal{T}_{\text {nuc }}+\mathcal{V}_{\underline{m}}(\boldsymbol{R})\right] \psi_{r(\underline{m})}(\boldsymbol{R})=E_{\mathrm{mol}} \psi_{r(\underline{m})}(\boldsymbol{R}) \tag{2.6}
\end{equation*}
$$

where the potential operator $\mathcal{V}_{\underline{m}}(\boldsymbol{R})$ corresponds to the eigenvalue $E_{\underline{m}}^{\mathrm{ele}}$ of the electronic Hamiltonian, usually referred to as potential energy surface (PES). The previous equation does not involve couplings between different electronic states, thus can be separately solved for each PES.

### 2.1.2 Calculation of transition rates

The previous section introduced the general framework, based on the BornOppenheimer approximation, which will allow us to separate the molecular wavefunction in an electronic and in a nuclear parts. In the present section, we will discuss how external, time-dependent perturbations can induce transitions between molecular states. Here, we will consider a specific case, where the external perturbation is represented by the electromagnetic radiation. In the next chapters, other perturbations, such as the spin-orbit coupling or non-adiabatic effects, will be considered.
The theoretical framework introduced here relies on a semi-classical model, in which the light is treated in a classical way, while the molecule is treated at the quantum level. Interacting with the light introduces a time-dependent perturbation $\Delta \mathcal{H}(t)$ to the molecular Hamiltonian $\mathcal{H}_{\text {mol }}$ such that,

$$
\begin{equation*}
\mathcal{H}(t)=\mathcal{H}_{\mathrm{mol}}+\Delta \mathcal{H}(t) \tag{2.7}
\end{equation*}
$$

Treating the light as classical allows to express the light-matter interaction Hamiltonian $\Delta \mathcal{H}(t)$ as a classical multipolar expansion. By including only the two leading terms of this expansion, corresponding to the electric and magnetic dipole terms, $\Delta \mathcal{H}(t)$ can be expressed as,

$$
\begin{equation*}
\Delta \mathcal{H}=-\boldsymbol{\mu} \cdot \boldsymbol{E}(t)-\boldsymbol{m} \cdot \boldsymbol{B}(t) \tag{2.8}
\end{equation*}
$$

where $\boldsymbol{E}(t)$ and $\boldsymbol{B}(t)$ are the time-dependent electric and magnetic fields associated to the incident radiation. Additional terms could be included in the expansion given in Eq. 2.8, such as the interaction induced by the electric quadrupole moment, but those terms will not be considered for the moment, and their effect will be discussed later, when dealing with non-linear spectroscopies.
If the eigenfunctions $\Psi_{i}$ of the molecular Hamiltonian $\mathcal{H}_{\text {mol }}$ and the corresponding eigenvalues $E_{i}^{\mathrm{mol}}$ are known, the effect of the interaction term $\Delta \mathcal{H}(t)$ can be included a posteriori by first-order time-dependent perturbation theory. Because of the presence of this perturbation, the molecular levels $\Psi_{i}$ are not anymore stationary, and transitions between them are possible. The probability $p_{i f}(t)$ that a transition happens between two states $\Psi_{i}$ and $\Psi_{f}$ at time $t$ (where $t=0$ corresponds to the moment in which the perturbations starts) is given by the well-known Fermi golden rule; ${ }^{106}$

$$
\begin{equation*}
\left.p_{i f}(t)=\frac{1}{\hbar^{2}}\left|\int_{0}^{t} \mathrm{~d} t\left\langle\Psi_{f}\right| \Delta \mathcal{H}\right| \Psi_{i}\right\rangle\left.\right|^{2} \tag{2.9}
\end{equation*}
$$

In the following, we will assume that the incident light is a monochromatic electromagnetic wave with frequency equal to $\omega$, so that the electric field can be written as $\mathbf{E}=\mathbf{E}_{0} e^{i \omega t}$. Furthermore, the magnetic term will be neglected for the moment. By using the explicit expression for the electric field, it is possible to carry out the integral given in Eq. 2.9 to express the probability as,

$$
\begin{equation*}
\left.p_{i f}(t)=\frac{4 \pi}{3 \hbar^{2} c} I(\omega)\left|\left\langle\Psi_{f}\right| \boldsymbol{\mu}\right| \Psi_{i}\right\rangle\left.\right|^{2} t \delta\left(\omega_{i f}-\omega\right) \tag{2.10}
\end{equation*}
$$

where $I(\omega)$ is the intensity of the incident radiation and $\omega_{i f}=\left(E_{f}-E_{i}\right) / \hbar$. The previous equation shows that the transition probability is mainly determined by two quantities, the resonance frequency $\omega_{i f}$ and the transition dipole moment $\left\langle\Psi_{f}\right| \boldsymbol{\mu}\left|\Psi_{i}\right\rangle$. The presence of the Dirac delta function in Eq. 2.10 shows that transitions can occur only when the frequency of the incident light matches $\omega_{i f}$. If this condition is met, the rate is proportional to the modulus of the transition dipole moment. We note that the previous formulation can be easily generalized to support also the inclusion of the magnetic dipole moment (see Eq. 2.8), and the transition probability would be, in this case, proportional to the transition magnetic dipole moment $\left.\left|\left\langle\Psi_{f}\right| m\right| \Psi_{i}\right\rangle\left.\right|^{2}$. The constant factor would be the same as for the electric dipole moment, scaled by the fine-structure constant. Because of the presence of this term, the magnetic term is usually much smaller than the electric one, and is neglected in most cases. The successive correction is related to the quadrupole moment, and its contribution would be in this case proportional to the transition quadrupole moment $\left.\left|\left\langle\Psi_{m}\right| \boldsymbol{\Theta}\right| \Psi_{n}\right\rangle\left.\right|^{2}$.
In order to keep the derivation as general as possible, let us consider an arbitrary operator $\mathcal{O}$ and its integral between two molecular states, $\left|\Psi_{m}\right\rangle$ and $\left|\Psi_{n}\right\rangle$,

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{m n}=\frac{\left\langle\Psi_{m}\right| \mathcal{O}\left|\Psi_{n}\right\rangle}{\sqrt{\left\langle\Psi_{m} \mid \Psi_{m}\right\rangle\left\langle\Psi_{n} \mid \Psi_{n}\right\rangle}} \tag{2.11}
\end{equation*}
$$

where the normalization factor has been included to support also the case of non-orthogonal wavefunctions. The Born-Oppenheimer (BO) approximation can be used to simplify the previous equation. In fact, using the factorization given in Eq. 2.3, the previous integral can be rewritten as follows:

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{m n} \approx \frac{\left\langle\psi_{r(\underline{m})}\right|\left\langle\phi_{m}\right| \mathcal{O}\left|\phi_{n}\right\rangle\left|\psi_{s(\underline{n})}\right\rangle}{\sqrt{\left\langle\psi_{r(\underline{m})} \mid \psi_{r(\underline{m})}\right\rangle\left\langle\psi_{s(\underline{n})} \mid \psi_{s(\underline{n})}\right\rangle}} \tag{2.12}
\end{equation*}
$$

where the orthonormality of the electronic wavefunctions has been used to simplify the denominator. The nuclear contribution of Eq. 2.12 can be further simplified. First of all, even if the number of the nuclear coordinates $\boldsymbol{R}$ is equal to $3 N_{\text {at }}$, in absence of external perturbation the Hamiltonian is invariant by an overall translation of the molecule. In other words, the nuclear coordinates $\boldsymbol{R}$ can be separated in the 3 coordinates of the center of mass (CM) ( $\left.\boldsymbol{R}_{\mathrm{CM}}\right)$ and $3 N_{\mathrm{at}}-3$ coordinates relative to the center of mass. Since $\mathcal{H}_{\text {mol }}$ does not depend on $\boldsymbol{R}_{\mathrm{CM}}$, only contributions associated to the remaining coordinates can be considered.
A further simplification is obtained by considering that the potential is also invariant from rotations of the whole molecule. This condition is not trivially satisfied in all coordinate systems, at variance with the translational motion, but a particular set of reference axis has to be chosen. For a given molecular arrangement, this frame is the so-called Eckart frame $\left(f_{x}, f_{y}, f_{z}\right),{ }^{107,108}$ whose definition is presented, for example, in Ref. 109. By expressing the equilibrium geometry of the molecule within this frame $\left(\boldsymbol{R}_{\mathrm{Eck}}^{\mathrm{eq}}\right)$, and by defining as $\boldsymbol{d}$ the displacements from this equilibrium position, it is possible to show that the following equality holds:

$$
\begin{align*}
\sum_{a=1}^{N_{\mathrm{at}}} M_{i} \boldsymbol{d}_{a} & =0  \tag{2.13}\\
\sum_{a=1}^{N_{\mathrm{at}}} M_{i} \boldsymbol{R}_{\mathrm{Eck}, a}^{\mathrm{eq}} \times \boldsymbol{d}_{a} & =0
\end{align*}
$$

that are usually referred to as Eckart conditions. From the previous equation, it can be proven that the displacement vector $\boldsymbol{d}$ has no components along the overall rotation of the molecule. This means, in practice, that rotational effects are included in the definition of the Eckart frame, and displacements within this frame include only pure vibrational motions. By adopting this frame, translational and rotational components of the nuclear wavefunction can be factored out, so that only pure vibrational part is kept, which will be at the center of our discussion in the present thesis.
Within this framework, Eq. 2.11 becomes,

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{m n} \approx \frac{\left\langle\psi_{r(\underline{m})}^{v}\right|\left\langle\phi_{m}\right| \mathcal{O}\left|\phi_{n}\right\rangle\left|\psi_{s(\underline{n})}^{v}\right\rangle}{\sqrt{\left\langle\psi_{r(\underline{\underline{m}})}^{v} \mid \psi_{r(\underline{m})}^{v}\right\rangle\left\langle\psi_{s(\underline{n})}^{v} \mid \psi_{s(\underline{n})}^{v}\right\rangle}} \tag{2.14}
\end{equation*}
$$

where the same notation has been used for vibrational and nuclear states. Even if not explicitly indicated in the previous equation, the property $\hat{\mathcal{O}}$ depends both on the nuclear and on the electronic coordinate, thus the expectation value given in the previous equation cannot be, in general, simplified. While such a calculation becomes straightforward for vibrational spectroscopies, where only one electronic state is involved $\left(\left|\phi_{f}\right\rangle=\left|\phi_{i}\right\rangle\right)$, this is not the case for electronic spectroscopies since the initial and final vibrational states are generally expressed with different coordinate sets.
In the following, except if stated otherwise, we will assume that the property or quantity of interest and the associated electronic transition dipole moment $\left(\left\langle\phi_{m}\right| \mathcal{O}\left|\phi_{n}\right\rangle\right)$ are known, and will be noted $\mathcal{O}^{e}$.

### 2.2 PES and PS representation

### 2.2.1 Harmonic models

The BO approximation introduced in the previous section allows the decoupling of the electronic component of the molecular wavefunction from the nuclear one. Here, we will focus on the solution of the vibrational part of the Schrödinger equation,

$$
\begin{equation*}
\left[\mathcal{T}_{\text {nuc }}+\mathcal{V}_{\underline{m}}(\boldsymbol{x})\right] \psi_{r(\underline{m})}=E_{r(\underline{m})} \psi_{n(\underline{m})} \tag{2.15}
\end{equation*}
$$

where $\mathcal{V}_{\underline{m}}(\boldsymbol{x})$ is the PES of the $m$-th electronic state, obtained from the solution of Eq. 2.2. Unlike Eq. 2.6, where a general coordinate system $\boldsymbol{R}$ is used for the nuclear motion, in Eq. $2.15 \boldsymbol{x}$ label the Cartesian coordinates of the nuclei. The main issue associated to the solution of Eq. 2.15 is that no analytical formulas for $\mathcal{V}_{\underline{m}}(\boldsymbol{x})$ are known. For this reason, the potential energy surface (PES) is usually approximated as a Taylor expansion,

$$
\begin{align*}
\mathcal{V}_{\underline{m}}(\boldsymbol{x}) & =\mathcal{V}_{\underline{m}}\left(\boldsymbol{x}^{\mathrm{eq}}\right)+\sum_{a=1}^{N_{a \mathrm{t}}} \sum_{\tau=x, y, z}\left(\frac{\partial \mathcal{V}_{\underline{m}}}{\partial x_{a \tau}}\right)_{e q}\left(x_{a \tau}-x_{a \tau}^{\mathrm{eq}}\right) \\
& +\frac{1}{2} \sum_{a, b=1}^{N_{\text {at }}} \sum_{\tau, \rho=x, y, z}\left(\frac{\partial^{2} \mathcal{V}_{\underline{m}}}{\partial x_{a \tau} \partial x_{b \rho}}\right)_{\mathrm{eq}}\left(x_{a \tau}-x_{a \tau}^{\mathrm{eq}}\right)\left(x_{b \rho}-x_{b \rho}^{\mathrm{eq}}\right) \tag{2.16}
\end{align*}
$$

The constant term $\mathcal{V}_{\underline{m}}\left(\boldsymbol{x}^{\mathrm{eq}}\right)$ can be set to zero by taking the energy of the equilibrium geometry as a reference. At a minimum of the PES, the gradient is null, so also the second term is null. Thus, the first non-null term in the previous expansion is the second-order one. Eq. 2.16 can be used to rewrite the vibrational Schrödinger equation as,

$$
\begin{equation*}
\left(-\sum_{a=1}^{N_{\mathrm{at}}} \sum_{\tau=x, y, z} \frac{1}{2 M_{a}} \frac{\partial^{2}}{\partial x_{a \tau}^{2}}+\sum_{a, b=1}^{N_{\mathrm{at}}} \sum_{\tau, \rho=x, y, z} \frac{1}{2} H_{x, a \tau b \rho}^{m, e q} x_{a \tau} x_{b \rho}\right) \psi_{r(\underline{m})}=E_{r(\underline{m})} \psi_{r(\underline{m})} \tag{2.17}
\end{equation*}
$$

where $\boldsymbol{H}_{\boldsymbol{x}}^{\underline{m}, e q}$ is the Hessian matrix of the PES of the $\underline{m}$-th electronic state calculated at the equilibrium position $\boldsymbol{x}^{\text {eq }}$ expressed with respect to the Cartesian coordinates. For the sake of compactness, the superscript indicating the electronic state $m$ will be dropped out in the following. The form of the kinetic energy operator is simplified by introducing the mass-weighted Cartesian coordinates, defined as $X_{a \tau}=\sqrt{M_{a}}\left(x_{a \tau}-x_{a \tau}^{\mathrm{eq}}\right)$ or, in matrix notation, as $\boldsymbol{X}=\boldsymbol{M}^{1 / 2}\left(\boldsymbol{x}-\boldsymbol{x}^{\text {eq }}\right)$. Eq. 2.17 can be rewritten in terms of the $\boldsymbol{X}$ as,

$$
\begin{equation*}
\left(-\frac{1}{2} \sum_{a=1}^{N_{\text {at }}} \sum_{\tau=x, y, z} \frac{\partial^{2}}{\partial X_{a \tau}^{2}}+\frac{1}{2} \sum_{a, b=1}^{N_{\text {at }}} \sum_{\tau, \rho=x, y, z} H_{X, a \tau b \rho}^{e q} X_{a \tau} X_{b \rho}\right) \psi_{r(\underline{m})}=E_{r(\underline{m})} \psi_{r(\underline{m})} \tag{2.18}
\end{equation*}
$$

where $\mathbf{H}_{\boldsymbol{X}}^{e q}=\boldsymbol{M}^{1 / 2} \boldsymbol{H}_{x, i j}^{e q} \boldsymbol{M}^{1 / 2}$ is the Hessian matrix calculated with respect to the mass-weighted Cartesian. The Hessian of a function calculated in a minimum point is positive definite, and thus can be diagonalized by unitary transformation $\boldsymbol{L}$. The $\boldsymbol{L}$ matrix is defined such that $\boldsymbol{L}^{T} \boldsymbol{L}=\boldsymbol{I}$ and $\boldsymbol{L}^{T} \boldsymbol{H}_{\boldsymbol{X}}^{\text {eq }} \boldsymbol{L}=\boldsymbol{\Omega}^{2}$, where $\boldsymbol{\Omega}$ is the diagonal matrix of the eigenvalues. $\boldsymbol{L}$ defines a new set of coordinates, referred to as mass-weighted normal coordinates, in which the Hessian matrix is diagonal through the following relation:

$$
\begin{equation*}
\boldsymbol{Q}=\boldsymbol{L}^{T}\left(\boldsymbol{X}-\boldsymbol{X}^{e q}\right) \tag{2.19}
\end{equation*}
$$

The vibrational Hamiltonian given in Eq. 2.18 can be now rewritten in terms of the coordinates $\boldsymbol{Q}$. The kinetic energy operator is invariant under unitary transformation, and therefore does not change. The potential energy term becomes diagonal, as expressed in the following,

$$
\begin{equation*}
\sum_{i=1}^{N_{\text {vib }}}\left(-\frac{1}{2} \frac{\partial^{2}}{\partial Q_{i}^{2}}+\frac{1}{2} \omega_{i}^{2} Q_{i}^{2}\right) \psi_{r(\underline{m})}=E_{r(\underline{m})} \psi_{r(\underline{m})} \tag{2.20}
\end{equation*}
$$

where $\omega_{i}^{2}$ are the diagonal elements of the eigenvalue matrix $\Omega$. Let us recall that the eigenvalues of a positively definite matrix are positive, and thus the elements $\omega_{i}$ are all real. Eq. 2.20 shows that the vibrational Hamiltonian expressed in terms of the normal coordinates can be written as sum of $N_{\text {vib }}$ monodimensional operators $\mathcal{H}_{i}\left(Q_{i}\right)$ corresponding harmonic oscillators,

$$
\begin{equation*}
\mathcal{H}_{\mathrm{vib}}=\sum_{i=1}^{N_{\mathrm{vib}}}\left(-\frac{1}{2} \frac{\partial^{2}}{\partial Q_{i}^{2}}+\frac{1}{2} \omega_{i}^{2} Q_{i}^{2}\right) \tag{2.21}
\end{equation*}
$$

The methods for computing eigenvalues and eigenfunctions of the Hamiltonian give in Eq. 2.21 are well known. ${ }^{18}$ The eigenfunctions associated to the $i$-th mode, $\psi_{r(\underline{m})}^{(i), n}$, can be written as, ${ }^{106}$

$$
\begin{equation*}
\psi_{r(\underline{m})}^{(i), n}=\left(\frac{\sqrt{\omega_{i} / \hbar}}{2^{n} n!\sqrt{\pi}}\right)^{1 / 2} H_{n}\left(\omega_{i} / \hbar\right) \exp \left(-\frac{1}{2} \frac{\omega_{i}}{\hbar} Q_{i}^{2}\right) \tag{2.22}
\end{equation*}
$$

where $n$ is the vibrational quantum number of the state $\psi_{r(\underline{m})^{\prime}}^{(i), n}$ and $H_{n}$ is the $n$ th order Hermite polynomial. Furthermore, the eigenvalues can be expressed as,

$$
\begin{equation*}
E_{r(\underline{m})}^{(i), n_{i}}=\hbar \omega_{i}\left(n_{i}+\frac{1}{2}\right) \tag{2.23}
\end{equation*}
$$

The eigenvalues of Eq. 2.21 are the product of the eigenfunction of each monodimensional Hamiltonan, thus,

$$
\begin{equation*}
\psi_{r(\underline{m})}=\prod_{i=1}^{N_{\mathrm{vib}}} \psi_{r(\underline{m})}^{(i), n_{i}} \tag{2.24}
\end{equation*}
$$

Furthermore, the total vibrational energy $E_{v i b}$ is the sum of the energies of the single modes,

$$
\begin{equation*}
E_{v i b}=\sum_{i=1}^{3 N_{\mathrm{at}}} E_{r(\underline{(\underline{m})}}^{(i), n_{i}}=\sum_{i=1}^{3 N_{\mathrm{at}}} \hbar \omega_{i}\left(n_{i}+\frac{1}{2}\right) \tag{2.25}
\end{equation*}
$$

The previous equations can be easily derived within the bosonic secondquantization (SQ) algebra. ${ }^{110,111}$ For each mode, a couple of creation and annihilation operators is defined as follows:

$$
\begin{align*}
\hat{b}_{i} & =\sqrt{\frac{\omega_{i}}{2}} Q_{i}+\frac{i}{\sqrt{2 \omega_{i}}} P_{i} \\
\hat{b}_{i}^{\dagger} & =\sqrt{\frac{\omega_{i}}{2}} Q_{i}-\frac{i}{\sqrt{2 \omega_{i}}} P_{i} \tag{2.26}
\end{align*}
$$

where $\boldsymbol{P}_{i}$ is the conjugate momentum operator of $\boldsymbol{Q}_{i}$. The SQ operators obey the following rules:

$$
\begin{align*}
\hat{b}_{i}^{\dagger}\left|n_{1}, \ldots, n_{i}, \ldots, n_{L}\right\rangle & =\sqrt{n_{i}+1}\left|n_{1}, \ldots, n_{i}+1, \ldots, n_{L}\right\rangle  \tag{2.27}\\
\hat{b}_{i}\left|n_{1}, \ldots, n_{i}, \ldots, n_{L}\right\rangle & =\sqrt{n_{i}}\left|n_{1}, \ldots, n_{i}-1, \ldots, n_{L}\right\rangle
\end{align*}
$$

where $\left|n_{1}, \ldots n_{i}, \ldots, n_{L}\right\rangle$ is the occupation number vector (ONV) associated to the state where the quantum number of the $i$-th mode is $n_{i}$. Thus, in practice, operator $\hat{b}_{i}^{\dagger}$ increases by one the quantum number of the $i$-th mode, whereas $\hat{b}_{i}$ decreases it by one. In the following, a product of SQ operators will be referred to as "string". The second-quantized form of the Hamiltonian given in Eq. 2.21 can be readily obtained by replacing the position and the momentum operators by their SQ counterparts, and the final results is the following:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{vib}}=\sum_{i=1}^{N_{\mathrm{vib}}} \omega_{i}\left(\hat{b}_{i}^{\dagger} \hat{b}_{i}+\frac{1}{2}\right) \tag{2.28}
\end{equation*}
$$

Using the properties of the SQ creation/annihilation operators, it is easy to show that the eigenvalues of the vibrational Hamiltonian given in Eq. 2.28 are the ones of Eq. 2.25

### 2.2.2 Internal coordinates framework

The theory presented in the previous section holds for Cartesian coordinates. However, it is well-know, already from chemical intuition, that molecular vibrations are more accurately described in terms of internal coordinates. For example, molecular structures are expressed in terms of the so-called primitive internal coordinates (PICs), that are listed in the following:

- the bond lengths $r_{a b}$ bewteen atoms $a$ and $b$
- the valence angles $\alpha_{a b c}$ between the bonds $a-b$ and $b-c$
- the dihedral angles $\gamma_{a b c d}$ between the planes defined by $a-b-c$ and $b-c-d$

In order to extend the harmonic framework developed in the previous section to such set of coordinates, the force field in Cartesian coordinates must be converted to this new set. The first step needed to perform this transformation is the definition of a relation between the Cartesian coordinates $\boldsymbol{x}$ and the internal ones, referred to in the following as $s$. From pure geometrical considerations, it is easy to see that, for PICs, these relations are the following:

$$
\begin{align*}
r_{a b} & =\sqrt{\left(x_{b}-x_{a}\right)^{2}+\left(y_{b}-y_{a}\right)^{2}+\left(z_{b}-z_{a}\right)^{2}} \\
\cos \left(\alpha_{a b c}\right) & =\hat{\boldsymbol{r}}_{a b} \cdot \hat{\boldsymbol{r}}_{b c}  \tag{2.29}\\
\cos \left(\gamma_{i j k l}\right) & =\frac{\left(\hat{\boldsymbol{r}}_{a b} \times \hat{\boldsymbol{r}}_{b c}\right) \cdot\left(\hat{\boldsymbol{r}}_{b c} \times \hat{\boldsymbol{r}}_{c d}\right)}{\sin \left(\alpha_{a b c}\right) \sin \left(\alpha_{b c d}\right)}
\end{align*}
$$

where $\hat{\boldsymbol{r}}_{a b}=\left(\boldsymbol{r}_{a}-\boldsymbol{r}_{b}\right) /\left|\boldsymbol{r}_{a}-\boldsymbol{r}_{b}\right|$ is the unit vector joining atom $a$ to atom $b$. It is clear that the transformations given in Eq. 2.29 are non-linear functions of $\boldsymbol{r}_{a b}$, which in turns is also a non-linear function of the Cartesian coordinates of atoms $a$ and $b$. Instead of using directly Eq. 2.29, it is useful to approximate the relations given in Eq. 2.29 as a Taylor series,

$$
\begin{align*}
s_{i} & =\sum_{a=1}^{N_{\text {at }}} \sum_{\tau=x, y, z}\left(\frac{\partial s_{i}}{\partial x_{a \tau}}\right)_{\mathrm{eq}}\left(x_{j}-x_{j}^{\mathrm{eq}}\right) \\
& +\sum_{a, b=1}^{N_{\text {at }}} \sum_{\tau, \rho=x, y, z}\left(\frac{\partial^{2} s_{i}}{\partial x_{a \tau} \partial x_{b \rho}}\right)\left(x_{a \tau}-x_{a \tau}^{\mathrm{eq}}\right)\left(x_{b \rho}-x_{b \rho}^{\mathrm{eq}}\right)+\mathcal{O}\left(|\boldsymbol{x}|^{2}\right) \tag{2.30}
\end{align*}
$$

where the value of the internal coordinates at the equilibrium position is assumed to be equal to zero. The expansion given in Eq. 2.30 has been truncated to the second order, since, as will be discussed in the following, only first- and second-order terms are needed for the harmonic frequencies. The
matrix containing the first order derivatives $\left(\partial s_{i} / \partial x_{a \tau}\right)_{\text {eq }}$ (i.e. the Jacobian of the transformation between the two sets of coordinates) is usually referred to as the Wilson $\boldsymbol{B}$ matrix, and the tensor with the second derivatives as Wilson $\boldsymbol{B}$ matrix derivatives, $\boldsymbol{B}^{\prime}$,

$$
\begin{equation*}
B_{i a}=\left(\frac{\partial s_{i}}{\partial x_{a}}\right)_{\mathrm{eq}} \quad B_{i a b}^{\prime}=\left(\frac{\partial s_{i}}{\partial x_{k} \partial x_{k}}\right)_{\mathrm{eq}} \tag{2.31}
\end{equation*}
$$

We note that the $\boldsymbol{B}^{\prime}$ tensor is symmetric under permutation of the two lower indexes ( $a$ and $b$ in Eq. 2.31), whereas $\boldsymbol{B}$ is not symmetric. In general, the Wilson $\boldsymbol{B}$ matrix is not even square, since the number of internal coordinates $N_{s}$ can be different from $3 N_{\mathrm{at}}$. If $N_{s}=N_{\text {vib }}$ and all the internal coordinates are linearly independent, the set is defined non-redundant, otherwise redundant. For example, in a planar, tricoordinated center, if two out of three valence angles are known, the third one is defined univocally. Thus, if all the three valence angles are included in the internal coordinate set, the resulting set will be redundant. This is a peculiarity of internal coordinates, whose definition, unlike the one of Cartesian coordinates, is not unique for a given molecular topology. The problem of building a non-redundant set of internal coordinates will be discussed in more detail in the next section. Here, we will assume that a non-redundant set of internal coordinates is available.
For a non-redundant set of internal coordinates, $\boldsymbol{B}$ is a $N_{s} \times 3 N_{\text {at }}$ rectangular matrix. Thus, the transformation between the $\boldsymbol{x}$ and $\boldsymbol{s}$ sets of coordinates not invertible, making the conversion of the force-field not trivial. To obtain a square $\boldsymbol{B}$ matrix, it is necessary to include the coordinates describing the overall rotations and translations. Following the procedure proposed by Page and co-workers, ${ }^{78}$ the three coordinates are obtained from the expression of an infinitesimal displacement of the center of mass of the molecule:

$$
\begin{equation*}
d x_{\mathrm{CM}}=\sum_{a=1}^{N_{\mathrm{at}}} M_{a} d x_{a} \quad d y_{\mathrm{CM}}=\sum_{a=1}^{N_{\mathrm{at}}} M_{a} d y_{a} \quad d z_{\mathrm{CM}}=\sum_{a=1}^{N_{\text {at }}} M_{a} d z_{a} \tag{2.32}
\end{equation*}
$$

Analogously, infinitesimal overall rotation of the molecule can be expressed as,

$$
\begin{align*}
& d s_{\mathrm{rot}}^{x}=\sum_{a=1}^{N_{\text {at }}}\left(\sqrt{M_{a}} y_{a} d z_{a}-z_{a} d y_{a}\right) \\
& d s_{\mathrm{rot}}^{y}=\sum_{a=1}^{N_{\text {at }}}\left(\sqrt{M_{a}} z_{a} d x_{a}-x_{a} d z_{a}\right)  \tag{2.33}\\
& d s_{\mathrm{rot}}^{z}=\sum_{a=1}^{N_{\text {at }}}\left(\sqrt{M_{a}} x_{a} d y_{a}-y_{a} d x_{a}\right)
\end{align*}
$$

The coordinates given in Eqs. 2.32 and 2.33 are expressed as infinitesimal, and thus the calculation of the derivatives with respect to the Cartesian coordinates (i.e. of the elements of $\boldsymbol{B}$ ) is trivial. The transformation between the
force constants in Cartesian and internal coordinates is obtained by substituting in the Taylor expansion given in Eq. 2.16 the expression given in Eq. 2.30. The relation between the gradient vector and the Hessian matrix in the two representations is the following, ${ }^{112,113}$

$$
\begin{align*}
\boldsymbol{g}_{\boldsymbol{x}} & =\boldsymbol{B}_{\mathrm{F}}^{T} \boldsymbol{g}_{\boldsymbol{s}}  \tag{2.34}\\
\boldsymbol{H}_{\boldsymbol{x}} & =\boldsymbol{B}_{\mathrm{F}}^{T} \boldsymbol{H}_{\boldsymbol{s}} \boldsymbol{B}_{\mathrm{F}}+\boldsymbol{B}_{\mathrm{F}}^{\prime T} \boldsymbol{g}_{\boldsymbol{s}}
\end{align*}
$$

where the multiplication between the $\boldsymbol{B}^{\prime}$ tensor and the gradient in internal coordinates $\boldsymbol{g}_{\boldsymbol{s}}$ is performed by contracting the index associated to the internal coordinate set ( $i$ in Eq. 2.31). Furthermore, the $F$ subscript indicates that the $\boldsymbol{B}$ matrix is computed from the full, $3 N_{\mathrm{at}}$-dimensional set of coordinates, thus including rotational and translational coordinates. We note that no truncation of the Taylor expansion given in Eq. 2.30 is assumed in the derivation of Eq. 2.34. The conversion of the gradient is equivalent to keeping only the first-order term in Eq. 2.30, thus neglecting the non-linearity in the transformation between the two sets of coordinates. This is however not the case for the Hessian matrix, since, by keeping only first order terms, only the first term of Eq. 2.34 would be obtained. The second term, which arises from the non-linearity of the coordinates system, is null only at stationary points of the PES, where $\boldsymbol{g}_{\boldsymbol{s}}=\mathbf{0}$. In Ref. 113 it has been noted that this additional, gradient term makes the derivatives, as computed with Eq. 2.34, non-covariant. However, it has been shown ${ }^{112,114,115}$ that the inclusion of this second term improves the description of the PES, and thus Eq. 2.34 will be employed in the present work.
It is worth noting that, in electronic structure calculations, the gradient and the Hessian are, in most cases, computed in Cartesian coordinates, and then converted to the internal representation. Thus, the inverse of Eq. 2.34 is used in practice:

$$
\begin{align*}
\boldsymbol{g}_{\boldsymbol{s}} & =\left\{\boldsymbol{B}_{\mathrm{F}}^{T}\right\}^{-1} \boldsymbol{g}_{\boldsymbol{s}} \\
\boldsymbol{H}_{\boldsymbol{s}} & =\left\{\boldsymbol{B}_{\mathrm{F}}^{T}\right\}^{-1}\left[\boldsymbol{H}_{\boldsymbol{x}}-\boldsymbol{B}_{\mathrm{F}}^{\prime T}\left\{\boldsymbol{B}_{\mathrm{F}}^{T}\right\}^{-1} \boldsymbol{g}_{\boldsymbol{x}}\right] \boldsymbol{B}_{\mathrm{F}}^{-1} \tag{2.35}
\end{align*}
$$

As stated above, in the present thesis we will focus mainly on molecular vibrations, thus neglecting any effect associated to the overall translations and rotations of the molecule. For this reason, it is more suitable to express Eq. 2.34 using the non-redundant $\boldsymbol{B}$ matrix, with dimensions $N_{s} \times 3 N_{\text {at }}$, referred in the following as $\boldsymbol{B}_{\mathrm{NR}}$ :

$$
\begin{align*}
\boldsymbol{g}_{\boldsymbol{x}}^{\mathrm{NR}} & =\boldsymbol{B}_{\mathrm{NR}}{ }^{T} \boldsymbol{g}_{\boldsymbol{s}} \\
\boldsymbol{H}_{\boldsymbol{x}}^{\mathrm{NR}} & =\boldsymbol{B}_{\mathrm{NR}}{ }^{T} \boldsymbol{H}_{\boldsymbol{s}} \boldsymbol{B}_{\mathrm{NR}}+\boldsymbol{B}_{\mathrm{NR}}^{\prime}{ }^{T} \boldsymbol{g}_{\boldsymbol{s}} \tag{2.36}
\end{align*}
$$

where non-redundant quantities are labeled with a NR superscript. As noted in Ref. 113, the Cartesian Hessian matrices obtained from Eqs. 2.34 and 2.36 differ when evaluated in a non-stationary point. Indeed, at non-stationary points, the Hessian matrix given in Eq. 2.34 has only 3 null eigenvalues, meaning that its rank is $3 N_{\text {at }}-3$, since overall rotations couple with the vibrational motion, and thus have non-null harmonic frequency. However,
since both $\boldsymbol{B}_{\mathrm{NR}}$ and $\boldsymbol{H}_{s}$ have rank $3 N_{\text {at }}-6$, the Hessian matrix in Cartesian coordinates computed with Eq. 2.36 will have rank $3 N_{\text {at }}-6$ too, thus differing from the one in Eq. 2.34. The reason of this difference is that, in practice, in Eq. 2.36 rotations and translations are implicitly removed by projection. The relations given in Eq. 2.36 can be inverted using the Moore-Penrose pseudoinverse of $\left\{\boldsymbol{B}_{\mathrm{NR}}{ }^{T}\right\}^{+}$of $\boldsymbol{B}_{\mathrm{NR}}^{T}$, defined as: ${ }^{113,116}$

$$
\begin{equation*}
\left\{\boldsymbol{B}_{\mathrm{NR}}^{T}\right\}^{+}=\left(\boldsymbol{B}_{\mathrm{NR}} \boldsymbol{U} \boldsymbol{B}_{\mathrm{NR}}^{T}\right)^{-1} \boldsymbol{B}_{\mathrm{NR}} \boldsymbol{U} \tag{2.37}
\end{equation*}
$$

where $\boldsymbol{U}$ is an arbitrary, $3 N_{\mathrm{at}} \times 3 N_{\mathrm{at}}$ diagonal matrix and $\left\{\boldsymbol{B}_{\mathrm{NR}}{ }^{T}\right\}^{+} \boldsymbol{B}_{\mathrm{NR}}^{T}=\boldsymbol{I}$. The inverse of Eq. 2.36 reads,

$$
\begin{align*}
\boldsymbol{g}_{\boldsymbol{s}} & =\left\{\boldsymbol{B}_{\mathrm{NR}}^{T}\right\}^{+} \boldsymbol{g}_{\boldsymbol{x}}^{\mathrm{NR}} \\
\boldsymbol{H}_{\boldsymbol{s}} & =\left\{\boldsymbol{B}_{\mathrm{NR}}^{T}\right\}^{+}\left(\boldsymbol{H}_{\boldsymbol{x}}^{\mathrm{NR}}-\boldsymbol{B}_{\mathrm{NR}}^{\prime}\left\{\boldsymbol{B}_{\mathrm{NR}}{ }^{T}\right\}^{+} \boldsymbol{g}_{\boldsymbol{x}}^{\mathrm{NR}}\right) \boldsymbol{B}_{\mathrm{NR}}{ }^{+} \tag{2.38}
\end{align*}
$$

Again, the gradient and Hessian computed from Eq. 2.35 are different from the ones given in Eq. 2.38, since all the quantities are $N_{s}$-dimensional. However, the latter formulation is better suited for the study of vibrational problems, since provides an Hessian with the correct rank ( $N_{\text {vib }}$ ) even for nonstationary points. On the contrary, Eq. 2.35 defines an Hessian, where residual vibro-rotational couplings are present. However, to compute $\boldsymbol{g}_{\boldsymbol{s}}$ and $\boldsymbol{H}_{\boldsymbol{s}}$ from Eq. 2.38, the projected quantities $\overline{\boldsymbol{g}}_{\boldsymbol{x}}$ and $\overline{\boldsymbol{H}}_{\boldsymbol{x}}$ must be obtained from their non-projected counterpart, $\boldsymbol{g}_{\boldsymbol{x}}$ and $\boldsymbol{H}_{\boldsymbol{x}}$. This step can be done by noting that the former matrices contain the pure vibrational contributions of the latter. Using the theory of the Moore-Penrose pseudoinverse, ${ }^{116}$ it is possible to prove that the projector onto the rank of $\boldsymbol{B}_{\mathrm{NR}}$ can be expressed as,

$$
\begin{equation*}
\boldsymbol{P}_{\mathrm{NR}}=\boldsymbol{B}_{\mathrm{NR}}{ }^{+} \boldsymbol{B}_{\mathrm{NR}} \tag{2.39}
\end{equation*}
$$

Using the definition given in the previous equation, the following relations are obtained: ${ }^{113,117}$

$$
\begin{align*}
\boldsymbol{g}_{\boldsymbol{x}} \mathrm{NR} & =\boldsymbol{P}_{\mathrm{NR}}{ }^{T} \boldsymbol{g}_{\boldsymbol{x}} \\
\boldsymbol{H}_{\boldsymbol{x}}{ }^{\mathrm{NR}} & =\boldsymbol{P}_{\mathrm{NR}}{ }^{T} \boldsymbol{H}_{\boldsymbol{x}} \boldsymbol{P}_{\mathrm{NR}} \tag{2.40}
\end{align*}
$$

Thus, the gradient and the Hessian in internal coordinates are obtained by combining Eqs. 2.38 and 2.40. To conclude, we note that several approaches for computing the force constants by using directly redundant internal coordinates (such as PICs), have been proposed. ${ }^{115,118,119}$ The main advantage of those approaches is that the extraction of a non-redundant subset of internal coordinates is avoided, therefore making the simulations on systems characterized by a complex topology simpler. However, a major drawback is that a force field in redundant internal coordinates contains more parameter than the one in Cartesian coordinates. Thus, the transformation of the forcefield from the latter to the former representation is not unique, and prone to arbitrariness. Again, this issue is usually solved by employing the MoorePenrose pseudoinverse of the redundant $\boldsymbol{B}$ matrix $\left(\boldsymbol{B}_{\mathrm{R}}\right)$ to perform the transformation given in Eq. 2.38. However, the relations reported in Eq. 2.38 are
exact, for full-rank matrices (i.e. the rows are linearly independent) as $\boldsymbol{B}_{\mathrm{NR}}$, thus $\boldsymbol{B}_{\mathrm{NR}}{ }^{+} \boldsymbol{B}_{\mathrm{NR}}=\boldsymbol{I}$. On the contrary, $\boldsymbol{B}_{\mathrm{R}}$ is not full-rank if calculated for a redundant set of coordinates, since linear dependences are present amongst its rows by definition, and in those cases $\boldsymbol{B}_{\mathrm{NR}}{ }^{+} \boldsymbol{B}_{\mathrm{NR}} \neq \boldsymbol{I}$. However, the Moore-Penrose pseudoinverse provides the best approximation for the inverse matrix, in a least-squares sense. As has been discussed in detail in Ref. 120, a direct use of redundant coordinates is equivalent to extracting the non-redundant set of coordinates by Singular Value Decomposition (SVD) of $\boldsymbol{B}_{\mathrm{R}}$. For geometry optimizations, where the non-redundant set of coordinates is computed at each step, there is a computational advantage in the use of redundant set of coordinates. ${ }^{112,115}$ However, for spectroscopy, where a single geometry is relevant, there is no advantage in using directly redundant internal coordinates. For this reason, in the following, all the theoretical derivations will hold for a non-redundant set of internal coordinates.
The theory developed up to this point supports also the definition of harmonic PESs in internal coordinates. However, the use of curvilinear coordinates modifies the definition for the kinetic energy operator $\mathcal{T}$. The correct expression has been widely discussed in the literature, ${ }^{121,122}$ with its most common form being,

$$
\begin{equation*}
\mathcal{T}=-\frac{\hbar^{2}}{2} \sum_{i, j=1}^{N_{s}} g^{1 / 4} \frac{\partial}{\partial s_{i}} g^{-1 / 2} G_{i j} \frac{\partial}{\partial s_{j}} g^{1 / 4} \tag{2.41}
\end{equation*}
$$

where Wilson $G$ matrix is defined as follows,

$$
\begin{equation*}
G_{i j}=\sum_{a=1}^{N_{\text {at }}} \sum_{\tau=x, y, z} \frac{1}{M_{a}}\left(\frac{\partial s_{i}}{\partial x_{a \tau}}\right)_{e q}\left(\frac{\partial s_{j}}{\partial x_{a \tau}}\right)_{e q}=\sum_{a=1}^{N_{\text {at }}} \sum_{\tau=x, y, z} \frac{B_{i a \tau} B_{j a \tau}}{M_{a}} \tag{2.42}
\end{equation*}
$$

and $g=\operatorname{det}(\boldsymbol{G})$. The Wilson $\boldsymbol{G}$ matrix is a function of $s$, and thus the expansion of the derivatives in Eq. 2.41 would lead to terms involving the first and second derivatives of $\boldsymbol{G}$. However, as a first approximation, the dependence of $G$ on $s$ can be neglected. Under this approximation, $g$ is constant and G can be approximated with its value at the reference geometry (usually the equilibrium one). In this case, Eq. 2.41 becomes,

$$
\begin{equation*}
\mathcal{T}=-\frac{\hbar^{2}}{2} \sum_{i, j=1}^{N} G_{i j} \frac{\partial^{2}}{\partial s_{i} \partial s_{j}} \tag{2.43}
\end{equation*}
$$

$\boldsymbol{G}$ and $\boldsymbol{H}_{s}$, also known as as Wilson $\boldsymbol{F}$ matrix, are the two quantities needed to obtain harmonic frequencies and normal modes in terms of curvilinear coordinates through the so-called Wilson GF method. ${ }^{18}$ As shown by Wilson, ${ }^{18}$ the normal modes in internal coordinates are the eigenvectors of the $\boldsymbol{G} \boldsymbol{H}_{\boldsymbol{s}}$ matrix:

$$
\begin{equation*}
G H_{s} L_{s}=L_{s} \Lambda \tag{2.44}
\end{equation*}
$$

At variance with the Cartesian coordinate case, the normal modes obtained from internal coordinates are eigenvectors of a non-symmetric matrix, and
therefore are not orthogonal. However, as proven by Miyazawa ${ }^{123}$, it is possible to recast Eq. 2.44 in a symmetric form as,

$$
\begin{align*}
\boldsymbol{G}^{1 / 2} \boldsymbol{G}^{1 / 2} \boldsymbol{H}_{s} \boldsymbol{G}^{1 / 2} \boldsymbol{G}^{-1 / 2} \boldsymbol{L}_{s} & =\boldsymbol{L}_{s} \boldsymbol{\Lambda} \\
\left(\boldsymbol{G}^{1 / 2} \boldsymbol{H}_{s} \boldsymbol{G}^{1 / 2}\right) \boldsymbol{G}^{-1 / 2} \boldsymbol{L}_{s} & =\boldsymbol{G}^{-1 / 2} \boldsymbol{L}_{s} \boldsymbol{\Lambda} \tag{2.45}
\end{align*}
$$

Here, the columns of $\boldsymbol{G}^{-1 / 2} \boldsymbol{L}_{s}$ are the eigenvectors of a symmetric matrix, namely $\boldsymbol{G}^{1 / 2} \boldsymbol{H}_{s} \boldsymbol{G}^{1 / 2}$, and therefore are orthogonal. Thus, the orthogonality constraint for the $L_{s}$ reads,

$$
\begin{equation*}
\boldsymbol{L}_{s}^{T} \boldsymbol{G}^{-1} \boldsymbol{L}_{s}=\boldsymbol{I} \tag{2.46}
\end{equation*}
$$

### 2.2.3 Selection of the non-redundant internal coordinates

The theoretical framework presented in the previous paragraph holds for a non-redundant set of internal coordinates. However, for a given molecule and molecular topology, the definition of such set is neither univocal nor straightforward. In this section, several algorithms for the definition of a nonredundant set of coordinates, already employed for geometry optimization schemes, ${ }^{24}$ will be presented and compared.
All the algorithms that will be presented builds the non-redundant set of coordinates as linear combinations of primitive internal coordinates (PICs). In order to define unambiguously PICs, a threshold $\delta_{i j}$ must be set and two atoms $i$ and $j$ are connected if and only if $\left|r_{i}-r_{j}\right| \leq \delta_{i j}$. The bond connectivity defines unambiguously both valence and dihedral angles. The nonredundant set of coordinates, referred to as $s$, can thus be expressed in terms of the PICs $s_{\text {PIC }}$ as follows:

$$
\begin{equation*}
s_{i}=\sum_{j=1}^{N_{\mathrm{PIC}}} A_{i j} s_{\mathrm{PIC}, j} \tag{2.47}
\end{equation*}
$$

The definition of matrix $\boldsymbol{A}$ changes with the algorithm used to define the nonredundant coordinates. The first method is based on the so-called delocalized internal coordinates (DICs), which are becoming the most used coordinates in geometry optimizations. ${ }^{15,120}$ The algorithm used to generate the DICs is based on the singular value decomposition (SVD) to determine the range and the null space of $\boldsymbol{B}_{\mathrm{R}}$. The SVD of $\boldsymbol{B}_{\mathrm{R}}$ is obtained as,

$$
\begin{equation*}
\boldsymbol{B}_{R}=\boldsymbol{U} \boldsymbol{\Lambda} \boldsymbol{V}^{\dagger} \tag{2.48}
\end{equation*}
$$

where $\mathbf{U}$ and $\mathbf{V}$ are $N_{\text {PIC }} \times N_{\text {PIC }}$ and $3 N_{\text {at }} \times 3 N_{\text {at }}$ square matrices, respectively, whereas $\Lambda$ is a rectangular diagonal matrix (only the elements $\Lambda_{i i}$ of $\Lambda$ are different from zero). The number of non-null elements of $\Lambda$ is equal to the rank of $\mathbf{B}$, which is, in turn, equal to the number of vibrational degrees of freedom of the molecule for a complete set of internal coordinates. From the definition of SVD ${ }^{124}$ it follows that the columns of $\mathbf{U}$ corresponding to nonzero diagonal elements of $\boldsymbol{\Lambda}$ span the rank of $\mathbf{B}$. Thus, DICs are defined as,

$$
\begin{equation*}
s_{\mathrm{DIC}, i}=\sum_{j=1}^{N_{\mathrm{PIC}}} U_{i j}^{\prime} s_{\mathrm{PIC}, j} \tag{2.49}
\end{equation*}
$$

where $\mathbf{U}^{\prime}$ is a $N_{\text {vib }} \times N_{\text {PIC }}$ matrix containing only the columns of $\mathbf{U}$ corresponding to non-null singular values. This set of internal coordinates has been introduced by Baker and co-workers ${ }^{120}$ and is usually referred to as delocalized, since it includes linear combinations of internal coordinates of different types localized on different portions of the molecule. When applied to geometry optimization algorithms, DICs are nearly equivalent to redundant internal coordinates. In fact, when geometry optimizations are performed using redundant internal coordinates, the pseudo-inverse of the redundant Wilson matrix B is calculated by means of SVD for each step of the optimization procedure, and this is equivalent to the calculation of DICs at every step. Conversely, for spectroscopy, DICs are calculated only once, taking a single geometry (usually the equilibrium structure of an electronic state) as a reference.
A major limitation of DICs is that every coordinate is treated on the same footing as the others. For this reason, different types of coordinates will be combined in the linear combination defining the non-redundant set (see Eq. 2.47). Different methods have been proposed to avoid the mixing of coordinates of different types. Amongst them, let us recall the so-called weighted internal coordinates (WICs), introduced by Lindh ${ }^{125}$, where the redundant Wilson matrix $\boldsymbol{B}_{\mathrm{R}}$ is scaled by a square, $N_{\text {PIC }} \times N_{\text {PIC }}$ weight matrix $\boldsymbol{W}$ before identifying the redundancies. Thus, the non-redundant set of coordinates is obtained from the SVD of $\boldsymbol{W} \boldsymbol{B}_{\mathrm{R}}$. The final set of non-redundant internal coordinates changes with $\boldsymbol{W}$ since PICs associated to elements of $\boldsymbol{W}$ of significantly different orders of magnitude are not mixed. Even if in the original formulation of Lindh, $\boldsymbol{W}$ is an approximation of the exact energy Hessian of the molecule, ${ }^{126}$ a simpler but still effective procedure has been proposed more recently by Swart, ${ }^{127}$ where $\boldsymbol{W}$ is a diagonal matrix whose elements are expressed in terms of the bond order $\rho_{a b}$ of the atoms involved in the internal coordinate,

$$
\begin{equation*}
\rho_{a b}=e^{-\left[\left(r_{a b} / C_{a b}\right)-1\right]} \tag{2.50}
\end{equation*}
$$

where $r_{a b}$ is the distance between the $a$-th and the $b$-th atom and $C_{a b}$ is the sum of their covalent radii. Then, the diagonal elements of $\boldsymbol{W}$ are calculated using the following relations,

$$
\begin{align*}
W_{\text {bond }} & =\rho_{a b} \\
W_{\text {angle }} & =\left(\rho_{a b} \rho_{b c}\right)^{1 / 2}\left[f+(1-f) \sin \theta_{a b c}\right]  \tag{2.51}\\
W_{\text {dihed }} & =\left(\rho_{a b} \rho_{b c} \rho_{c d}\right)^{1 / 2}\left[f+(1-f) \sin \theta_{a b c}\right]\left[f+(1-f) \sin \theta_{b c d}\right]
\end{align*}
$$

where the first expression given in Eq. 2.51 is used for each bond between atoms $a$ and $b$, the second one is used for each angle between atoms $a, b$ and
$c$, where $b$ is the central atom, and the third equation is used for each dihedral angle between atoms $a, b, c, d$, where the bond between atoms $b$ and $c$ is the central bond. $f$ is a fixed parameter, set to 0.12 in the original work of Swart. ${ }^{127}$ For the sake of completeness, let us recall that using WICs, a smooth delocalization of the internal coordinates is obtained. The mixing between coordinates of different types cannot be minimized by calculating the SVD of $\boldsymbol{B}_{\mathrm{R}}$ separately for different types of coordinates, since this procedure may produce an incorrect number of non redundant internal coordinates. ${ }^{128}$ This happens, for example, if the redundancies couple different types of PICs, such as for molecules containing cyclic structures.
Both DICs and WICs give the correct number of non-redundant internal coordinates, except when separate, non-bonded fragments are present in the system under investigation. However, in this case, for each pair of fragments a bond between the two nearest atoms can be added to overcome this problem.
Even if the use of WICs limits the mixing of PICs of different types, the nonredundant internal coordinates may be still delocalized on different portions of the molecule. This drawback may be overcome by employing the socalled Natural Internal Coordinates (NICs), introduced by Pulay. ${ }^{129,130}$ NICs are built as linear combinations of PICs localized on the same atom, built based on the local molecular symmetry. Even if NICs minimize the couplings between different coordinates both at the harmonic and at the anharmonic level, they are ill-suited for a general implementation since they are not defined for every atom type and for each molecular topology. In the following, a generalized procedure to build Natural Internal Coordinates will be presented, based on the procedure recently proposed by Arnim and coworkers ${ }^{131}$ and supporting any molecular topology. We will refer to this set of coordinates as generalized natural internal coordinates (GNICs). Unlike the original formulation of Arnim, ${ }^{131}$ here the PICs are divided in the following subsets:

1. all bond lengths are included in the same set
2. for each non-terminal atom, a separate set is built, including all the valence angles (and possibly out-of-planes) centered on this atom
3. for each bond between non-terminal atoms, a separate set is built including all the dihedral angles centered around this bond

We will refer to the $\boldsymbol{B}$ matrix of the $i$-th set of PICs as $\boldsymbol{B}^{(i)}$, and to its SVD
 is the number of primitive internal coordinates of the $i$-th group, while $\boldsymbol{U}^{(i)}$ and $\boldsymbol{V}^{(i)}$ are $N^{(i)} \times N^{(i)}$ and $3 N_{\text {at }} \times 3 N_{\text {at }}$ orthogonal matrices, respectively. The complete procedure to generate GNICs is given below:

- the first set of internal coordinates, including all bond lengths, is built, and the SVD of the corresponding Wilson matrix $\mathbf{B}^{(1)}$ is computed. If this set of coordinates is non-redundant (every singular value is nonnull) the PICs of the first group $s^{(1)}$ are included in the GNICs set. On
the other hand, if some of the singular values are null, a non-redundant subset $\boldsymbol{s}^{(1)^{\prime}}$ can be defined as follows:

$$
\begin{equation*}
\boldsymbol{s}^{(1)^{\prime}}=\boldsymbol{U}^{(1)^{\prime}} \boldsymbol{s}^{(1)} \tag{2.52}
\end{equation*}
$$

where $\boldsymbol{U}^{(1)^{\prime}}$ is built from $\boldsymbol{U}^{(1)}$ by neglecting the rows corresponding to non-zero singular values.

- the coordinates of the second set $s^{(2)}$ must be orthogonalized to $\mathbf{s}^{(1)^{\prime}}$ before identifying the redundancies, otherwise the final number of nonredundant coordinates will be incorrect. As in the original formulation of Arnim, ${ }^{131}$ a Gram-Schmidt procedure is employed here to perform this projection step. Democratic orthogonalization schemes, like the one derived from the SVD, are not appealing in this context, since they might mix coordinates of $s^{(1)^{\prime}}$ and $s^{(2)}$, whereas the use of sequential algorithms, like the Gram-Schmidt procedure, avoids this problem. The Wilson $B$ matrix for the coordinates of the second set, after the orthogonalization, (referred to as $\boldsymbol{B}_{\mathrm{ort}}^{(2)}$ ), can be expressed as follows:

$$
\begin{equation*}
\boldsymbol{B}_{\mathrm{ort}, i}^{(2)}=\boldsymbol{B}_{i}^{(2)}-\sum_{j=1}^{N^{(1)}} \frac{\left\{\boldsymbol{B}_{i}^{(2)}\right\}^{T} \boldsymbol{B}_{\mathrm{ort}, j}^{(1)}}{\left\{\boldsymbol{B}_{\mathrm{ort}, j}^{(1)}\right\}^{T} \boldsymbol{B}_{\mathrm{ort}, j}^{(1)}} \boldsymbol{B}_{\mathrm{ort}, j}^{(1)} \tag{2.53}
\end{equation*}
$$

where $\boldsymbol{B}_{\text {ort }, j}^{(1)}$ is the $j$-th row of $\boldsymbol{B}_{\text {ort }}^{(1)}$ and $\boldsymbol{B}_{i}^{(2)}$ is the $i$-th row of $\boldsymbol{B}^{(2)}$. Even if Eq. 2.53 holds only for the linearized approximation of the internal coordinates, it can be used to define the orthogonalized coordinates of the second set $s_{\text {ort }}^{(2)}$ :

$$
\begin{equation*}
s_{\mathrm{ort}, i}^{(2)}=s_{i}^{(2)}-\sum_{j=1}^{N^{(1)}} \frac{\left\{\boldsymbol{B}_{i}^{(2)}\right\}^{T} \boldsymbol{B}_{\mathrm{or} t, j}^{(1)}}{\left\{\boldsymbol{B}_{\mathrm{ort}, j}^{(1)}\right\}^{T} \boldsymbol{B}_{\mathrm{ort}, j}^{(1)}} s_{j}^{(1)} \tag{2.54}
\end{equation*}
$$

Finally, the SVD of $\boldsymbol{B}_{\text {ort }}^{(2)}$ is used to define the non-redundant subset of coordinates $s^{(2)^{\prime}}$ as,

$$
\begin{align*}
s_{j}^{(2)^{\prime}} & =\sum_{i=1}^{N^{(2)}} U_{i j}^{(2)^{\prime}} s_{i, \mathrm{ort}}^{(2)} \\
& =\sum_{i=1}^{N^{(2)}} U_{i j}^{(2)^{\prime}}\left(s_{i}^{(2)}-\sum_{k=1}^{N^{(1)}} U_{i j} \frac{\left\{\boldsymbol{B}_{i}^{(2)}\right\}^{T} \boldsymbol{B}_{\mathrm{ort}, k}^{(1)}}{\left\{\boldsymbol{B}_{\mathrm{ort}, k}^{(1)}\right\}^{T} \boldsymbol{B}_{\mathrm{ort}, k}^{(1)}} s_{k}^{(1)}\right) \tag{2.55}
\end{align*}
$$

This equation shows that the $s^{(2)^{\prime}}$ coordinates are linear combinations of $s^{(2)}$ and $s^{(1)^{\prime}}$. Since the $s^{(1)^{\prime}}$ coordinates are already included in the definition of the non-redundant coordinates, their contribution can be
safely neglected and the following definition of $\boldsymbol{s}^{(2)^{\prime}}$ can be used:

$$
\begin{equation*}
s_{j}^{(2)^{\prime}}=\sum_{i=1}^{N^{(2)}} U_{i j}^{(2)^{\prime}} s_{i}^{(2)} \tag{2.56}
\end{equation*}
$$

- the procedure outlined above can be used to identify the redundancies in all subsequent sets of coordinates. Each set of coordinates $s^{(m)}$ is orthogonalized with respect to the previous ones ( $s_{\text {ort }}^{(k)}$, with $k<m$ ) and then the SVD is performed. At the end, the components of $s_{\text {ort }}^{(k)}$ are neglected in the definition of $\mathbf{s}^{(m)}$, in order to enforce the localization of the coordinates.

The main features of the procedure outlined above can be summarized in the following way. First of all, the algorithm will give the correct number of internal coordinates for every molecular topology, thanks to the orthogonalization step, except for molecules containing non-bonded fragments. Similarly to DICs and WICs, additional coordinates can be added a-posteriori to describe the relative motion of fragments. Anyway, in most cases, increasing the threshold used to select the bonded pairs of atoms is sufficient to avoid the presence of non-bonded fragments, and the procedure described above can be safely used. One of the main advantage of GNICs over the other sets of non-redundant internal coordinates is their flexibility. In fact, the procedure presented above can be easily modified to include special internal coordinates, that are known to describe efficiently a particular vibration, and thus should be included in the non-redundant set of coordinates. For example, ring puckering coordinates, which are linear combinations of dihedral and valence angles inside a ring structure, $\theta_{k}$ and $\gamma_{k}$ respectively, and are known to provide an accurate description of ring deformations. The definition of those coordinates, $s_{\theta, m}$ and $s_{\gamma, m}$, is given below ${ }^{129,130}$

$$
\begin{align*}
& s_{\theta, m}=\sum_{k=1}^{n} \cos \left(\frac{2 \pi(k-1) m}{n}\right) \theta_{k} \\
& s_{\gamma, m}=\sum_{k=1}^{n} \cos \left(\frac{2 \pi(k-1) m}{n}\right) \gamma_{k} \tag{2.57}
\end{align*}
$$

where $n$ is the number of atoms of the ring and $m$ runs from 2 to $n / 2$ (the integer part of $n / 2$ if $n$ is even). Even if more complex definitions of ringpuckering coordinates have been proposed, ${ }^{132}$ they will not be used in the following since the associated Wilson matrix $\boldsymbol{B}_{\mathrm{R}}$ diverges for planar cyclic structures. ${ }^{133,134}$ In order to include the coordinates defined in Eq. 2.57 in the GNICs set, introducing an additional set of internal coordinates containing them suffices. The procedure outlined above can be applied, starting from this set, and then by performing the Gram-Schmidt orthogonalization for every other set of coordinates, including in this case also the bond lengths. Let us finally recall that the so-called Z-matrix coordinates (ZICs) are still also widely used, since this set is non-redundant by definition. However, as already pointed out for geometry optimizations, ${ }^{135}$ ZICs are ill-suited for
a general and robust implementation. In fact, in the presence of complex molecular topologies, like fused rings of bicyclic structures, it is not straightforward to define a non-redundant Z-matrix with the correct number of parameters. Even worse, if standard Z-matrices are used, unreliable results are obtained. As a consequence, ZICs will not be considered in the following.

### 2.2.4 Special cases: out-of-plane and linear angles

The procedure outlined above to build PICs must be modified in presence of particular molecular arrangements in order to reliably build any kind of non-redundant set of coordinates (DICs, WICs and GNICs). For example, for planar tricoordinated centers, ad-hoc out-of-plane coordinates can be profitably added to describe deformations from the planar geometry better. This coordinate is defined, as the angle between one of the bonds, and the plane defined by the other two bonds ${ }^{18,26}$ The number of out-of-plane coordinates to add, as well as the bond used to define them, changes with the number of terminal atoms bonded to the tri-coordinated center based on the following rules:

1. in presence of one terminal atom, a single out-of-plane coordinate is added, defined from the bond involving the terminal atom. When two terminal atoms are present, the out-of-plane coordinate defined by the bond involving the third, non-terminal atom, is added.
2. if no terminal atoms are present, a symmetric, linear combination of the three out-of-plane coordinates is included.
3. if the tricoordinated center is part of a ring, the out-of-plane coordinates defined by the bond, which is not part of the ring, is added. The same procedure is adopted when three terminal centers are present (as, for example, in ammonia)

Let us recall that usually, even if the out-of-plane coordinates are not added, the algorithm used to generate DICs and WICs will produce the correct number of non-redundant coordinates. However, the vibrations involving out-ofplane motions would be described in terms of linear combinations of valence and dihedral angles, increasing the magnitude of the coupling between different internal coordinates.
The procedure outlined above to build a non-redundant set of internal coordinates can be further generalized in order to support also linear chains. Let us consider, for example, a generic situation sketched in the left panel of Fig. 2.1, where the collinear atoms are identified as A, B and D. Using the procedure outlined above, the angle $\widehat{\mathrm{ABD}}$, as well as all dihedral angles $\mathrm{R}_{i}-$ $\mathrm{A}-\mathrm{B}-\mathrm{D}$ and $\mathrm{A}-\mathrm{B}-\mathrm{D}-\mathrm{L}_{i}$ (where $i$ is an integer number $\leq 3$ ) are included in the definition of the PICs. However, as already pointed out, ${ }^{136}$ the values of $\boldsymbol{B}$ and $\boldsymbol{B}^{\prime}$ for linear angles diverge, and therefore the numerical stability of the overall procedure is poor. To overcome this limitation, the A-B-D angle is substituted by two appropriate linear bending coordinates, whose definition can be found, for example, in refs. ${ }^{18,26}$ Furthermore, the dihedral angles



Figure 2.1: Upper panel: graphical representation of linear structures within a molecule. The three collinear atoms are labeled as $A, B$ and $D$, and the atoms bonded to $A$ and $D$ are indicated as $L_{i}$ and $R_{i}$, respectively, where $i$ is an integer number. Lower panel: graphical representation of an hydrogen bond between the hydrogen atom bonded to the generic atom A and a water molecule. For the sake of clarity, the hydrogen bonded to A has been labeled as $\mathrm{H}_{A}$, while the hydrogen atoms of the water as $\mathrm{H}_{O}$.
involving the A-B-D chain are removed, and all dihedrals $\mathrm{R}_{i}-\mathrm{A}-\mathrm{C}-\mathrm{L}_{j}$ are added.
By using this protocol, the Wilson $\boldsymbol{B}$ matrix and its derivatives can be safely computed, and the final number of non-redundant internal coordinates is correct. The computational protocol can be further modified to improve the description of linear angles, where the central atom (B in the left panel of Fig. 2.1) is a light atom, as occurs, for instance, in hydrogen bonds. In fact, as will be discussed in the following sections, for those systems, an incorrect definition of the internal coordinates involving the linear chain may lead to a large coupling between internal coordinates. For the sake of simplicity, let us consider the situation reported in the right panel of Fig. 2.1, where the linear chain involves an hydrogen bond with a water molecule. Despite the specificity of the case, the discussion can be easily extended to other hydrogenbond patterns, or even other light atoms. The main limitation of the definition of PICs outlined above for linear chains lies in the two linear bending coordinates. In fact, the definition of the Wilson $G$ matrix, which is central to the calculation of the normal modes in internal coordinates, changes significantly even for small displacements from the linear arrangement, and this introduces the unwanted couplings. In order to overcome this problem, the molecular topology can be modified by substituting the hydrogen bond with the A-O bond. Then, PICs are built following the strategy outlined above, without including the $\mathrm{H}_{A}-\mathrm{A}-\mathrm{O}$ angle, as well as the two $\mathrm{H}_{O}-\mathrm{O}-\mathrm{A}-\mathrm{H}_{A}$ dihedral angles. This procedure can be used also when the linear angle does not correspond to an hydrogen bond. For example, if a valence angle is linear at the equilibrium geometry of only one electronic state, the linear bending coordinates should not be used, since they are ill-suited for the description of the electronic state, where the linear configuration is not present. On the other hand, by using the second procedure, only standard valence coordinates are introduced.

### 2.3 The diabatic representation

For most of the applications presented in this thesis, the BO approximation will be assumed to stand, and thus Eq. 2.6 will be employed. Only in Chapter 4, the impact of non-adiabatic couplings on the rate of vibronic effects will be analyzed. Without going into details, which will be addressed in the next chapters, it is sufficient noting here that, for most applications, the BO Hamiltonian is taken as a reference, and non-adiabatic effects are included using perturbative approaches. While this approach has proven to be reliable when the separation between the PESs is large compared to the vibrational energies, perturbation theory can become ill-suited as the PESs become closer in energies.
An alternative approach for the description of the electronic states is the socalled diabatic representation. The diabatic electronic states $\phi_{m}^{\text {dia }}$ are obtained by applying a linear transformation of the adiabatic ones (indicated in the following as $\phi_{m}^{\text {adia }}$ ). This transformation is chosen to minimize the non-adiabatic couplings $\Delta \mathcal{T}_{\underline{n}, \underline{m}}$ coupling term of Eq. 2.5. As a consequence, this transformation introduces couplings between different electronic states in the potential operator, which however varies more smoothly with the nuclear geometry, even for electronic states that are close in energy. For two electronic states, the transformation from the adiabatic to the diabatic representation can be expressed as a rotation by an angle $\theta$, as follows:

$$
\binom{\phi_{\underline{m}}^{\text {dia }}}{\phi_{\underline{n}}^{\text {dia }}}=\left(\begin{array}{cc}
\cos \theta & \sin \theta  \tag{2.58}\\
-\sin \theta & \cos \theta
\end{array}\right)\binom{\phi_{\underline{m}}^{\text {adia }}}{\phi_{\underline{n}}^{\text {adia }}}
$$

As a consequence of this rotation of the electronic states, the adiabatic potential energy surfaces $E_{m}^{\text {ele }}$ and $E_{n}^{\text {ele }}$, as well as the non-adiabatic couplings change. The diabatic representation is defined as the rotation that makes the non-adiabatic couplings null, meaning that,

$$
\begin{equation*}
\left\langle\phi_{\underline{m}}^{\text {dia }}\right| \frac{\partial}{\partial R_{a}}\left|\phi_{\underline{n}}^{\text {dia }}\right\rangle=0 \tag{2.59}
\end{equation*}
$$

The representation in which the previous relation is satisfied exactly is usually referred to as the exact diabatic representation. However, as proven by Truhlar, ${ }^{137}$ such representation does not exist, except for very simple cases, such as for electronic states of diatomic molecules of different symmetry. Thus, an approximate diabatic representation is usually employed, where the couplings in Eq. 2.59 are not null, but only minimized.
Several algorithms have been proposed in the literature for building approximate diabatic states. In the most direct approaches, the matrix with the couplings $\mathcal{T}_{\underline{m}, \underline{n}}$ is computed in the basis of the adiabatic states, and the rotation matrix is determined by explicitly minimizing those couplings. A strong limitation of such approaches ${ }^{138,139}$ is the necessity of computing non-adiabatic couplings, which is far from being straightforward for most electronic structure approaches. ${ }^{101,140}$
Most diabatization schemes developed over the last years avoid the calculation of the matrix elements of the non-adiabatic coupling operator, and build
the diabatic basis on other quantities, such as configuration interaction (CI) coefficients or molecular properties, and the diabatic character of the basis is then verified only a-posteriori. For example, diabatization schemes based on the configurational uniformity ${ }^{141,142,143}$ use the CI expansion coefficients to build the diabatic transformation. In fact, it is known that the shape of diabatic state varies smoothly by changing the nuclear coordinates. This means, in practice, that, if the diabatic states are expressed in the CI basis, the expansion coefficients are expected to vary smoothly along with the nuclear displacements. As discussed, for example, in Ref. ${ }^{141}$, this property can be expressed in a more rigorous way by defining the diabatic transformation as the one which diagonalizes the overlap matrix $S$ in the CI basis.
More recently, another class of approaches has been introduced, where diabatic states are determined based on molecular properties, such as the electric dipole moment. Those methods include the Werner-Meyer ${ }^{144}$ and the generalized Mulliken-Hush (GMH) ${ }^{145}$ schemes, that have been recently generalized to multiple electronic states with the Boys ${ }^{146,147,148}$ localization algorithm. In the Boys algorithm, the diabatic states are determined by maximizing the following functional:

$$
\begin{equation*}
\left.f_{\mathrm{Boys}}=\sum_{\underline{m}, \underline{n}=1}^{M}\left|\left\langle\phi_{\underline{m}}\right| \boldsymbol{\mu}\right| \phi_{\underline{m}}\right\rangle-\left.\left\langle\phi_{\underline{n}}\right| \boldsymbol{\mu}\left|\phi_{\underline{\underline{n}}}\right\rangle\right|^{2} \tag{2.60}
\end{equation*}
$$

where the sum over $M$ includes all the states to be diabatized. It is clear that the maximization of the functional given in Eq. 2.60 leads to states, with centers of charge well separated. Thus, as has been already noticed, the previous scheme is efficient in describing electronic excitation transfer (EET) processes, where excited states are well localized on different portions of the molecule. However, even if the Boys diabatization scheme has been applied also to the modeling of phenomena other than EET, ${ }^{147}$ it has been shown to fail for states characterized by a weak charge separation. In those cases, an additional re-diagonalization step is required to obtain quasidiabatic states. ${ }^{146}$ For this reason, the Boys localization scheme has been recently extended by Truhlar and co-workers to the dipole-quadrupole (DQ) ${ }^{149}$ and dipole-quadrupole-potential (DQ $\Phi$ ) approaches. In DQ and $\mathrm{DQ} \Phi$, both electric dipole and electric quadrupole moments, together with the electrostatic potential for the latter, are used to build the diabatic states. In this way, even states characterized by weak charge separation can be efficiently diabatized. In the $\mathrm{DQ} \Phi$ approach, the following functional is maximized:

$$
\begin{array}{r}
f_{\mathrm{DQ} \Phi}=\left.\sum_{\underline{m}=1}^{M}\left[\left|\left\langle\phi_{\underline{m}}\right| \boldsymbol{\mu}\right| \phi_{\underline{m}}\right\rangle\right|^{2}+\alpha\left|\operatorname{Tr}\left(\left\langle\phi_{\underline{m}}\right| \boldsymbol{\Theta}\left|\phi_{\underline{m}}\right\rangle\right)\right|^{2}  \tag{2.61}\\
\left.\left.+\beta\left|\left\langle\phi_{\underline{m}}\right| \Phi\left(\boldsymbol{r}_{k}\right)\right| \phi_{\underline{m}}\right\rangle\left.\right|^{2}\right]
\end{array}
$$

where $\boldsymbol{\mu}$ is the dipole moment operator, $\boldsymbol{\Theta}$ its quadrupole moment and $\Phi\left(\boldsymbol{r}_{k}\right)$ its electrostatic potential computed at a certain point $r_{k}$ of the space. $\alpha$ and $\beta$ are real constants that parametrize the model. The DQ model is obtained
when $\beta=0$, and by further putting $\alpha=0$ the original Boys algorithm is recovered. For two electronic states, labeled as $\underline{m}$ and $\underline{n}, f_{\mathrm{DQ} \Phi}$ can be rewritten as, ${ }^{149}$

$$
\begin{align*}
f_{\mathrm{DQ} \Phi}=\left|\boldsymbol{\mu}_{\underline{m} \underline{\underline{m}}}\right|^{2}+\left|\boldsymbol{\mu}_{\underline{\underline{n}} \underline{\underline{n}}}\right|^{2} & +\alpha\left(\operatorname{Tr}\left(\boldsymbol{Q}_{\underline{\underline{m}} \underline{\underline{m}}}\right)+\operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{\underline{n}} \underline{\underline{n}}}\right)^{2}\right)^{2} \\
& +\beta\left(\Phi_{\underline{\underline{m}} \underline{\underline{m}}}\left(\boldsymbol{r}_{k}\right)^{2}+\Phi_{\underline{\underline{n} \underline{n}}}\left(\boldsymbol{r}_{k}\right)^{2}\right)  \tag{2.62}\\
+ & A+\sqrt{\left(A^{2}+B^{2}\right)} \cos (4(\theta-\gamma))
\end{align*}
$$

where A and B are computed from each state's dipole and quadrupole moments, as well as the associated transition moments,

$$
\begin{align*}
B & =\boldsymbol{\mu}_{\underline{m} \underline{m}} \cdot \boldsymbol{\mu}_{\underline{m} \underline{n}}-\boldsymbol{\mu}_{\underline{m} \underline{n}} \cdot \boldsymbol{\mu}_{\underline{\underline{n}} \underline{\underline{1}}} \\
& +\beta\left(\Phi_{\underline{m} \underline{m}}\left(\boldsymbol{r}_{k}\right) \Phi_{\underline{m} \underline{n}}\left(\boldsymbol{r}_{k}\right)-\Phi_{\underline{\underline{n}} \underline{n}}\left(\boldsymbol{r}_{k}\right) \Phi_{\underline{\underline{m}} \underline{n}}\left(\boldsymbol{r}_{k}\right)\right)  \tag{2.63}\\
& +\alpha\left[\operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{m} \underline{\underline{m}}}\right) \operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{\underline{m}} \underline{n}}\right)-\operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{m} \underline{n}}\right) \operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{n} \underline{n}}\right)\right]
\end{align*}
$$

and,

$$
\begin{align*}
A= & -\frac{\left|\boldsymbol{\mu}_{\underline{m} \underline{\underline{m}}}\right|^{2}+\left|\boldsymbol{\mu}_{\underline{n} \underline{\underline{n}}}\right|^{2}}{4}+\left|\boldsymbol{\mu}_{\underline{m} \underline{\underline{n}}}\right|^{2}+\frac{\boldsymbol{\mu}_{\underline{m} \underline{\underline{m}}} \cdot \boldsymbol{\mu}_{\underline{\underline{n}} \underline{\underline{n}}}}{2} \\
& -\beta\left[\frac{\Phi_{\underline{m} \underline{\underline{m}}}\left(\boldsymbol{r}_{k}\right)^{2}+\Phi_{\underline{n} \underline{n}}\left(\boldsymbol{r}_{k}\right)^{2}}{4}+\Phi_{\underline{m} \underline{n}}\left(\boldsymbol{r}_{k}\right)^{2}+\frac{\Phi_{\underline{m} \underline{m}}\left(\boldsymbol{r}_{k}\right) \Phi_{\underline{\underline{n}} \underline{\underline{n}}}\left(\boldsymbol{r}_{k}\right)}{2}\right] \\
& -\alpha\left[\frac{\operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{m} \underline{m}}\right)^{2}+\operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{\underline{n}} \underline{n}}\right)^{2}}{4}-\operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{m} \underline{n}}\right)^{2}-\frac{\operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{m} \underline{\underline{m}}}\right) \operatorname{Tr}\left(\boldsymbol{\Theta}_{\underline{\underline{n}} \underline{n}}\right)}{2}\right] \tag{2.64}
\end{align*}
$$

with,

$$
\begin{equation*}
\gamma=\arctan (-B / A) \tag{2.65}
\end{equation*}
$$

In Eqs. 2.63 and 2.64, the dipole moment of the electronic states $\underline{m}$ and $\underline{n}$ has been labeled as $\boldsymbol{\mu}_{\underline{m} \underline{m}}$ and $\boldsymbol{\mu}_{\underline{\underline{n}} \underline{n}}$, respectively, and the transition dipole moment between them as $\boldsymbol{\mu}_{\underline{m} \underline{n}}$. The same notation has been used for the quadrupole moment and for the electrostatic potential.
By direct minimization of Eq. 2.62, the values of $\theta$ for which $f_{D Q \Phi}$ is maximized are,

$$
\begin{equation*}
\theta=\gamma, \gamma+\pi / 2, \ldots \tag{2.66}
\end{equation*}
$$

In this thesis, diabatic states will be build from both the DQ and $\mathrm{DQ} \Phi$ algorithms.

## Chapter 3

## Effective models for anharmonic vibrational spectroscopy

Due to the availability of analytical second derivatives of the electronic energy with respect to the nuclear coordinates for a wide range of electronic structure methods, the harmonic models introduced in Chapter 2 are nowadays commonly used to simulate vibrational spectra. However, these models are in most cases not reliable enough for an accurate simulation of vibrational spectra. For example, they systematically overestimate transitions frequencies, which are intrinsically anharmonic, and their reliability worsens for highly anharmonic effects. Furthermore, some phenomena, such as nonnull intensity for overtones and combination bands, are not predicted at the harmonic level. Scaling schemes, in which the harmonic transition frequencies are multiplied by a scaling factor $\alpha$ to obtain the anharmonic frequency, have been proposed to cope with this shortcomings. Several variants of those approaches have been proposed, where either the frequencies ${ }^{150}$ or the force constants (possibly in internal coordinates) ${ }^{151}$ are scaled. However, scaling factors are in most cases obtained by firring fitting the scaled anharmonic frequencies to highly accurate theoretical or experimental data, ${ }^{152}$ often intended to correct the $\mathrm{X}-\mathrm{H}$ stretching region, which can lead to an overcorrection of frequencies in the mid-IR region. Furthermore, scaling factors are in most cases fitted to fundamentals transition frequencies, and thus they can hardly be extended to overtones or combination bands, as well as to the calculation of transition properties. Finally, scaled force-fields are strongly dependent on the level of calculation which is employed, and thus different sets of scaling factors have to be developed for different electronic structure methods. ${ }^{153,154}$
A proper inclusion of anharmonic effects is thus mandatory for overcoming those limitations, but this leads to a steep increase in the computational cost of both the preliminary electronic structure calculations to generate the necessary data, and in the vibrational part itself. For this reason, efficiency becomes critical in anharmonic calculations. Among all the algorithms that have been developed in the last decades, second-order vibrational perturbation theory (VPT2) has proven to be the best compromise between computational cost and accuracy for treating semi-rigid systems. However, VPT2 suffers from severe limitations when dealing with flexible systems, displaying highly anharmonic, large-amplitude modes, such as torsions or umbrella inversion vibrations. In those cases, variational approaches are usually needed
to get reliable results, where the vibrational Schrödinger equation is solved by expanding the wavefunctions in a certain basis, with the coefficients determined by direct minimization of the energy functional. Even if variational approaches are particularly appealing, since they allow to obtain converged results by systematically increasing the basis set, their computational cost is very high, making them applicable only to small-size systems, up to 10-20 atoms, depending on the model.
With the aim of developing anharmonic models for larger systems characterized by some degree of flexibility, two anharmonic algorithms have been developed. The first one is based on an hybrid scheme, where a single degree of freedom is treated variationally, using a full numerical treatment based on the discrete variable representation (DVR), while the other degrees of freedom are treated as harmonic. The theory generalizes the Reaction Path Hamiltonian (RPH) model to curvilinear coordinates, and is well suited for systems characterized by a single, well-defined large-amplitude degree of freedom. The second approach is based on a full-dimensional anharmonic treatment, and uses the Density Matrix Renormalization Group (DMRG) algorithm for the parametrization of the vibrational wavefunction. Unlike RPH-based approaches, this method is well suited for studying systems, with multiple, strongly coupled and highly anharmonic modes.
This chapter is organized as follows: the first section presents briefly the state-of-the-art approaches for computing vibrational spectra at the anharmonic level. Then, the theoretical formulation of the hybrid variationalharmonic approach will be presented, together with some representative applications to show its reliability. Then, the vibrational formulation of DMRG, referred to as VDMRG, will be introduced, with particular emphasis on its specificity with respect to its electronic-structure counterpart. Furthermore, an energy-specific formulation of VDMRG, developed to target directly vibrational excited states, will be described. Finally, the reliability of VDMRG will be shown using several, medium-sized organic systems as test-cases.

### 3.1 Standard anharmonic approaches

In order to develop robust anharmonic approaches, not replying on any empirical factors, a reference Hamiltonian, including anharmonic effects, has to be chosen, and this choice is not unique. This is a major difference between electronic and vibrational structure calculations, since in the former case an exact (in the non-relativistic limit) form for the Hamiltonian is available (Eq. 2.1), whereas in the latter case approximations have to be introduced. If the harmonic oscillator is taken as a reference choice, it is natural to choose the Cartesian normal coordinates $Q$ as a reference set for the Hamiltonian $\mathcal{H}_{\text {vib }}$,

$$
\begin{equation*}
\mathcal{H}_{\mathrm{vib}}=\mathcal{T}\left(q_{1}, \ldots, q_{N_{\mathrm{vib}}}\right)+\mathcal{V}\left(q_{1}, \ldots, q_{N_{\mathrm{vib}}}\right) \tag{3.1}
\end{equation*}
$$

where $\mathcal{T}\left(q_{1}, \ldots, q_{N_{\text {vib }}}\right)$ and $\mathcal{V}\left(q_{1}, \ldots, q_{N_{\text {vib }}}\right)$ are the kinetic and potential energy operators, respectively, and $\boldsymbol{q}$ are the dimensionless normal coordinates, defined in terms of the mass-weighted ones $(\boldsymbol{Q})$ as,

$$
\begin{equation*}
q_{i}=\sqrt{\frac{\hbar}{\omega_{i}}} Q_{i} \tag{3.2}
\end{equation*}
$$

where $\omega_{i}$ is the harmonic frequency of the $i$-th mode. At the anharmonic level, vibro-rotational couplings become relevant, thus vibrational and rotational degrees of freedom cannot be fully decoupled. As proved by Watson, ${ }^{155}$ the full kinetic energy operator in Cartesian normal modes, with the proper account of vibro-rotational couplings, can be written as follows:

$$
\begin{equation*}
\mathcal{T}_{\text {Watson }}=-\frac{\omega_{i}}{2} \sum_{i=1}^{N_{\text {vib }}} \frac{\partial^{2}}{\partial q_{i}^{2}}+\frac{1}{2} \sum_{\tau<\rho}^{x, y, z} \frac{1}{I_{\tau \rho}}\left(\mathcal{J}_{\tau}-\mathcal{P}_{\rho}\right)\left(\mathcal{J}_{\tau}-\mathcal{P}_{\rho}\right)-\frac{1}{8} \sum_{\tau}^{x, y, z} \frac{1}{I_{\tau \tau}^{\mathrm{eq}}} \tag{3.3}
\end{equation*}
$$

where $I_{\tau \rho}$ is the inertia tensor, and $I_{\tau \tau}^{\mathrm{eq}}$ is its equilibrium value. Furthermore, $\mathcal{P}_{\tau}$ and $\mathcal{J}_{\tau}$ are the $\tau$ component of vibrational and rotational angular momenta, respectively. The first term is the same as in the harmonic case, whereas the second one accounts for the vibro-rotational couplings. The third term is a constant shift of the potential, and will be neglected in the following. The rotational angular momentum can be expressed as,

$$
\begin{equation*}
\mathcal{P}_{\tau}=\sum_{i j=1}^{N_{\text {vib }}} \zeta_{i j}^{\tau} \sqrt{\frac{\omega_{i}}{\omega_{j}}} q_{i} p_{j} \tag{3.4}
\end{equation*}
$$

By considering only rotational ground states, for which $\mathcal{J}=0$, and approximating the inertia tensor with its equilibrium value, the following relation is obtained,

$$
\begin{equation*}
\mathcal{T}_{\text {Watson }}=-\frac{\omega_{i}}{2} \sum_{i=1}^{N_{\text {vib }}} \frac{\partial^{2}}{\partial q_{i}^{2}}+\sum_{\tau=x, y, z} B_{\tau}^{\mathrm{eq}} \sum_{i \neq j} \sum_{k \neq l} \zeta_{i j}^{\tau} \zeta_{k l}^{\tau} q_{i} p_{j} q_{k} p_{l} \sqrt{\frac{\omega_{j} \omega_{l}}{\omega_{i} \omega_{k}}}-\frac{1}{8} \sum_{\tau=x, y, z} \frac{1}{I_{\tau \tau}^{\mathrm{eq}}}, \tag{3.5}
\end{equation*}
$$

where $\boldsymbol{\zeta}$ is the matrix of the Coriolis coupling constants, which is defined in terms of the geometrical parameters of the molecule ${ }^{156}$ and $B^{\text {eq }}$ are the equilibrium rotational constants. The vibrational Hamiltonian obtained combining Eqs. 3.5 and 3.1 is usually referred to as Watson Hamiltonian.
The form of the kinetic energy operator given in Eq. 3.5 holds only if Cartesian normal modes are employed. If internal coordinates are used, a new definition has to be used, due to the non-linearity of the relation between Cartesian and internal coordinates. We recall here its definition in terms of the $G$ matrix given in Eq. 2.41, ${ }^{122}$

$$
\begin{equation*}
\mathcal{T}=-\frac{1}{2} \sum_{i, j=1}^{N_{\text {vib }}} G_{i j} \frac{\partial^{2}}{\partial Q_{i} \partial Q_{j}}-\frac{1}{2} \sum_{i=1}^{N_{\text {vib }}}\left(G_{i j} \ln g+\frac{\partial G_{i j}}{\partial Q_{j}}\right) \frac{\partial}{\partial Q_{i}} \tag{3.6}
\end{equation*}
$$

The second term of the previous equation is usually small, and so neglected in most applications. In harmonic models, the first term is further approximated by neglecting the variation of $G$ with the nuclear coordinates. At the anharmonic level, a Taylor expansion is usually employed to approximate the dependence of $G_{i j}$ on $\boldsymbol{Q}$, by keeping terms up to the second order,

$$
\begin{equation*}
G_{i j}(\boldsymbol{Q})=G_{i j}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)+\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial G_{i j}}{\partial Q_{k}}\right)_{\mathrm{eq}} Q_{k}+\frac{1}{2} \sum_{k l=1}^{N_{\mathrm{vib}}}\left(\frac{\partial^{2} G_{i j}}{\partial Q_{k} \partial Q_{l}}\right)_{\mathrm{eq}} Q_{k} Q_{l} \tag{3.7}
\end{equation*}
$$

By substituting $G_{i j}$ in Eq. 3.6 with this new definition, contributions formally equivalent to Coriolis couplings are obtained. If internal coordinates-based normal modes are used in the simulation, the equilibrium value of $G_{i j}$ is the identity matrix, since the normal modes $L_{s}$ diagonalize the Wilson $\boldsymbol{G}$ matrix. ${ }^{157,158}$ However, if internal coordinates are used directly in the simulation without performing the GF analysis, $G$ is in general different from the identity matrix, and off-diagonal terms appear in Eq. 3.6.
Once a closed-form expression of the kinetic energy operator is obtained, the potential energy operator needs to be determined. Taking the harmonic oscillator model as a reference, the most natural choice is to include higherorder terms in the Taylor expansion of the potential in terms of the Cartesianbased normal coordinates. For example, by including terms up to the fourthorder, the potential $\mathcal{V}$ reads,

$$
\begin{equation*}
\mathcal{V}(\boldsymbol{q})=\frac{1}{2} \sum_{i=1}^{N_{\text {vib }}} \omega_{i} q_{i}^{2}+\frac{1}{6} \sum_{i j k=1}^{N_{\text {vib }}} k_{i j k} q_{i} q_{j} q_{k}+\frac{1}{24} \sum_{i j k l=1}^{N_{\text {vib }}} k_{i j k l} q_{i} q_{j} q_{k} q_{l} \tag{3.8}
\end{equation*}
$$

where the reduced force constants are defined as,

$$
\begin{align*}
& k_{i j k}=\left(\frac{\partial^{3} \mathcal{V}}{\partial q_{i} \partial q_{j} \partial q_{k}}\right)=\frac{1}{\sqrt{\omega_{i} \omega_{j} \omega_{k}}}\left(\frac{\partial^{3} \mathcal{V}}{\partial Q_{i} \partial Q_{j} \partial Q_{k}}\right)=\frac{K_{i j k}}{\sqrt{\omega_{i} \omega_{j} \omega_{k}}} \\
& k_{i j k l}=\left(\frac{\partial^{4} \mathcal{V}}{\partial q_{i} \partial q_{j} \partial q_{k} \partial q_{l}}\right)=\frac{1}{\sqrt{\omega_{i} \omega_{j} \omega_{k} \omega_{l}}}\left(\frac{\partial^{4} \mathcal{V}}{\partial Q_{i} \partial Q_{j} \partial Q_{k} \partial Q_{l}}\right)=\frac{K_{i j k l}}{\sqrt{\omega_{i} \omega_{j} \omega_{k} \omega_{l}}} \tag{3.9}
\end{align*}
$$

where $K_{i j k}$ and $K_{i j k l}$ are commonly referred to as third- and fourth-order force constants, respectively, which can be obtained, for example, by finite differentiation of the harmonic force constants. A major advantage of the expansion given in Eq. 3.8 is that a compact second quantization form can be readily obtained using the bosonic SQ operators of the harmonic oscillator model introduced in the previous section (see Eq. 2.26). However, the potential given in Eq. 3.8 has not the correct asymptotic behavior, since it diverges (either positively or negatively depending on the sign of the anharmonic force constants), whereas the "true" potential should reach a constant, finite limiting value. Furthermore, for low frequencies modes, the anharmonic correction is usually of the same order of magnitude, or even higher,
than the harmonic part, and thus additional terms (fifth and sixth-order) are needed for a correct representation of the potential. ${ }^{159,160}$
A more flexible expression for the potential expansion is given by the following expansion, usually referred to as the $n$-mode representation, ${ }^{161}$

$$
\begin{equation*}
\mathcal{V}\left(q_{1}, \ldots, q_{N_{\text {vib }}}\right)=\sum_{i=1}^{N_{\text {vib }}} \mathcal{V}_{i}^{[1]}+\sum_{i<j}^{N_{\text {vib }}} \mathcal{V}_{i j}^{[2]}+\sum_{i<j<k}^{N_{\text {vib }}} \mathcal{V}_{i j k}^{[3]} \tag{3.10}
\end{equation*}
$$

where $\mathcal{V}_{i}^{[1]}$ collects all the terms depending only on the $i$-th mode, $\mathcal{V}_{i j}^{[2]}$ the terms depending on the $i$-th and $j$-th mode and so on (note that the $\mathcal{V}_{i}^{(1)}$ term must be subtracted from $\mathcal{V}_{i j}^{[2]}$ in order to avoid double counting, as suggested in Ref. 161). The main advantage of the $n$-mode representation over the Taylor expansion given in Eq. 3.8 is that it holds for general basis sets and general functional form of the potential. For this reason, e Eq. 3.10 can support also non-linear function of the normal modes, such as the Morse potential, with correct asymptotic behaviors. We note that SQ algebra of the creation and annihilation operators of the harmonic oscillator cannot be used to express Eq. 3.10 in second quantization. However, a more general SQ formalism has been recently proposed, ${ }^{110,162}$ supporting a general-order $n$-mode representation. The main difference with the harmonic oscillator-based SQ algebra is that a pair of creation and annihilation operators has to be defined for each mode as before, but for each basis set. For this reason, the number of SQ operators grows quickly.
Turning back to the vibrational Schrödinger equation, the reference Hamiltonian in constructed from the kinetic term given in Eq. 3.5 and the potential expansion in Eq. 3.8. The algorithms used to solve in practice this equation and to compute vibrational wavefunctions and energies, can be divided in two main classes, perturbative and variational. In the former approaches, a reference Hamiltonian is taken, for which eigenvalues and eigenfunctions are known, and corrections are added through perturbation theory. A natural choice for this reference Hamiltonian is the harmonic one, whose eigenvalues and eigenfunctions are known. For example, in VPT2, the harmonic model is used as a reference, and cubic terms are treated as a first-order perturbation, while the quartic ones are treated as a second-order perturbation. ${ }^{75}$. At the VPT2 level, the vibrational energies can be computed as a quadratic function of the quantum numbers, ${ }^{1}$

$$
\begin{equation*}
\varepsilon_{m}^{v}=\varepsilon_{0}^{v}+\sum_{i=1}^{N} v_{i}^{m} \omega_{i}+\sum_{i, j=1}^{N} \chi_{i j}\left[v_{i}^{m} v_{j}^{m}+\frac{1}{2}\left(v_{i}^{m}+v_{j}^{m}\right)\right], \tag{3.11}
\end{equation*}
$$

where $m$ labels the vibrational state where the quantum number of the $i$-th mode is $v_{i} . \chi_{i j}$ are the elements of the anharmonic $\chi$ matrix, which represents the anharmonic correction to transition energies (a full definition of $\chi$ in terms of the anharmonic force constants can be found, for example, in

[^0]Ref. ${ }^{67,75}$ ). A major advantage of VPT2 is the limited computational cost of the electronic-structure calculations needed to generate the PES, since only a semi-diagonal quartic force field is needed. Furthermore, its reliability is high for semi-rigid systems, not characterized by strongly anharmonic large-amplitude modes, for which the harmonic oscillator is a good reference model. However, a significant drawback of VPT2 is the problem of resonances, i.e. the potential presence of divergent terms in the expression for the $\chi$ matrix. The most critical situation comes from the so-called Fermi resonances (FR), thus when a fundamental harmonic state is close to an overtone of another mode (type $1, \omega_{i} \approx 2 \omega_{j}$ ), or to a combination of two other modes (type $2, \omega_{i} \approx \omega_{j}+\omega_{k}$ ). In those cases, some denominators in the expression for $\chi$ become almost negligible, leading to divergences in the anharmonic correction.
In order to overcome this limitation of VPT2, several strategies have been adopted. ${ }^{67,68,164,165}$ In the so-called deperturbed VPT2 (DVPT2), a two-step procedure is used for the identification and the subsequent removal of resonant terms. The states close in energy are first identified (low frequency difference) and then the resonance magnitude is estimated from the deviation of the VPT2 term from a model variational treatment. The latter step is commonly known as Martin's test. ${ }^{164}$ Once identified as resonant, these terms are removed from the anharmonic treatment. A major drawback of DVPT2 is the need to set thresholds to identify the resonant terms, which may cause side effects in the overall results when applied over a broad range of systems or computational setups. An alternative strategy is to replace all potentially resonant terms with non-resonant equivalents. Such an approach was for instance proposed by Kuhler, Truhlar and Isaacson as the degeneracy-corrected PT2 (DCPT2) ${ }^{166}$. One important drawback of this approach is its inaccuracy with respect to the original VPT2 formulation, especially far from resonance, but this can be significantly reduced by introducing an ad hoc transition function to recover the VPT2 term in this case (the hybrid approach is referred to as hybrid DCPT2-VPT2, HDCPT2) ${ }^{68}$.
Going back to the DVPT2 model, an important shortcoming of the removal of resonances is that the anharmonic treatment becomes truncated. A solution to this problem is to reintroduce those terms through a successive variational step, where the variational matrix is built by placing the DVPT2 energies ( $\varepsilon_{m}^{\mathrm{DVPT2}}$ ) on the diagonal and the variational terms corresponding to the resonances as off-diagonal elements. The final vibrational energies are obtained after diagonalization of the full variational matrix, and the overall procedure (DVPT2 + variational correction) will be called generalized VPT2 (GVPT2). GVPT2 is the most complete model, since the resonant terms, that are removed from the perturbative treatment, are included a-posteriori variationally. However, due to this second variational treatment, the simple form given in Eq. 3.11 does not hold anymore, and the vibrational wavefunctions change with respect to the harmonic ones. ${ }^{68}$ To conclude this part, it is noteworthy that the problem of a successive variational treatment is not present for DCPT2/HDCPT2 since it is done automatically as the replacement of the potentially resonant form.

Even if the previous formulations of VPT2 theory allow recovering the inaccuracy of VPT2 in case of resonances, perturbation theory is intrinsically ill-suited to account for strong anharmonic effects, since in this case they cannot be considered perturbations to the harmonic Hamiltonian. In those cases, variational approaches are more appropriate. The general principle is that a basis function is chosen for each degree of freedom, and the vibrational wavefunction $\left|\psi_{i}\right\rangle$ is expanded as a linear combination of Hartree product of those basis functions. For example, if the harmonic oscillator eigenfunctions are employed as a reference basis set, the expansion can be written in terms of ONVs as follows:

$$
\begin{equation*}
\left|\psi_{i}\right\rangle=\sum_{n_{1}, \ldots, n_{L}} \boldsymbol{C}_{n_{1}, \ldots, n_{\mathrm{L}}}\left|n_{1}, \ldots, n_{\mathrm{L}}\right\rangle \tag{3.12}
\end{equation*}
$$

where $C_{n_{1}, \ldots, n_{\mathrm{L}}}$ is a tensor collecting the parameters to be optimized variationally, and $\left|n_{1}, \ldots, n_{\mathrm{L}}\right\rangle$ are basis functions expressed as ONVs. A variational minimization of the energy starting from the linear expansion given in Eq. 3.12 leads to the secular equation $\boldsymbol{H C}=E \boldsymbol{C}$, where $\boldsymbol{C}$ is a vector obtained from $\boldsymbol{C}_{n_{1}, \ldots, n_{\mathrm{L}}}$ by collecting all the indexes in a single dimension. However, the main limitation of such an approach is that the dimension of the variational matrix grows exponentially with the size of the system, and thus calculations are feasible only for small-size systems, even when subspace iteration techniques (such as the Davidson or the Jacobi-Davidson algorithms ${ }^{167,168}$ ) are employed. ${ }^{159,160}$ For this reason, several strategies have been derived to reduce the computational cost of the simulation. For example, it is known that the harmonic oscillator wavefunction is not the optimal choice for the basis set to use in the variational expansion. Conversely, functions (usually referred to as modals) obtained from vibrational self consistent field (VSCF) ${ }^{161}$ are known to be better suited for variational calculation, since they provide a faster convergence of the expansion given in Eq. 3.12 with respect to the number of basis functions. However, a reference state needs to be set for VSCF calculations, and thus the basis set is optimized for a specific vibrational level. As a result, to compute the energies of multiple states, either the same basis is used each time, even if not properly optimized for each level, or a different basis is chosen each time. Finally, VSCF modals arising from calculations performed on different vibrational levels are, in general, not orthogonal, and this leads to an increase of the computational effort.
An alternative approach proposed to reduce the computational cost of simulations is to change the coordinate systems used to express the vibrational Hamiltonian to reduce off-diagonal mode-couplings. As already mentioned above, the use of curvilinear internal coordinates usually allows to reduce the coupling between modes, ${ }^{169,170}$ but this requires the inclusion of terms depending on $\boldsymbol{G}$ and its derivatives (see Eq. 3.6), which is not straightforward, especially for large-size systems. Alternatively, as shown by Reiher and coworkers, ${ }^{72}$ also Cartesian-based normal modes can be localized too, using the same algorithms as in electronic structure calculations. Those localized modes have been recently applied by several groups ${ }^{73,74,171,172}$ to perform anharmonic calculations on large, biologically-relevant molecules.

However, even if this approach is very efficient for strongly localized vibrations (such as stretching modes), it fails for intrinsically delocalized modes, such as overall rotations or ring deformations.

### 3.2 Monodimensional anharmonic treatment: a DVR-based approach

As discussed in the previous section, variational approaches are the most used methods for studying highly anharmonic, flexible systems. However, their high computational costs makes those approaches applicable to systems up to 10-20 atoms in the best case. A full variational treatment is however not necessary in most cases, since there are usually only a few highly anharmonic modes. For the simplest deformations, such as torsions, ring deformations or umbrella inversions, the LAM can be associated to a single coordinate. This section will present a theoretical framework designed to tackle this class of systems. The theory is based on an hybrid scheme, where a full variational treatment is employed for the calculation of the vibrational levels of the LAM, whereas the harmonic approximation is used for the other modes.

### 3.2.1 Selection of the coordinates describing large-amplitude motions

The main assumption of the hybrid variational-harmonic approach presented in this section is that the molecular motion can be described in terms of two different kinds of coordinates:

1. the LAM coordinate ( $z$ ), along which the molecule is not forced to do small displacements. The PES along this coordinates is not approximated with a Taylor expansion, but is computed explicitly through a scan calculation. Vibrational levels are then computed using a variational approach.
2. $N_{\text {vib }}-1$ harmonic coordinates ( $\boldsymbol{Q}_{\text {ortho }}$ ), along which, at each value of the LAM, the molecule undergoes small-amplitude deformations, which can evolve along the LAM.

This means in practice that each Cartesian coordinate $\boldsymbol{x}$ can be expressed as,

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{a}_{\mathrm{LAM}}(z)+\boldsymbol{Q}_{\text {ortho }}(z) \tag{3.13}
\end{equation*}
$$

where the LAM is represented by a curve $\boldsymbol{a}_{\text {LAM }}(z)$ in the coordinates space, which is a function of a general parameter $z$. The first step is to define $a_{\text {LAM }}(z)$, which will depend on the LAM. The latter is defined univocally only at the reference geometry (usually, the equilibrium geometry, at which vibrational calculations are done), where it coincides with one of the harmonic modes, labeled in the following as $Q_{1}$. However, the LAM curve must
be defined also for finite displacements from the equilibrium position to obtain the curve and, for the hybrid scheme to be effective, the curve should be defined to minimize the couplings between the LAM and the coordinates $Q_{\text {ortho. }}$
The most natural choice is to use the same coordinates (thus, mode $Q_{1}$ ) also for finite displacements from the equilibrium position. This means, in practice, that the curve $\boldsymbol{a}_{\text {LAM }}(z)$, and the corresponding PES, is computed through a non-relaxed scan along $Q_{1}$. This model will be referred to in the following as the non-relaxed internal coordinates path Hamiltonian (NR-ICPH). Even if it is particularly appealing for studying large systems, since no geometry optimization is needed along the scan, NR-ICPH provides a poor description of the PES for large-displacements from the equilibrium position in most cases. In fact, even if $Q_{1}$ is decoupled from the other modes at the reference geometry, this is not true in general for large displacements from the equilibrium position, where significant couplings can appear. In those cases, a more accurate definition of the LAM, taking into account geometry relaxation effects, is needed.
A more refined model is obtained by adopting the so-called internal coordinates path Hamiltonian (ICPH) model, introduced by Handy and co-workers to describe tunneling processes in malonaldehyde, ${ }^{76}$ and more recently applied to vibronic spectroscopies. ${ }^{173}$ In the ICPH model, the curve $\boldsymbol{a}_{\text {LAM }}(z)$ is obtained by fixing $Q_{1}$ at different values along the path and optimizing, at each step, all other degrees of freedom. Unlike its non-relaxed version, the ICPH model includes geometry relaxation effects, since the $N_{\text {vib }}-1$ harmonic coordinates are optimized at each step of the scan. For this reason, in ICPH, the LAM does not coincide anymore with $Q_{1}$, but its expression in terms of the internal coordinates will change with the $z$ parameter. This means also that the $N_{\text {vib }}-1 \boldsymbol{Q}_{\text {ortho }}$ coordinates can change along the LAM.
A third approach is obtained by describing the LAM using the intrinsic reaction coordinate (IRC) ${ }^{174,175,176}$ combined to the reaction path Hamiltonian (RPH). ${ }^{77,177}$ Within this model, the LAM is defined as the minimum energy path (MEP) connecting a transition state to a minimum. Starting from the geometry $\boldsymbol{x}_{\mathrm{TS}}$ (or $s_{\mathrm{TS}}$, if internal coordinates are used) corresponding to the transition state, the IRC is defined as the curve where the displacement along each Cartesian coordinates is directly proportional to the PES gradient. Thus, the infinitesimal displacements along the IRC are defined as: ${ }^{178}$

$$
\begin{equation*}
\frac{M_{1} d x_{1}}{g_{x, 1}}=\frac{M_{1} d y_{1}}{g_{y, 1}}=\ldots=\frac{M_{N_{\mathrm{at}}} d z_{N_{\mathrm{at}}}}{g_{z, N_{\mathrm{at}}}}=d l \tag{3.14}
\end{equation*}
$$

Eq. 3.14 diverges when the gradient is null, thus at stationary points, where however the IRC corresponds to one of the normal modes (i.e. the imaginary frequency mode at the transition state) and thus Eq. 3.14 is not needed. Eq. 3.14 defines the IRC through the following differential equation: ${ }^{176,179}$

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{x}_{\mathrm{IRC}}(l)}{\mathrm{d} l}=-C \boldsymbol{g} \tag{3.15}
\end{equation*}
$$

where $C$ is a constant proportionality constant. If $C=|\boldsymbol{g}|^{-1}$, parameter $l$
corresponds to the length of the curve defined by the IRC in the coordinate space (also known as the IRC parameter). As has been discussed by Fukui, ${ }^{180}$ the IRC is the trajectory that the molecule would follow starting from the transition state with an infinitesimal, positive kinetic energy in the direction of the mode $Q_{1}$. From a practical point of view, the IRC is computed using numerical algorithms, where Eq. 3.15 is integrated numerically. $78,181,182,183$ Without going into the details, here we note only that all these algorithms are based on a two-step procedure: first of all, a new coordinate lying on the IRC curve is estimated from the gradient computed at the previous point (prediction step), then the geometry is corrected if components orthogonal to the IRC are present (correction step). Unlike ICPH, RPH can be used only for PESs with a transition state, such as double-well potentials. On the other hand, it is more general, since it does not require to perform the constrained optimization.
Once the algorithm required to compute the curve $a_{\text {LAM }}(z)$ has been defined, this curve needs to be parametrized, i.e. an algorithm to compute $z$ must be developed. This task is particularly important since, depending on the choice of $z$, a different form for the kinetic energy operator will be obtained. For the simplest, NR-ICPH, the LAM can be expressed as,

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{LAM}}(z)=\boldsymbol{x}^{\mathrm{eq}}+z \cdot Q_{1} \tag{3.16}
\end{equation*}
$$

where $x^{\text {eq }}$ are the Cartesian coordinates of the nuclei at the equilibrium geometry and $Q_{1}$ is the normal mode associated to the LAM, expressed as a linear combination of Cartesian coordinates. Even if this parametrization has been widely used in the literature, ${ }^{88,184,185,186}$ it cannot be applied to the ICPH or RPH models, since the expression of the LAM in terms of normal modes changes along the scan due to structural relaxation. A more general parametrization is obtained by defining the length $(l)$ of the curve $a_{\text {LAM }},{ }^{187}$

$$
\begin{equation*}
l(z)=\int_{0}^{z} \mathrm{~d} z^{\prime}\left|\nabla a_{\mathrm{LAM}}\left(z^{\prime}\right)\right|^{2} \tag{3.17}
\end{equation*}
$$

$l(z)$ can be used to parametrize the LAM as $a_{\text {LAM }}(l)$, and this choice brings several advantages. First, the definition of $l$ holds for any kind of deformation, and therefore supports both ICPH and RPH. Next, the expression of the kinetic energy operator can be simplified. Next, the expression of the kinetic energy operator, given in Eq. 2.41 for a general, curvilinear set of coordinates, can be simplified to,

$$
\begin{equation*}
\mathcal{T}=-\frac{\hbar^{2}}{2} g^{1 / 4} \frac{\mathrm{~d}}{\mathrm{~d} l} g^{1 / 2} \frac{\mathrm{~d}}{\mathrm{~d} l} g^{1 / 4} \tag{3.18}
\end{equation*}
$$

where,

$$
\begin{equation*}
g=\sum_{a=1}^{3 N_{\mathrm{at}}}\left|\frac{\mathrm{~d} x_{a}}{\mathrm{~d} l}\right|^{2}=\left|\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} l}\right|^{2} \tag{3.19}
\end{equation*}
$$

In theory, $g$ is a function of $l$, and so Eq. 3.18 can be rewritten as a sum of terms containing the first and second derivatives of $g$ with respect to $l$ (see

Eq. 3.6). Since they are usually small, these terms are usually neglected so that Eq. 3.18 can be simplified as, ${ }^{179}$

$$
\begin{equation*}
\mathcal{T}(l)=-\frac{\hbar^{2}}{2} \frac{\mathrm{~d}}{\mathrm{~d} l} g \frac{\mathrm{~d}}{\mathrm{~d} l} \tag{3.20}
\end{equation*}
$$

From the definition of $l$ in equation $3.17, g=1$, and therefore the kinetic energy is proportional to the second derivative operator, the same as for massweighted Cartesian coordinates. This simplification holds only for monodimensional large-amplitude modes, whereas for multidimensional systems, the Wilson G matrix must be known explicitly to calculate the kinetic energy operator. ${ }^{188,189,190}$

### 3.2.2 The discrete variable representation

The previous section presented several algorithms for computing the geometries along the LAM and the corresponding PES $\mathcal{V}_{\text {LAM }}(l)$. Furthermore, the parametrization of the LAM curve along as a function of Cartesian coordinates determines the kinetic energy operator $\mathcal{T}(l)$. With those two quantities, the monodimensional vibrational Hamiltonian specific to the LAM can be expressed in terms of $l$ as follows:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{LAM}}(l)=\mathcal{T}(l)+\mathcal{V}(l)=-\frac{\hbar^{2}}{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} l^{2}}+\mathcal{V}(l) \tag{3.21}
\end{equation*}
$$

where, for the moment, the effects of the $N_{\text {vib }}-1$ small-amplitude coordinates (SAMs) have been neglected. To get a correct account of the anharmonicity of the LAM, the eigenvalues and eigenfunctions of $\mathcal{H}_{\text {LAM }}(l)$ will be computed with a variational approach. Here, the Discrete Variable Representation (DVR) method will be employed. The DVR approach has been introduced by Light and co-workers, ${ }^{191}$ and later re-derived by Colbert and Miller ${ }^{192}$ as a numerical method to solve the Schrödinger equation. The DVR theory is strictly related to the variational basis representation (VBR). In VBR, the monodimensional Schrödinger equation is solved by expanding the eigenfunctions as linear combinations of a basis set $\chi_{\mathrm{VBR}}(l)$. The matrix representation of $\mathcal{H}_{\text {LAM }}$ in the VBR basis is obtained as follows:

$$
\begin{equation*}
H_{\mathrm{LAM}, i j}=-\frac{1}{2}\left\langle\chi_{i}^{\mathrm{VBR}}\right| \frac{d^{2}}{d l^{2}}\left|\chi_{j}^{\mathrm{VBR}}\right\rangle+\left\langle\chi_{i}^{\mathrm{VBR}}\right| \mathcal{V}_{\mathrm{LAM}}(l)\left|\chi_{j}^{\mathrm{VBR}}\right\rangle \tag{3.22}
\end{equation*}
$$

Even if, for a wide range of basis sets, the matrix element of the second derivative (i.e. the first term of Eq. 3.22) can be computed analytically, this is usually not true for the potential. In fact, in our approach the potential operator is computed through a scan, and thus an analytical representation of $\mathcal{V}_{\text {LAM }}$ is not available, which makes the analytical calculation of the matrix elements $\left\langle\chi_{i}^{\mathrm{VBR}}\right| \mathcal{V}_{\mathrm{LAM}}\left|\chi_{j}^{\mathrm{VBR}}\right\rangle$ not practical. A possible solution is to approximate the integrals using Gaussian quadratures,

$$
\begin{equation*}
\left\langle\chi_{i}^{\mathrm{VBR}}\right| \mathcal{V}^{\mathrm{LAM}}\left|\chi_{j}^{\mathrm{VBR}}\right\rangle \approx \sum_{k=1}^{2 n} m_{k} \chi_{i}^{\mathrm{VBR}}\left(l_{k}\right) \mathcal{V}^{\mathrm{LAM}}\left(l_{k}\right) \chi_{j}^{\mathrm{VBR}}\left(l_{k}\right) \tag{3.23}
\end{equation*}
$$

where the weight $m_{k}$ and the grid points $l\left(z_{k}\right)$ (written $l_{k}$ for simplicity) depend on the quadrature algorithm. From an algorithmic perspective, the grid points are the zeros of a set of $2 n$ polynomials $\varphi_{k}(l)$, each one of degree $k$, which are orthogonal with respect to a weight function $m(l)$ in the interval $[a, b]$ where the Hamiltonian $\mathcal{H}_{\text {LAM }}$ is defined,

$$
\begin{equation*}
\int_{a}^{b} \mathrm{~d} l m(l) \varphi_{i}(l)^{\dagger} \varphi_{j}(l)=\delta_{i j} \tag{3.24}
\end{equation*}
$$

If the matrix representation of $\mathcal{H}(l)$ in the VBR is obtained by computing the integrals involving the kinetic energy operator exactly and the potential operator using Eq. 3.23, the so-called finite basis representation (FBR) is obtained. In VBR calculations, the only source of error is the truncation of the basis expansion, whereas in FBR another source of inaccuracy is the approximation in the calculation of the matrix elements. As noticed in early theoretical works, ${ }^{191}$ methods relying on the FBR, unlike those based on VBR, are not variational.
The DVR can be easily introduced starting from the VBR approach presented above. Let us consider a matrix $\boldsymbol{Y}$ giving the change of basis from the VBR to the position representation: ${ }^{191}$

$$
\begin{equation*}
Y_{i \alpha}=\left\langle\chi_{i}^{\mathrm{VBR}} \mid l_{\alpha}\right\rangle=\chi_{i}^{\mathrm{VBR}}\left(l_{\alpha}\right) \tag{3.25}
\end{equation*}
$$

where $i$ is the index of a basis function and $\alpha$ a continuous index labeling all the values taken by the position coordinate. If the coordinate representation is obtained only on a grid of $n$ values $\left(l_{1}, \ldots, l_{n}\right)$, where $n$ is the number of basis functions, then $\boldsymbol{Y}$ becomes square and its entries are obtained from the value of the basis functions in the grid points. $\boldsymbol{Y}$ can be used to define the DVR basis set from the VBR one as,

$$
\begin{equation*}
\chi^{\mathrm{DVR}}=\boldsymbol{Y}^{\dagger} \chi^{\mathrm{VBR}} \tag{3.26}
\end{equation*}
$$

If the representation of an operator is known in the VBR, its DVR counterpart can be obtained by simply applying the $\boldsymbol{Y}$ transformation matrix. This is however not particularly useful, since, as already remarked above, the main problem is that, for the potential operator, the VBR representation is not available. An interesting feature of the DVR basis set is however its localization property. In fact, it can be easily shown that,

$$
\begin{align*}
\chi_{i}^{\mathrm{DVR}}\left(l_{j}\right) & =\sum_{k=1}^{n} Y_{i k} \chi_{k}^{\mathrm{VBR}}\left(l_{j}\right)=\sum_{k=1}^{n} Y_{i k} Y_{j k}  \tag{3.27}\\
& =\left(\boldsymbol{Y} \boldsymbol{Y}^{+}\right)_{i j}
\end{align*}
$$

Thus, $\chi_{i}^{\mathrm{DVR}}\left(l_{j}\right)=\delta_{i j}$ provided that $\boldsymbol{Y}$ is orthogonal. This can be ensured
with the proper transformation, ${ }^{191}$ for example through Löwdin orthogonalization. The localization property can be used to approximate operators depending on the position (such as the potential $\mathcal{V}^{\mathrm{LAM}}$ ) as being diagonal,

$$
\begin{equation*}
\left(\boldsymbol{V}^{\mathrm{LAM}}\right)_{i j}^{\mathrm{DVR}} \approx V\left(l_{i}\right) \delta_{i j} \tag{3.28}
\end{equation*}
$$

The matrix elements of the kinetic energy operator $\mathcal{T}(l)$ are usually known analytically in the VBR, and thus its representation in the DVR can be obtained by applying the $\boldsymbol{Y}$ transformation matrix. Up to now the Gaussian quadrature has not been invoked, and the derivation holds for a general grid point. However, depending on the grid, the reliability of the diagonal approximation (Eq. 3.28) varies. Let us now select a quadrature algorithm, and choose the quadrature grid to be the DVR grid. By defining the elements of $\boldsymbol{Y}$ as,

$$
\begin{equation*}
Y_{i j}=\sqrt{\frac{m_{i}}{m\left(l_{i}\right)}} \chi_{j}^{\mathrm{DVR}}\left(l_{i}\right) \tag{3.29}
\end{equation*}
$$

the diagonal approximation given in Eq. 3.28 reads,

$$
\begin{equation*}
\left(\boldsymbol{V}_{\mathrm{LAM}}\right)_{i j}^{\mathrm{DVR}}=\sum_{k=1}^{n} \frac{m_{k}}{m\left(l_{l}\right)} \chi_{i}^{\mathrm{DVR}}\left(l_{k}\right) V\left(l_{k}\right) \chi_{i}^{\mathrm{DVR}}\left(l_{k}\right) \tag{3.30}
\end{equation*}
$$

The previous equation shows that the DVR basis combined with the diagonal approximation leads to the FBR, where the matrix elements of the potential are computed using the Gaussian quadrature. However, the DVR theory presented above is not limited to grids connected to Gaussian quadratures, but holds for any grid points. For the study of chemical processes, the more general formulation is usually needed. In fact, the DVR grid points correspond in practice to the point where the potential is computed. In most the applications, those points are not know a priori, and thus they does not coincide with the grid arising from a quadrature. Furthermore, for multidimensional problems, the definition of a quadrature grid is less straightforward than for the monodimensional case, and in this situation, a general grid is preferred. In the present thesis, three DVR basis sets, which have been proposed in the literature, ${ }^{193,194,195}$ will be used. Each one corresponds to three different choice of the interval $[a, b]$ and of the boundary conditions where to solve the vibrational Schrödinger equation,

1. the $[0,2 \pi]$ interval with periodic boundary conditions. This setup can be adapted to any periodic potentials as, for example, rotations along dihedral angles. ${ }^{192,196,197}$ In this case, a consistent choice for the VBR is the trigonometric basis,

$$
\begin{equation*}
\chi_{n}^{\mathrm{DVR}}(l)=\frac{e^{i n l}}{2 \pi} \tag{3.31}
\end{equation*}
$$

with the grid points defined as $l_{n}=i \frac{2 \pi}{2 N+1}$. The matrix element of the kinetic energy operator in this basis are given by:

$$
\left\langle\chi_{i}^{\mathrm{DVR}}\right| \frac{d^{2}}{d l^{2}}\left|\chi_{j}^{\mathrm{DVR}}\right\rangle=\left\{\begin{array}{cl}
(-1)^{i-j} \times \frac{N(N+1)}{3} & i \neq j  \tag{3.32}\\
\frac{(-1)^{i-j}}{2} \times \frac{\cos \left(\frac{\pi(i-j)}{2 N+1}\right)}{2 \sin ^{2}\left(\frac{\pi(i-j)}{2 N+1}\right)} & i=j
\end{array}\right.
$$

2. a bounded interval $[a, b]$, with the boundary conditions that the wavefunction must be null at the two extremal point. In this case, a proper choice of the orthogonal polynomials is the Fourier basis, given in the following:

$$
\begin{equation*}
\chi_{n}^{\mathrm{DVR}}(l)=\sqrt{\frac{2}{b-a}} \sin \left(\frac{n \pi(l-a)}{b-a}\right) \tag{3.33}
\end{equation*}
$$

where the grid is given by $l_{i}=a+i(b-a) / n$, where $n$ is the total number of DVR basis functions. In this case, the matrix element of the second derivative operator is given by the following expression:

$$
\left\langle\chi_{i}^{\mathrm{DVR}}\right| \frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}}\left|\chi_{j}^{\mathrm{DVR}}\right\rangle= \begin{cases}\frac{(-1)^{i-j} \pi}{2(b-a)^{2}} \times\left[\begin{array}{l}
\left.\frac{1}{\sin ^{2}\left(\frac{\pi(i-j)}{2 n}\right)}-\frac{1}{\sin ^{2}\left(\frac{\pi(i+j)}{2 n}\right)}\right] \\
\frac{\pi}{2(b-a)^{2}} \times\left[\begin{array}{ll}
2 n^{2}+1
\end{array} \frac{1}{\sin ^{2}\left(\frac{i \pi}{n}\right)}\right] \tag{3.34}
\end{array}\right. & i=j\end{cases}
$$

3. the third case corresponds to an unbound interval $(-\infty,+\infty)$, with the boundary condition that the wavefunction vanishes for $l \rightarrow \pm \infty$. This corresponds, for example, to inversion modes in a molecular system. As discussed in Ref. ${ }^{192}$, the matrix elements of the DVR basis set can be derived in this case from the previous case, and is the following:

$$
\left\langle\chi_{i}^{\mathrm{DVR}}\right| \frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}}\left|\chi_{j}^{\mathrm{DVR}}\right\rangle=\left\{\begin{array}{lll}
\frac{(-1)^{i-j} \pi}{2)^{i-j} \pi} & \times \frac{\pi^{2}}{3} & i \neq j  \tag{3.35}\\
\frac{(-1)^{2}}{2} & \times \frac{2}{(i-j)^{2}} & i=j
\end{array}\right.
$$

For a DVR based on a set of orthogonal polynomials, the DVR grid $\left(l_{1}, \ldots, l_{n}\right)$ used to compute numerically the Hamiltonian matrix $\boldsymbol{H}_{\mathrm{vib}}$ is defined a priori, independently of the molecular system under analysis. However, in practice, the grid of $l$-points in which the energy is computed during a scan calculation (the corresponding points will be noted with a tilde) is known only when the NR-ICPH model is employed. For the other two models of interest here, namely ICPH and RPH, the geometry is optimized during the scan, and for this reason the differences between the values of $l$ corresponding to two consecutive point of the scan vary. As a consequence, the value of the PES is not known in the points of the DVR grid. To overcome this problem, a two-steps procedure is adopted. An analytical representation of the $\operatorname{PES}\left(\mathcal{V}^{\text {fit }}(l)\right)$ is obtained by fitting the $\tilde{n}$ energies computed at $\left(\tilde{l}_{1}, \ldots, \widetilde{l}_{\tilde{n}}\right)$ using a cubic B-spline. ${ }^{124,198}$ We note that, in the literature, other functional
forms for the fitting have been employed, such as the Fourier basis ${ }^{184,199,200}$ or Morse-like potentials. ${ }^{201,202}$ However, these representations are specific to particular types of potentials (such as periodic ones for the former and inversion potential for the latter) and lack of generality. On the contrary, the B-spline representation, which is obtained by approximating the curve as a cubic function of $l$ by imposing continuity of the first and second derivative at each grid point, can be used for any kind of potential. The Hamiltonian matrix to be diagonalized in the DVR calculation is built using $\mathcal{V}^{\text {fit }}(l)$ instead of the exact potential. Since $\mathcal{V}^{\text {fit }}(l)$ is known analytically thanks to the B-spline representation, its value at the grid points $\left(l_{1}, \ldots, l_{n}\right)$ can be obtained for a negligible computational cost.
We note that this double-step approach reduces significantly the computational cost. In fact, the number of points needed to obtain a converged representation of the PES from B-splines is usually far lower than the number of grid points needed to reach convergence in the DVR expansion, meaning that, in most cases, $\tilde{n} \ll n$. Thus, electronic structure calculations, which are the bottleneck of the simulation, are performed over a smaller number of points than the ones employed for the DVR basis.


Figure 3.1: Graphical representation of the extrapolation procedure used for RPH. In the first two steps (labeled as 1 and 2) IRC calculations are used to compute PES between the saddle point and each of the two minima (black crosses) of the double well, which is then fitted using a B-spline representation (solid, green line). Then (steps 3 and 4) the PES beyond the stationary points (solid, red line) is obtained through a relaxed scan along the mode associated to the LAM (gray crosses). To limit the number of points of the scan calculation (steps 5 and 6 ), the PES can be extrapolated by fitting it to a double Morse potential (dashed, black line). Note that, for symmetric double-well potentials, steps 2, 4 and 6 are equivalent to 1,3 and 5 , and therefore can be avoided. (Source: Ref. 203)

This fitting procedure can be easily coupled to the ICPH model, but the integration into the RPH model is less straightforward. Indeed, as shown in Fig. 3.1 and mentioned in the previous section, the IRC is defined only between a minimum and the transition state (green line in Fig. 3.1) obtained by following the normal mode $Q_{1}$. However, the curve $\boldsymbol{a}_{\text {LAM }}(l)$ needs to be known also beyond this path. Nevertheless, it can be shown that, ${ }^{77,179}$ for infinitesimal displacements from the equilibrium position, the IRC is equivalent to the normal coordinate associated to the LAM and therefore the ICPH model can be used to complement RPH, providing data on $\boldsymbol{a}_{\text {LAM }}(l)$ beyond the minima (solid, red line in Fig. 3.1). For double-well potentials, it is possible to reduce the number of grid points for the ICPH step, by extrapolating the PES using the a double Morse potential, with a functional form, ${ }^{201,202}$

$$
\begin{equation*}
\mathcal{V}_{\text {Morse }}(l)=A_{1}\left[1-e^{-b_{1}\left(l-l_{1}\right)}\right]+A_{2}\left[1-e^{-b_{2}\left(l-l_{2}\right)}\right] \tag{3.36}
\end{equation*}
$$

where $A_{1}, b_{1}, l_{1}, A_{2}, b_{2}$ and $l_{2}$ are parameters determined through leastsquares fitting. The B-spline fitting preliminary to the DVR calculation of the PES along the LAM is then fitted from two components, the analytical expression $V_{\text {Morse }}(l)$ beyond the two end points of the ICPH calculations (dashed, black line in Fig. 3.1) and the set of points obtained from quantum chemical computations built from RPH + ICPH calculations (black and grey crosses in Fig. 3.1).

### 3.2.3 Hybrid DVR-harmonic models

The previous section described a theoretical framework for building the vibrational Hamiltonian $\mathcal{H}_{\text {LAM }}(l)$ describing the motion along a LAM, and a variational approach for computing its eigenpairs. As already mentioned at the beginning of the previous section, up to this point, the couplings with the other modes have been neglected. In order to analyze the impact of those couplings, the $l$ coordinate must be complemented by a set of $N_{\text {vib }}^{\prime}=N_{\text {vib }}-1$ coordinates $\tilde{\mathbf{Q}}(l)=\left(\tilde{Q}_{1}(l), \ldots, \tilde{Q}_{N_{\text {vib }}^{\prime}}(l)\right)$ describing the remaining degrees of freedom which are, in the most general case, function of $l$ themselves.
For a single electronic state, the RPH model provides a consistent definition of $\tilde{\mathbf{Q}}(l) .{ }^{77,204}$ Within this framework, the $l$ coordinate is complemented by the $N_{\text {vib }}^{\prime}$ normal modes orthogonal to $\boldsymbol{a}_{\mathrm{LAM}}(l)$ (referred to as $\boldsymbol{Q}^{p}$ in the following). For practical purposes, it is useful to introduce a vector $\mathbf{n}$ tangent to $a_{\text {LAM }}(l)$ as, ${ }^{187}$

$$
\begin{equation*}
\boldsymbol{n}(l)=\frac{1}{\left\|\frac{\mathrm{~d} \boldsymbol{a}_{\mathrm{LAM}}(l)}{\mathrm{d} l}\right\|} \frac{\mathrm{d} \boldsymbol{a}_{\mathrm{LAM}}(l)}{\mathrm{d} l} \tag{3.37}
\end{equation*}
$$

which can be used to compute the projector operator in Cartesian coordinates on the space parallel to the curve $\boldsymbol{a}_{\mathrm{LAM}}(l)$ as $\mathbf{P}_{\boldsymbol{x}}=\boldsymbol{n} \boldsymbol{n}^{T}$. Within the RPH model, $\boldsymbol{P}_{\boldsymbol{x}}$ can be rewritten as,

$$
\begin{equation*}
\mathbf{P}_{\boldsymbol{x}}(l)=\frac{\boldsymbol{g}_{\boldsymbol{x}}(l) \boldsymbol{g}_{\boldsymbol{x}}(l)^{T}}{\left\|\boldsymbol{g}_{\boldsymbol{x}}(l)\right\|^{2}} \tag{3.38}
\end{equation*}
$$

where $\boldsymbol{g}_{\boldsymbol{x}}$ is the energy gradient in Cartesian coordinates. Then, $\boldsymbol{Q}^{p}$ are defined as the eigenvalues of the mass-weighted projected Hessian matrix,

$$
\begin{equation*}
\mathbf{P}_{\boldsymbol{x}}\left(\boldsymbol{M}^{1 / 2} \boldsymbol{H}_{\mathbf{x}} \boldsymbol{M}^{1 / 2}\right) \mathbf{P}_{\boldsymbol{x}} \boldsymbol{L}_{\boldsymbol{x}}^{p}=\left(\boldsymbol{\Omega}^{p}(l)\right)^{2} \boldsymbol{L}_{\boldsymbol{x}}^{p} \tag{3.39}
\end{equation*}
$$

where $\Omega^{p}$ is the $N_{\text {vib }}^{\prime} \times N_{\text {vib }}^{\prime}$ diagonal matrix of the projected harmonic frequencies, and $L_{\mathbf{x}}^{p}$ is the $N_{\text {vib }}^{\prime} \times N_{\text {vib }}$ transformation matrix from Cartesian coordinates to the projected normal modes $\boldsymbol{Q}^{p}$. For a fixed value of the LAM coordinate $l_{\text {ref }}$, any geometry $\boldsymbol{x}_{\text {ref }}$ can be expressed as,

$$
\begin{equation*}
\boldsymbol{x}_{\mathrm{ref}}=\boldsymbol{a}_{\mathrm{LAM}}\left(l_{\mathrm{ref}}\right)+\left\{\boldsymbol{L}_{\mathbf{x}}^{p}\right\}^{T} \boldsymbol{Q}^{p} \tag{3.40}
\end{equation*}
$$

This relation can be used to build the expression of the full-dimensional vibrational Hamiltonian in the $\left(l, \boldsymbol{Q}^{p}\right)$ representation as, ${ }^{77}$

$$
\begin{align*}
\mathcal{H}_{\mathrm{vib}}= & \mathcal{T}_{\mathrm{LAM}}(l)+\mathcal{V}_{\mathrm{LAM}}(l)+\mathcal{T}_{N_{\mathrm{vib}}^{\prime}}\left(\boldsymbol{Q}^{p}\right)+\sum_{i=1}^{N_{\mathrm{vib}}^{\prime}} \frac{1}{2}\left\{\omega_{i}^{p}\right\}^{2}(l) Q_{i}^{p}(l)^{2} \\
& +\frac{1}{2} \frac{\left(p(l)-\boldsymbol{P}\left(\boldsymbol{Q}^{p}\right)^{T} \boldsymbol{\Gamma} \boldsymbol{Q}^{p}\right)^{2}}{\left(1+\boldsymbol{\zeta}^{T} \boldsymbol{Q}^{p}\right)^{2}} \tag{3.41}
\end{align*}
$$

where $p(l)$ is the momentum operator for the LAM coordinate, whereas $\boldsymbol{P}\left(\boldsymbol{Q}^{p}\right)$ is its counterpart for the orthogonal modes. The $\boldsymbol{\Gamma}$ matrix introduces a coupling between the orthogonal modes, and can be expressed as:

$$
\begin{equation*}
\boldsymbol{\Gamma}=\left\{\boldsymbol{L}_{\boldsymbol{x}}^{p}\right\}^{T} \frac{d \boldsymbol{L}_{\boldsymbol{x}}^{p}}{\mathrm{~d} l} \tag{3.42}
\end{equation*}
$$

and a similar expression can be written for the $\zeta$ vector, which couples the modes with the overall rotation of the molecule. We note that the magnitude of the couplings grows with the derivative of the mode with respect to $l$. Thus, if the projected modes are constant along the LAM, no couplings are present, and the Hamiltonian given in Eq. 3.41 can be expressed as a sum of a term depending only on $l\left(\mathcal{H}_{\text {LAM }}\right)$, and another term, corresponding to the harmonic oscillator Hamiltonian for the $N_{\text {vib }}^{\prime}$ orthogonal modes, where the harmonic frequency depends parametrically on the LAM coordinate. The model in which those couplings are neglected is usually referred to as the adiabatic approximation. As mentioned above, the accuracy of the adiabatic approximation can be checked by monitoring the variation of the orthogonal modes with the LAM coordinate.
Before commenting on the calculation of the eigenfunctions of the Hamiltonian given in Eq. 3.41 can be computed, let us generalize this Hamiltonian to internal coordinates. As discussed by Natanson and co-workers ${ }^{79,114,179}$ when a non-orthogonal set of coordinates is employed, equation 3.38 does not hold anymore. The expression for the projector $\mathbf{P}_{s}$ in internal coordinates is the following:

$$
\begin{equation*}
\mathbf{P}_{\boldsymbol{s}}=\frac{\boldsymbol{n}_{\boldsymbol{s}} \boldsymbol{n}_{\boldsymbol{s}}^{T}}{\boldsymbol{n}_{\boldsymbol{s}}^{T} \boldsymbol{G} \boldsymbol{n}_{\boldsymbol{s}}} \tag{3.43}
\end{equation*}
$$

where, similarly to the Cartesian case, $\boldsymbol{n}_{\boldsymbol{s}}$ is a vector tangent to the curve $a_{\text {LAM }}(l)$ expressed in internal coordinates. The main difference between Eqs. 3.38 and 3.43 is the presence of a normalization factor in the latter case $\left(\boldsymbol{n}_{\boldsymbol{s}}^{T} \boldsymbol{G} \boldsymbol{n}_{\boldsymbol{s}}\right)$ which is equal to 1 in the Cartesian case. For RPH, Eq. 3.43 can be expressed as,

$$
\begin{equation*}
\mathbf{P}_{\boldsymbol{s}}(l)=\frac{\boldsymbol{g}_{\boldsymbol{s}}(l) \boldsymbol{g}_{\boldsymbol{s}}(l)^{T}}{\boldsymbol{g}_{\boldsymbol{s}}^{T}(l) \boldsymbol{G}(l) \boldsymbol{g}_{\boldsymbol{s}}(l)} \tag{3.44}
\end{equation*}
$$

where the gradient in internal coordinates $\left(\boldsymbol{g}_{s}\right)$ is obtained from its Cartesian counterpart $\boldsymbol{g}_{\boldsymbol{x}}$ from the same relation already used for the full-dimensional case in Eq. 2.38,

$$
\begin{equation*}
\boldsymbol{g}_{\boldsymbol{s}}(l)=\left\{\boldsymbol{B}^{T}\right\}^{+}(l) \boldsymbol{g}_{\boldsymbol{x}}(l) \tag{3.45}
\end{equation*}
$$

In Ref. ${ }^{79}$, an alternative equation, where the pseudo-inverse is built from the matrix of the atomic masses $M$ has been proposed. However, as already remarked in the previous section, the definition of the pseudoinverse matrix is not unique, and for this reason the two formulations are equivalent.
As for the full-dimensional case, the orthogonal modes $\boldsymbol{Q}^{p}$ are computed with the GF method introduced in the previous chapter. In a similar way to Cartesian coordinates, the projected modes are here the eigenvectors of $\boldsymbol{G} \boldsymbol{H}_{s}^{p}$, with the projected Hessian matrix $\boldsymbol{H}_{s}^{p}$ defined as,

$$
\begin{equation*}
\boldsymbol{H}_{\boldsymbol{s}}^{p}(l)=\left[\mathbf{1}-\mathbf{P}_{\boldsymbol{s}}(l) \boldsymbol{G}(l)\right] \boldsymbol{H}_{\boldsymbol{s}}(l)\left[\mathbf{1}-\boldsymbol{G}(l) \mathbf{P}_{\boldsymbol{s}}(l)\right] \tag{3.46}
\end{equation*}
$$

where $\boldsymbol{H}_{s}$ is the full-dimensional Hessian in internal coordinates. Those quantities change along the curve $\boldsymbol{a}_{\mathrm{LAM}}(l)$ and therefore are functions of $l$. As mentioned in the previous chapter, the calculation of the full-dimensional Hessian $\boldsymbol{H}_{\boldsymbol{s}}$ from its cartesian counterpart $\boldsymbol{H}_{\boldsymbol{x}}$ requires both the Wilson $\boldsymbol{B}$ matrix and its first derivative $\boldsymbol{B}^{\prime},{ }^{113,205}$

$$
\begin{equation*}
\boldsymbol{H}_{\boldsymbol{s}}(l)=\left\{\boldsymbol{B}(l)^{T}\right\}^{+}\left[\boldsymbol{H}_{\boldsymbol{x}}(l)-\boldsymbol{g}_{\boldsymbol{s}}(l)^{T} \boldsymbol{B}^{\prime}(l)\right] \boldsymbol{B}(l)^{+} \tag{3.47}
\end{equation*}
$$

where $\boldsymbol{B}^{+}$is the pseudo-inverse of $\boldsymbol{B}$. It is worth noting that the equivalence between harmonic models in Cartesian and internal coordinates is lost when working with projected modes, for two reasons:

- the projector operator is different in the two representations.
- the gradient is, in general, non-null along the LAM, thus the second term of the conversion of the Hessian given Eq. 2.36 is not null as well.

As already done for the Cartesian case, the internal coordinates-based eigenvectors associated to non-null eigenvalues can be collected as columns of a matrix $\boldsymbol{L}^{p}(l)$, defining the projected normal modes $\boldsymbol{Q}^{p}$ in terms of the internal coordinates as,

$$
\begin{equation*}
\boldsymbol{L}^{p}(l) \boldsymbol{Q}^{p}=s-s^{\mathrm{eq}}(l) \tag{3.48}
\end{equation*}
$$

where $s^{\text {eq }}(l)$ are the internal coordinates of the geometry corresponding to the IRC parameter $l$. The full vibrational Hamiltonian can be built as for the Cartesian case, but the final result is different from the one given in Eq. 3.41 since, for example, vibro-rotational couplings are null in internal coordinates, since their contribution are projected out from the transformation given in Eq. 3.46, while they are non-null in Cartesian coordinates. However, in the adiabatic approximation, where all couplings are neglected, the same Hamiltonian is obtained,

$$
\begin{equation*}
\mathcal{H}_{\mathrm{vib}}^{\mathrm{ad}}=\mathcal{T}_{\mathrm{LAM}}(l)+\mathcal{V}_{\mathrm{LAM}}(l)+\mathcal{T}_{N_{\mathrm{vib}}^{\prime}}\left(\boldsymbol{Q}^{p}\right)+\sum_{i=1}^{N_{\mathrm{vib}}^{\prime}} \frac{1}{2}\left\{\omega_{i}^{p}\right\}^{2}(l) Q_{i}^{p}(l)^{2} \tag{3.49}
\end{equation*}
$$

Even if the expression of $\mathcal{H}_{\text {vib }}$ obtained using equation 3.49 does not contain any direct coupling between the LAM and the orthogonal normal modes, an indirect coupling is present due to the parametric dependence of $\omega_{i}^{p}$ and $\boldsymbol{Q}^{p}$ on $l$. This parametric dependence is analogous to the separation of slow and fast motion in the Born-Oppenheimer approximation, where the electronic Schrödinger equation is solved for a fixed value of the nuclear coordinate. In this case, the "slow" coordinate is the LAM, and the Schrödinger equation for the "fast" coordinates, i.e. the projected modes.
The vibrational wavefunctions $\chi\left(l, \boldsymbol{Q}^{p}\right)$ of the adiabatic Hamiltonian given in Eq. 3.49 can be then computed following the same strategy employed as for the Born-Oppenheimer separation. ${ }^{106} \chi\left(l, \boldsymbol{Q}^{p}\right)$ is factorized as the product of a LAM wavefunction, $\chi_{\mathrm{LAM}, i(k)}(l)$, and the one of the harmonic modes, $\chi_{N_{\text {vib }}^{\prime}, k}\left(l, \boldsymbol{Q}^{p}\right)$, depending on the IRC parameter, where $k$ labels the wavefunction for the harmonic modes, and $i$ the one of the LAM. By inserting,

$$
\begin{equation*}
\chi\left(l, \boldsymbol{Q}^{p}\right)=\chi_{\mathrm{LAM}, i(k)}(l) \times \chi_{N_{\mathrm{vib},}^{\prime}, k}\left(l, \boldsymbol{Q}^{p}\right) \tag{3.50}
\end{equation*}
$$

in the eigenvalue equation for $\mathcal{H}_{\mathrm{vib}}^{\mathrm{ad}}$, two coupled Schrödinger equations are obtained, one for each component of the overall wavefunction:

$$
\begin{align*}
\mathcal{H}_{N_{\mathrm{vib}}^{\prime}} \chi_{N_{\mathrm{vib},}^{\prime}, k}^{\prime}\left(l, \boldsymbol{Q}^{p}\right) & =\left[\mathcal{T}_{\mathrm{N}_{\mathrm{vib}}^{\prime}}\left(\boldsymbol{Q}^{p}\right)+\mathcal{V}_{N_{\mathrm{vib}}^{\prime}}\left(\boldsymbol{Q}^{p} ; l\right)\right] \chi_{N_{\mathrm{vib},}^{\prime}, k}\left(l, \boldsymbol{Q}^{p}\right)  \tag{3.51}\\
& =E_{N_{\mathrm{vib},}^{\prime}, k}(l) \chi_{N_{\mathrm{vib}}^{\prime}, k}^{\prime}\left(l, \boldsymbol{Q}^{p}\right)
\end{aligned} \quad \begin{aligned}
& {\left[\mathcal{T}_{\mathrm{LAM}}(l)+\mathcal{V}_{\mathrm{LAM}}(l)+E_{N_{\mathrm{vib}}^{\prime}, k}(l)\right] \chi_{\mathrm{LAM}, i(k)}(l)=E_{\mathrm{tot}, i(k)} \chi_{\mathrm{LAM}, i(k)}(l)}
\end{align*}
$$

where $\mathcal{H}_{\text {LAM }}$ is defined in Eq. $3.21, \mathcal{H}_{N_{\text {vib }}^{\prime}}$ is the sum of $N_{\text {vib }}^{\prime}$ harmonic oscillator Hamiltonians, $E_{\text {tot }, i(k)}^{\mathrm{tot}}$ is the total vibrational energy and,

$$
\begin{equation*}
E_{N_{\mathrm{vib}}^{\prime}, k}(l)=\sum_{i=1}^{N_{\mathrm{vib}}^{\prime}} \omega_{i}^{p}(l)\left(n_{i}+\frac{1}{2}\right) \tag{3.53}
\end{equation*}
$$

Eqs. 3.51 and 3.52 highlight the indirect coupling between $Q^{p}$ and $l$. In fact, the potential used to compute the LAM wavefunctions $\left(\chi_{\mathrm{LAM}, i(k)}(l)\right)$ contains, besides the pure electronic contribution $\mathcal{V}^{\mathrm{LAM}}(l)$, the energy of the wavefunction for the " $N_{\text {vib }}^{\prime}$ " harmonic modes $\left(E_{N_{\text {vib }}^{\prime}, k}(l)\right)$. Analogously, the Schrödinger equation for the harmonic modes change along the LAM, since the Hessian matrix, as well as the projection operator, are functions of $l$. As a consequence, a different set of nuclear wavefunctions for the LAM is obtained for each level of the " $N_{\text {vib }}^{\prime}$ " harmonic modes. In practice, the calculation of the vibrational levels requires the following computational protocol:

1. calculation of the electronic energy along the PES through a scan calculation (non-relaxed, relaxed, IRC).
2. at each step of the scan, calculation of the Hessian and determination of the projected modes using Eq. 3.46 (for NR-ICPH) or Eq. 3.40 (for RPH).
3. fitting of the PES with a cubic spline to obtain a semi-analytical representation, to be used in the subsequent variational calculation.
4. fitting of the projected harmonic frequencies $\omega_{i}^{p}(l)$ through a B-spline fitting. This step is necessary to add the contribution from the $N_{\text {vib }}^{\prime}$ harmonic modes (third term in Eq. 3.52) to the PES obtained from electronic structure calculations. The fitting can be done only if each projected normal mode can be tracked and consistently labeled along the scan, and thus if $Q^{p}$ does not change quickly along the IRC. This assumption has to be met since, otherwise, large elements in $\Gamma$ are present and the adiabatic approximation is not accurate.
5. a vibrational level $k$ of the $N_{\text {vib }}^{\prime}$ orthogonal modes is selected, its energy along the LAM is computed $\left(E_{N_{\text {vib }}^{\prime}, k}^{\prime}(l)\right)$ and added to the PES obtained from the electronic structure calculation.
6. the vibrational levels of the LAM associated to the $k$-th state of the $N_{\text {vib }}^{\prime}$ orthogonal modes are computed with the DVR-based method outlined above.

To conclude this section, a significant simplification can be obtained by neglecting the dependence of the harmonic frequencies and normal modes on $l$ since, in this case, the potential $\mathcal{V}_{N_{\text {vib }}^{\prime}}$ and the vibrational energies $E_{N_{\text {vib }}^{\prime}, k}$ do not depend on $l$. As a consequence, this last term is a constant and the LAM wavefunctions are the same for each vibrational level of the $N_{\text {vib }}^{\prime}$ harmonic coordinates. Under those approximations, no couplings, neither parametric nor direct, are present between the LAM and the other modes, and it is sufficient to solve the vibrational Schrödinger equation for the LAM only once.

### 3.3 Selected applications

The reliability of the hybrid harmonic-variational framework introduced in the previous section will be now tested using two molecules as test-cases. The first one is a small-size system, ammonia $\left(\mathrm{NH}_{3}\right)$, which will be used to check the reliability of the code. A more complex system, bithiophene, will be used to highlight the difference between the various formulations of the hybrid DVR-harmonic schemes, with particular care on the impact of the choice of the coordinates system on the simulated spectrum.

### 3.3.1 Ammonia: benchmark of the model.

The first test-case is ammonia, which is, as it is well known, pyramidal in the equilibrium geometry of its neutral ground state. The lowest frequency vibrational mode is a LAM corresponding to the umbrella inversion coordinate. The PES of the ground state along this LAM has a symmetric doublewell shape, where the two minima correspond to two, equivalent pyramidal geometries, and the transition state corresponds to the planar configuration. As already mentioned above, double-well potentials are the classical cases that are poorly described in terms of harmonic models, since several geometries, that could be used as a reference for the harmonic expansion, are present.
As a first step, ammonia has been used to check the numerical stability of the DVR-based approach with respect to the density of the two grids used in the scan and in the variational calculation. As a reminder, the first grid is employed for the QM calculations, and is used to fit the PES with the cubic spline representation. The second grid is used in the DVR-based variational calculation on the fitted PES. In Tab. 3.1, the energies of the five lowest vibrational levels of the inversion mode of ammonia, computed with different grids, are reported. The PES along the umbrella mode has been computed from a non-relaxed scan along the inversion mode from $50^{\circ}$ to $130^{\circ}$ (therefore using the NR-ICPH model). The results reported in Tab. 3.1 show that, for a given step-size and a given number of points of the non-relaxed scan (which gives a unique representation of the PES in terms of B-splines), 150 DVR basis functions (corresponding to a grid spacing of $0.53^{\circ}$ ) are sufficient to reach a convergence of the energy levels within $1 \mathrm{~cm}^{-1}$. On the other hand, a significantly larger step-size, of $4^{\circ}$, can be safely used in the first scan, where discrete geometries are taken at regular intervals along the large-amplitude coordinate, to reach convergence in the B -spline fitting. Those findings are in line with the discussions in the previous section, and confirm that a fitting step preceding the DVR calculation significantly reduces the number of QM calculations needed with respect to a direct approach, where QM calculations are performed directly on the DVR grid.
The last column of Tab. 3.1 contains the energies of the 5 lowest vibrational states for the ground, neutral electronic state of ammonia computed after a relaxed scan of the PES along the inversion coordinates, therefore using the ICPH model. The difference between the frequencies computed within the

|  |  | Number of DVR basis functions |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 100 | 150 | 200 | 150(rel) |
|  | $2^{\circ}$ | 519.69 | 521.58 | 521.79 | 504.32 |
|  |  | 520.67 | 522.56 | 522.77 | 505.72 |
|  |  | 1451.14 | 1453.05 | 1453.27 | 1392.42 |
|  |  | 1496.07 | 1497.99 | 1498.21 | 1449.91 |
|  |  | 2106.84 | 2108.78 | 2109.02 | 2021.75 |
|  | $4^{\circ}$ | 519.75 | 521.65 | 521.86 | 504.36 |
|  |  | 520.74 | 522.63 | 522.84 | 505.77 |
|  |  | 1451.28 | 1453.19 | 1453.41 | 1392.50 |
|  |  | 1496.28 | 1498.20 | 1498.42 | 1450.05 |
|  |  | 2107.04 | 2108.98 | 2109.22 | 2021.88 |
|  | $8^{\circ}$ | 520.25 | 522.18 | 522.40 | 505.61 |
|  |  | 521.25 | 523.17 | 523.39 | 507.03 |
|  |  | 1451.76 | 1453.70 | 1453.93 | 1393.91 |
|  |  | 1497.16 | 1499.10 | 1499.34 | 1451.95 |
|  |  | 2107.44 | 2109.41 | 2109.67 | 2023.04 |
|  | $16^{\circ}$ | 521.48 | 521.49 | 522.14 | 499.87 |
|  |  | 522.54 | 522.55 | 523.21 | 501.34 |
|  |  | 1443.77 | 1443.79 | 1444.46 | 1369.87 |
|  |  | 1495.29 | 1495.32 | 1495.99 | 1433.99 |
|  |  | 2071.20 | 2071.26 | 2071.94 | 1970.31 |

Table 3.1: Vibrational energies (in $\mathrm{cm}^{-1}$ ) of the 5 lowestenergy vibrational states of ammonia computed using the DVRbased approach with different step sizes in the PES scan calculation (expressed in degrees) and with a different number of basis functions. The energies are reported in wavenumbers. All electronic structure calculations were performed at the B3LYP/SNSD level. In all cases, non-relaxed scans have been performed, except for the last column, where the results issuing from a relaxed scan are reported. (Source Ref. 203)

ICPH and NR-ICPH is, in all cases, above $15 \mathrm{~cm}^{-1}$, with a maximum reached for the highest-frequency modes, where it is above $100 \mathrm{~cm}^{-1}$. This discrepancy can be understood from the PES that are obtained with the two models, which are plotted in Fig. 3.2. As expected, the energy barrier between the minimum and the transition state is higher in the NR-ICPH framework than in the ICPH one, with a difference of about $1.68 \mathrm{~kJ} / \mathrm{mol}$. In fact, for ICPH, the geometry is optimized at each step of the scan, leading to a lower energy. The height of the barrier (of about $1760 \mathrm{~cm}^{-1}$ ) is higher than the vibrational frequency of the inversion mode, and for this reason, the two lowest-energy states are nearly degenerate (as can be seen from tab. 3.1), corresponding to the symmetric and antisymmetric combinations of wavefunctions localized in the two minima. Since the coupling between the two localized states decreases as the barrier gets higher, the energy difference between those wavefunctions, also known as tunneling splitting $\Delta$, becomes smaller. This can be seen also by combining the tunneling splitting of $\mathrm{NH}_{3}$ computed at the NR-ICPH ( $\Delta_{\text {NR-ICPH }}$ ) and ICPH ( $\Delta_{\text {ICPH }}$ ) level. In fact, $\Delta_{\text {ICPH }}<\Delta_{\text {NR-ICPH }}$, in agreement with the relative value of the energy barrier. The difference between NR-ICPH and ICPH is even more evident for higher-energy states, that are not localized in the two energy minima, but are delocalized over all the range of the IRC parameter. In fact, the NR-ICPH and ICPH models coincide only at the two equilibrium positions, and the deviation between them increases with the displacement from those nuclear configurations.


FIGURE 3.2: Plot of the PES of the neutral, ground state of $\mathrm{NH}_{3}$ computed within the NR-ICPH (solid, green line) and ICPH (solid, red line) models. Electronic structure calculations were performed at the B3LYP/SNSD level.

Since the PES along the inversion coordinate of $\mathrm{NH}_{3}$ is a double-well, the RPH framework can be employed to study the LAM too. Ammonia is also an ideal case to test the extrapolation procedure coupled to RPH since, due to the symmetry of the system, only one degree of freedom (the N-H distance) needs to be optimized along the scan, and therefore RPH should be equivalent to ICPH. The vibrational energies computed using ICPH and RPH with
different extrapolation schemes are reported in Tab. 3.2. Based on the previous results, 150 DVR basis functions have been used for each simulation and, for ICPH, a step-size of $4^{\circ}$ has been employed. The results show that, if the extrapolation is performed including only the points obtained from an IRC calculation (second column of Tab. 3.2), large deviations, above $60 \mathrm{~cm}^{-1}$ in all cases, from the frequencies computed at the ICPH level are observed. The quality of the results can be significantly improved by computing the electronic energies for geometries beyond the minima, following the normal mode correlating with the IRC coordinate (which is in this case the umbrellainversion mode). The discrepancy with the ICPH results decreases, and is approximately $10 \mathrm{~cm}^{-1}$ if 8 points ( 4 for each side of the IRC) are added. From those results, it is clear that the extrapolation is mandatory to minimize the error for a given number of scan points.

| LAM model |  | ICPH | RPH | RPH | RPH | RPH | RPH | $\begin{aligned} & \text { RPH (no } \\ & \text { extr.) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Added points |  |  | 0 | 2 | 4 | 6 | 8 | 8 |
| $\begin{aligned} & \pm \\ & \stackrel{\rightharpoonup}{7} \\ & \dot{0} \end{aligned}$ | $\mathrm{n}=0$ | 504.36 | 573.57 | 551.37 | 527.66 | 508.67 | 496.74 | 697.33 |
|  | $\mathrm{n}=1$ | 505.77 | 575.61 | 553.22 | 529.27 | 510.14 | 498.10 | 734.43 |
|  | $\mathrm{n}=2$ | 1392.50 | 1509.51 | 1478.74 | 1446.97 | 1419.36 | 1399.21 | 1687.33 |
|  | $\mathrm{n}=3$ | 1450.05 | 1605.41 | 1564.33 | 1521.50 | 1486.44 | 1460.06 | 1904.33 |
|  | $\mathrm{n}=4$ | 2021.88 | 2188.32 | 2145.46 | 2105.10 | 2070.83 | 2045.91 | 2558.45 |

Table 3.2: Vibrational energies of the 5 lowest-energy vibrational states of ammonia computed within the ICPH (column 1) and RPH frameworks (column 2-7). For RPH calculations, calculations have been performed adding scan points beyond the minima (the number of the additional point is reported in the "Added points" row). All electronic structure calculations have been performed at the B3LYP/SNSD level.

Up to this point, the vibrational energies along the LAM have been computed using $\mathcal{H}_{\mathrm{LAM}}$, therefore neglecting the energy arising from the other harmonic modes. However, this contribution is negligible only if the harmonic modes do not change along the LAM. With the aim of checking the reliability of this approximation, the projected frequencies $\omega_{i}^{p}(l)$ are plotted in Figs. 3.3 and 3.4. For the two degenerate bending modes (Fig. 3.3), a variation of up to $100 \mathrm{~cm}^{-1}$ occurs along the scan, with a maximum value obtained close to the two minima, and the minimum corresponding to the planar configuration. The degeneracy of the modes is preserved along the scan, since the minimal point group of the molecule is $\mathrm{C}_{3 v}$ along all the scan.
For the $\mathrm{N}-\mathrm{H}$ stretching modes (reported in Fig. 3.4), the variation of the harmonic wavenumber is even more pronounced, and has a maximum of more than $500 \mathrm{~cm}^{-1}$. It is worth noticing that two crossing points between the three curves, associated to the three $\mathrm{N}-\mathrm{H}$ stretching modes, are detected. In correspondence of those two points, the energetic order of the two, degenerate, antisymmetric and symmetric $\mathrm{N}-\mathrm{H}$ modes changes. Those crossings are the vibrational analogues of conical intersections for electronic structure calculations.


Figure 3.3: Graphical representation of the variation of the wavenumber of the bending modes along the LAM.


Figure 3.4: Graphical representation of the variation of the frequency of the $\mathrm{N}-\mathrm{H}$ stretching modes along the LAM.

Up to now, all calculations have been performed in Cartesian coordinates. However, as already mentioned above, the projected harmonic frequencies, unlike the full-dimensional ones, change with the coordinate system. To highlight this effect, the wavenumber of mode 2, corresponding to one of the two $\mathrm{H}-\mathrm{N}-\mathrm{H}$ bending modes, is plotted as a function of the IRC coordinates in Fig. 3.5.


Figure 3.5: Plot of the projected wavenumber of the $\mathrm{H}-\mathrm{N}-\mathrm{H}$ modes of ammonia along the IRC coordinate corresponding to the bending mode.

It is noteworthy that the two representations are equivalent for three values of the IRC parameter, namely at the center, corresponding to the planar configuration (associated to the saddle point of the PES) and at the two minima (at about 1 and $3.5 \sqrt{\mathrm{amu}} \times$ Bohr). In fact, those three points are stationary points of the PES, meaning that $\boldsymbol{g}=0$, and thus the projector is null and the second term of Eq. 3.47 is null. As already mentioned in the previous chapter, in those cases Cartesian and internal coordinates provide equivalent results. The deviation between the two representations increases with the distance from the stationary points, and is maximal in the two boundary regions. In fact, those regions correspond to a steep increase in the potential, and thus the difference between the representations is expected to increase as well.
The orthogonal harmonic frequencies influence the calculation of the vibrational energies through the $E_{N_{\text {vib }}^{\prime}, k}(l)$ term in Eq. 3.49 If the variation of the frequencies along the LAM is small, this term is just a constant shift of the Hamiltonian. However, the frequency changes non-negligible, this term will change with $l$. As a consequence, the shape of the PES will change as well, and this will have a significant impact on the vibrational levels and wavefunctions. The $E_{N_{\mathrm{vib}}^{\prime}, k}(l)$ term depends on $k$, thus on the vibrational level for the $N_{\text {vib }}^{\prime}$ modes for which the LAM level is computed. For the sake of simplicity, only the ground state of the $N_{\text {vib }}^{\prime}$ modes will be considered, and thus:

$$
\begin{equation*}
E_{N_{\mathrm{vib}}^{\prime}, 0}(l)=\frac{1}{2} \sum_{i=1}^{N_{\mathrm{vib}}^{\prime}} \omega^{p}(l) \tag{3.54}
\end{equation*}
$$

The comparison of the PESs obtained from the scan calculation, where the contribution of the orthogonal modes has not been included, with the adiabatic one, where this term is taken into account, is reported in Fig. 3.6.


Figure 3.6: Graphical representation of the PES along the inversion coordinates of ammonia obtained from an IRC calculation by including only the pure electronic contribution (solid, red line) or by adding the ZPVE of the $N_{\text {vib }}^{\prime}$ orthogonal mode (solid, green line).

The main difference between the two PESs is observed at the the saddle point, where the height of the barrier increases by adding the contribution of the zero-point vibrational energy (ZPVE). This is in line with the plot reported in Fig. 3.4, where the maximum of the $\mathrm{N}-\mathrm{H}$ stretching frequencies is reached at the saddle point. We note that, however, the value of the $\mathrm{H}-\mathrm{N}-\mathrm{H}$ bending is minimum at the saddle point. However, the variation of this frequency is smaller than the one of the NH stretching, and thus the latter contribution is dominant. The vibrational energies for the two PESs with the DVR variational approach described in the previous section are reported in Tab. 3.3 As expected, the tunneling splitting is lower for the PES obtained including the ZPVE, since the barrier is higher. It is worth noting that the deviation between the vibrational energies decreases for the higher-energy vibrational states. In fact, the energy of those states is much higher than the barrier, and thus those states are less sensitive to its height and more to the shape of the PES in the boundary regions. In those regions the deviation between the two PESs is smaller, and thus the deviation between the vibrational energies decreases as well.

| Vib. Level | No ZPVE | With ZPVE |
| :---: | :---: | :---: |
| ZPVE | 863.86 | 922.25 |
| 1 | 94.74 | 69.48 |
| 2 | 1313.05 | 1379.14 |
| 3 | 2087.38 | 2081.56 |
| 4 | 3268.01 | 3243.75 |
| 5 | 4604.04 | 4567.03 |

Table 3.3: Energy (in $\mathrm{cm}^{-1}$ ) of the five lowest-energy vibrational levels for the inversion mode of ammonia computed with the DVR variational approach from the PES obtained from QM calculations (No ZPVE) and including the $E_{k}^{N_{\text {vib }}^{\prime}}(l)$ term (With ZPVE)

### 3.4 Vibrational Density Matrix Renormalization Group (VDMRG)

The hybrid variational-harmonic scheme used up to now can be efficiently employed for a specific category of flexible systems, where a single coordinate can be found to describe the motion, for which the anharmonic effects are more pronounced. For most cases, however, such a convenient representation is not possible and a multidimensional, variational treatment is required. As already mentioned in Section 3.1, the main limitation of variational approaches such as VCI, is the exponential growth of their computational cost with the size of the problem. Several strategies for reducing the cost of variational approaches have been explored. For example, with an accurate choice of the coordinates (such as curvilinear internal coordinates ${ }^{69,158,206}$ or localized modes ${ }^{72,171,172}$ ), it is possible to partition the vibrational Hamiltonian into non-interacting blocks of coordinates, and thus block-diagonalization schemes can be employed to efficiently compute vibrational energies. Alternatively, basis-pruning algorithms ${ }^{70,71}$ have been developed, to identify a priori the basis functions with the largest CI coefficients, and to include only them in the variational treatment. From a purely algorithmic point of view, the computational cost of the diagonalization of the vibrational Hamiltonian matrix can be strongly reduced by using iterative subspace expansion algorithms (such as Davidson ${ }^{167}$ and JacobiDavidson ${ }^{168,207}$ ), which are commonly used in electronic structure calculations. ${ }^{85,208}$
In this section, an alternative approach based on the density matrix renormalization group (DMRG) algorithm will be presented, with the aim of carrying out variational calculations on large-sized systems with a limited computational effort. In DMRG, the wavefunction is expressed as a matrix product state (MPS), providing a parametrization, which is much more compact than the standard VCI one (see Eq. 3.12). The resulting theory will be defined vibrational DMRG (VDMRG). As will be discussed more in detail in the following, VDMRG can be seen as a refined pruning algorithm, where the basis
function are chosen to obtain, in a least-squares sense, the best approximation of the "true" wavefunction. Furthermore, even if in the following VDMRG will be formulated only for the Watson Hamiltonian in Cartesian-based normal modes, the theory is general enough to support any kind of Hamiltonian and basis function, provided that the SQ expression for the Hamiltonian is known.

### 3.4.1 Basic theory of DMRG

Before describing VDMRG, it is useful to introduce the theory of DMRG for general Hamiltonians, not necessarily describing molecular vibrations. DMRG was introduced several decades ago ${ }^{80,209}$ as a method for the calculation of the ground state of large, strongly correlated systems, and was initially mainly applied to the calculation of the ground state of spin chains. For this reason, here the main features of the DMRG theory will be presented for spin chains Hamiltonians. Its extension to more general problems will be discussed only later.


Figure 3.7: Graphical representation of the sweep-based optimization of a spin chain with $L$ sites, where the optimization is performed for the $i$-th site.

Let us suppose to study a chain of $L$ spin (referred to as sites in the following), where the state of each site is described with a vector space (referred to as local basis) of $N_{\text {basis }}$ functions. The $j$-th function of the local basis of the $i-$ th site will be referred to as $\left|\psi_{j, i}^{\text {loc }}\right\rangle$. The size of the local basis is, in general, different for each site, but here, for the sake of simplicity, we will assume that $N_{\text {basis }}$ is the same for all the sites. Starting from the $\left|\boldsymbol{\psi}_{i}^{\text {loc }}\right\rangle$ sets, it is possible to build a basis for the full system of $L$ spins as direct product of all the local basis functions. The overall dimension of the resulting basis grows with the $N_{\text {basis }}$-th power of the chain size $L$, and this exponential increase of the size, also known as curse of dimensionality, makes variational approaches feasible only for small-size systems. DMRG offers a way to avoid the curse of dimensionality, based on two ideas:

1. the variational parameters are not optimized together, to avoid the solution of a full-dimensional secular equation, that would require the diagonalization of a $N_{\text {basis }}^{L}$-dimensional matrix. Instead, the variational parameter of each site are optimized one after the other, starting from the first site (see Fig. 3.7 for a graphical representation of the chain)
and going back and forth along the chain. This algorithm is known as sweep-based optimization. ${ }^{82}$
2. after the optimization of the variational parameters for a given site, only $m$ basis functions are kept in the variational space, in order to avoid the curse of dimensionality. This algorithm is usually known as decimation, and we will refer to $m$ as the number of renormalized block states.

The efficiency of DMRG is obtained through the combination of the sweepbased optimization and the decimation step. Let us now analyze more in detail these two algorithms. As already mentioned above, in DMRG each site is optimized separately from the others. Let us denote the site, on which the optimization is performed, as $i$ (see Fig. 3.7). The other sites are divided in two groups, the left and right blocks, where the former includes sites $1-i-1$, while the latter the $i+1-L$ ones. Let us suppose to know a basis set $\left|a_{n}^{\text {left }}\right\rangle$ with $n_{l}$ elements describing the states of the left block, and another set $\left|a_{n}^{\text {right }}\right\rangle$ with size $n_{r}$ describing the right block. The ground state wavefunction $\left|\Psi_{\mathrm{GS}}\right\rangle$ can thus be expressed as,

$$
\begin{equation*}
\left|\Psi_{\mathrm{GS}}\right\rangle=\sum_{l=1}^{n_{l}} \sum_{r=1}^{n_{r}} \sum_{j=1}^{N_{\text {basis }}} C_{l r}^{k}\left|a_{l}^{\text {left }} \psi_{j, i}^{\text {loc }} a_{r}^{\text {right }}\right\rangle \tag{3.55}
\end{equation*}
$$

where the $C_{l r}^{k}$ tensor is optimized variationally by solving the secular equation in the $\left|a_{l}^{\text {left }} \psi_{j, i}^{\text {loc }} a_{r}^{\text {right }}\right\rangle$ basis. The optimization is then shifted to the following, $i+1$-th site (forward sweep). The sweep-based optimization alone does not bring any computational advantage since, if a complete set is used as a basis for the two blocks, the dimension of the $C_{l r}^{k}$ tensor still grows exponentially with the chain size. However, in DMRG, after each optimization, only the $m$ eigenvalues giving the largest contribution to the one-body density matrix are kept and included in the left boundary. It is thus evident that $m$, also known as "number of renormalized states", As can be noticed from the previous discussion, the $m$ parameter controls the accuracy of DMRG simulations. By systematically increasing $m$, the full-CI representation is recovered, but the advantages of DMRG are lost. However, it has been shown that, for Hamiltonians not involving long-ranged interactions, converged energy are obtained with low values of $m$. For example, for the electronic structure case, converged electronic energies can be obtained with $m \approx 100-1000,{ }^{210,211,212}$ allowing a significant reduction of the computational cost with respect to standard CI approaches.
The previous formulation of is known as first-generation DMRG, ${ }^{82}$ and corresponds to the first theoretical formulations. The main drawback of this formulation is that the wavefunction is not computed explicitly, which makes the calculation of properties different from the energies cumbersome. This issue has been solved by Östlund and Rommer, ${ }^{213}$ who proved that the DMRG algorithm is equivalent to a standard variational calculation, where however the ground state wavefunction $\left|\Phi_{\mathrm{GS}}\right\rangle$ is parametrized as follows,


FIGURE 3.8: Graphical representation of a matrix product state. The $M$ tensors are represented by red circles. Horizontal, gray bars represent the $a_{i}$ indexes, whereas the $\sigma_{i}$ ones are represented with vertical, gray bars.

$$
\begin{align*}
\left|\Phi_{\mathrm{GS}}\right\rangle & =\sum_{\sigma_{1}=1}^{N_{\max }} \ldots \sum_{\sigma_{L}=1}^{N_{\max }} \sum_{a_{1}=1}^{m} \ldots \sum_{a_{L-1}=1}^{m} M_{1, a_{1}}^{\sigma_{1}} M_{a_{1}, a_{2}}^{\sigma_{2}} \ldots M_{a_{L-1}, 1}^{\sigma_{L-1}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle \\
& =\sum_{\sigma_{1}=1}^{N_{\max }} \ldots \sum_{\sigma_{L}=1}^{N_{\max }} \boldsymbol{M}^{\sigma_{1}} \boldsymbol{M}^{\sigma_{2}} \ldots \boldsymbol{M}^{\sigma_{L}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle \tag{3.56}
\end{align*}
$$

The parametrization given in the previous equation is usually referred to as matrix product state (MPS). Furthermore, $\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle$ is a SQ occupation number vectors obtained from the direct product of the local basis of the single sites, each one of dimension $N_{\text {max }}$. Furthermore, for a given value of $\sigma_{i}$, $\boldsymbol{M}^{\sigma_{i}}$ is a $m \times m$ matrix, where $m$ corresponds to the number of renormalized block states of first-generation DMRG. By comparing Eq. 3.56 to a standard CI expansion, we note that, in an MPS, the CI matrix $\boldsymbol{C}_{\sigma_{1}, \ldots, \sigma_{L}}$ is expressed as,

$$
\begin{equation*}
C_{\sigma_{1}, \ldots, \sigma_{L}}=\sum_{a_{1}=1}^{m} \ldots \sum_{a_{L-1}=1}^{m} M_{1, a_{1}}^{\sigma_{1}} M_{a_{1}, a_{2}}^{\sigma_{2}} \ldots M_{a_{L-1}, 1}^{\sigma_{L-1}} \tag{3.57}
\end{equation*}
$$

The previous equation shows that the number of parameters needed to define an MPS scales as $m^{2} \times N_{\max } \times L$, and this allow to avoid the curse of dimensionality. We note that the previous parametrization is general, and not necessarily limited for spin-chains Hamiltonians. For example, in electronic structure calculation, the parametrization given in Eq. 3.56 can be used if the number of sites $L$ corresponds to the number of orbitals of the molecule. Similarly, for vibrational structure calculation, the number of sites corresponds to the number of modes of the molecule. To facilitate the following discussion, a graphical representation of the tensor defined in Eq. 3.57 is given in Fig. 3.8, where the DMRG tensors $\boldsymbol{M}^{\sigma_{i}}$ are represented by red circles. The index $\sigma_{i}$ of each tensor is represented by a vertical bar, whereas the index associated to the renormalized block states $a_{i}$ is represented by horizontal, gray lines. Indexes over which a contraction is performed, such as the $a_{i}$ ones, correspond to lines in which both ends are connected to MPS tensors, while lines associated to non contracted indexes, such as the $\sigma_{i}$ ones, have a free extreme. The main advantage of the MPS-based formulation of DMRG over the firstgeneration one is that a precise form for the wavefunction is given, and this


FIGURE 3.9: Graphical representation of a matrix product operator. The $\boldsymbol{W}$ tensors are represented by blue squares. The representation of the indexes as gray bars is obtained as in Fig. 3.8.
allows to manipulate the MPS, for example computing the action of an operator on it. An efficient calculation of the action of an operator $\mathcal{W}$ on an MPS requires to express $\mathcal{W}$ as a matrix product operator (MPO) as,

$$
\begin{align*}
\mathcal{W} & =\sum_{\sigma_{1}, \ldots, \sigma_{L}}^{N_{\max }^{\prime}} \sum_{\sigma_{1}^{\prime}, \ldots, \sigma_{L}^{\prime}}^{N_{\max }} \boldsymbol{W}^{\sigma_{1}, \sigma_{1}^{\prime}} \ldots \boldsymbol{W}^{\sigma_{L}, \sigma_{L}^{\prime}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle\left\langle\sigma_{1}^{\prime}, \ldots, \sigma_{L}^{\prime}\right| \\
& =\sum_{\sigma_{1}, \ldots, \sigma_{L}}^{N_{\max }} \sum_{\sigma_{1}^{\prime}, \ldots, \sigma_{L}^{\sigma_{L}}}^{N_{\max }} \sum_{b_{1}=1}^{b_{1, \max }} \cdots \sum_{b_{L-1}=1}^{b_{L-1, \max }} W_{1, b_{1}}^{\sigma_{1}, \sigma_{1}^{\prime}} \ldots W_{b_{L-1}, 1}^{\sigma_{L-1}, \sigma_{L-1}^{\prime}}\left|\sigma_{1}, \ldots, \sigma_{L}\right\rangle\left\langle\sigma_{1}^{\prime}, \ldots, \sigma_{L}^{\prime}\right| \tag{3.58}
\end{align*}
$$

Despite the similarity between Eqs. 3.56 and 3.58, two major differences are present; first of all, the tensors $\boldsymbol{W}$ have two upper indexes ( $\sigma$ and $\sigma^{\prime}$ ) corresponding to the local basis, since the operator is expressed in terms of a bra and a ket, instead of only a ket as for a wavefunction. Furthermore, the dimension of the $\boldsymbol{W}^{\sigma_{i}, \sigma_{i}^{\prime}}$ tensors $b_{i, \text { max }}$ is not a parameter that is changed to tune the accuracy of an MPS, but a constant value that depends on the form of the Hamiltonian. To highlight the difference between MPOs and MPSs, a graphical representation of an MPO is given in Fig. 3.9, where the $\boldsymbol{W}^{\sigma_{i}, \sigma_{i}^{\prime}}$ are represented as blue squares. A direct comparison of Figs. 3.8 and 3.9 show that in MPS only a single set of vertical lines is present whereas, for the MPO, two vertical lines are present for each tensor. This is a direct consequence of the fact that $M^{\sigma_{i}}$ has a single upper index, whereas $\boldsymbol{W}^{\sigma_{i}, \sigma_{i}^{\prime}}$ has two upper indexes. Different algorithms have been proposed for encoding a general Hamiltonian in an MPO format. ${ }^{214,215,216,217}$ Without going into the details, in the present work the algorithm proposed by Reiher and co-workers ${ }^{216}$ will be employed. Here it is sufficient to recall that, for the quantum chemical electronic Hamiltonian, within this efficient construction the dimension of the $\boldsymbol{W}$ tensors scales as $L^{4}$.
Also in the second-generation formulation of DMRG, the variational parameters are optimized for each site one at the time. In fact, for an MPS, the energy functional is an highly non-linear function of the $M^{\sigma_{i}}$ tensors. For this reason, a direct optimization of the MPS is not practical. However, the structure of an MPO given in Eq. 3.58 can be exploited to express the expectation value as: ${ }^{216}$


FIGURE 3.10: Graphical representation of the evaluation of the average of an operator $\mathcal{W}$, expressed as MPO over a matrix product state, obtained combining the representations given in Figs. 3.8 and 3.9.

$$
\begin{align*}
\langle\Phi| \mathcal{W}|\Phi\rangle= & \sum_{\sigma_{L}, \sigma_{L}^{\prime}=1}^{N_{\max }}
\end{align*} \sum_{a_{L-1}, a_{L-1}^{\prime}}^{m} \sum_{b_{l}=1}^{b_{l, \max }} N_{1, a_{L-1}}^{\sigma_{L}, \dagger} W_{b_{L-1}, 1}^{\sigma_{L}, \sigma_{L}^{\prime}} .
$$

where the $\boldsymbol{M}$ and $\boldsymbol{W}$ matrices are defined in Eqs. 3.58 and 3.56. Combining the graphical representations of a MPS and a MPO, given in Figs. 3.8 and 3.9, the evaluation of the average of $\mathcal{W}$ can be represented as in Fig. 3.10. It is worth noting that, in the latter figure, all the gray lines have both extreme connected to a tensor. In fact, all the indexes are contracted in Eq. 3.59. Based on Eq. 3.59, the expectation value can be evaluated by contracting the $\boldsymbol{M}$ tensors with the $\boldsymbol{W}$ ones one site after the others. In Eq. 3.59, the contractions are performed starting from the first site, but a similar expression can be obtained, for example, starting from the last, $L$-th site. If the contractions are started from site $i$, the following relation is obtained:

$$
\begin{equation*}
\langle\Phi| \mathcal{W}|\Phi\rangle=\sum_{a_{i}, a_{i}^{\prime}=1}^{m} \sum_{b_{i}=1}^{b_{i, \max }} L_{a_{i}, a_{i}^{\prime}}^{b_{i}} R_{a_{i}^{\prime}, a_{i}}^{b_{i}} \tag{3.60}
\end{equation*}
$$

where the boundaries matrices $\boldsymbol{L}$ and $\boldsymbol{R}$ are built from the following recursive relations:

$$
\begin{align*}
L_{a_{i}, a_{i}^{\prime}}^{b_{i}} & =\sum_{\sigma_{i}, \sigma_{i}^{\prime}=1}^{N_{\max }} \sum_{a_{i-1}, a_{i-1}^{\prime}}^{m} \sum_{b_{i-1}=1}^{b_{i-1, \text { max }}} L_{a_{i-1}, a_{i-1}^{\prime}}^{b_{i-1}} M_{a_{i-1}, a_{i}}^{\sigma_{i,}, \dagger} M_{a_{i-1}^{\prime}, a_{i}^{\prime}}^{\sigma_{i}^{\prime}} W_{b_{i-1}, b_{i}}^{\sigma_{i}, \sigma_{i}^{\prime}}  \tag{3.61}\\
R_{a_{i-1}, a_{i-1}^{\prime}}^{b_{i-1}} & =\sum_{\sigma_{i}, \sigma_{i}^{\prime}=1}^{N_{\max }} \sum_{a_{i}, a_{i}^{\prime}=1}^{m} \sum_{b_{i}=1}^{b_{i, \max }} R_{a_{i}, a_{i}^{\prime}}^{b_{i}} M_{a_{i-1}, a_{i}}^{\sigma_{i}} M_{a_{i-1}^{\prime}, a_{i}^{\prime}}^{\sigma_{i}^{\prime}, \dagger} W_{b_{i-1}, b_{i}}^{\sigma_{i}, \sigma_{i}^{\prime}},
\end{align*}
$$

Eq. 3.60 is particularly useful in connection with the sweep-based optimization introduced above. In fact, if the energy is minimized with respect to the $i$-th set of matrices $M^{\sigma_{i}}$ by keeping all the other tensors constants, the following eigenvalue equation is obtained.

$$
\begin{equation*}
\sum_{a_{i-1}^{\prime}, a_{i}^{\prime}=1}^{m} \sum_{b_{i-1}=1}^{b_{i-1, \max }} \sum_{b_{i}=1}^{b_{i, \max }} \sum_{\sigma_{i}^{\prime}=1}^{N_{\max }} W_{b_{i-1}, b_{i}}^{\sigma_{i}, \sigma_{i}^{\prime}} M_{a_{i-1}^{\prime}, a_{i}^{\prime}}^{\sigma_{i}^{\prime}} L_{a_{i-1}, a_{i-1}^{\prime}}^{b_{i-1}} R_{a_{i}^{\prime}, a_{i}}^{b_{i}}=\mathrm{E}_{a_{i-1}, a_{i}}^{\sigma_{i}} \tag{3.62}
\end{equation*}
$$

which is formally equivalent to a standard eigenvalue problem. However, we note that, unlike the secular equation, which is obtained in CI problems, here the representation of the operator is not simply given by a matrix, but is the combination of several contractions with the MPO and with the boundaries. As already discussed above, in a sweep-base optimization, once Eq. 3.62 has been solved for the $i$-th site, the next, " $i+1$ "-th site is optimized. To do so, the left (for forward sweep) and right (for backward sweeps) boundaries have to be updated at each iteration. A naive update of the boundary would lead to an exponential increase of their dimensions. However, if the update is performed through a Singular Value Decomposition (SVD), by keeping only the singular vectors corresponding to the largest singular values, the dimension of the boundaries can be controlled, and an increase of $m$ is avoided.
The previous optimization scheme, where one site is optimized at each step, which is usually referred to as single-size optimization, can lead to convergence to local minima, as shown, for example, in Ref. 218. A possible solution is to introduce an ad-hoc noise term, built from perturbation theory. ${ }^{218}$ An alternative solution is offered by the so-called two-sites optimization algorithm, where the matrices of two, adjacent sites are optimized simultaneously at each iteration. In this case, a two site tensor $\boldsymbol{T}$, defined as,

$$
\begin{equation*}
T_{a_{l-1}, a_{l+1}}^{\sigma_{l}, \sigma_{l+1}}=\sum_{a_{l}=1}^{m} M_{a_{l-1}, a_{l}}^{\sigma_{l}} M_{a_{l}, a_{l+1}}^{\sigma_{l+1}}, \tag{3.63}
\end{equation*}
$$

is optimized at each iteration. As discussed in Ref. 216, an eigenvalue equation equivalent to Eq. 3.62 can be built for $\boldsymbol{T}$, by adapting the definition of the MPO. However, we note that the dimension of $\boldsymbol{T}$ is $N_{\max }^{2} \times m^{4}$, whereas for $\boldsymbol{M}$ it is $N_{\max } \times m^{2}$, thus the computational cost of a two-site optimization, in particular the diagonalization step, is higher than for single-site optimizations.

### 3.4.2 Theoretical formulation of VDMRG

The theoretical framework presented in the previous chapter holds for a general quantum system. The only quantity needed to perform the calculation is the Hamiltonian of the system, expressed in a SQ form. In the present section, VDMRG will be introduced, where the general DMRG theory is used for computing vibrational energies and wavefunctions.

In the following, the Watson Hamiltonian in Cartesian-based normal coordinates will be applied for the calculation of vibrational energies. By combining the potential expression given in Eq. 3.8 with the kinetic energy operator given in Eq. 3.5, the following definition is obtained:

$$
\begin{align*}
\mathcal{H}_{\text {vib }}= & \frac{1}{2} \sum_{i=1}^{N_{\text {vib }}} \omega_{i}\left(p_{i}^{2}+q_{i}^{2}\right) \\
& +\frac{1}{6} \sum_{i j k=1}^{N_{\text {vib }}} k_{i j k} q_{i} q_{j} q_{k}+\frac{1}{24} \sum_{i j k l=1}^{N_{\text {vib }}} k_{i j k l} q_{i} q_{j} q_{k} q_{l}  \tag{3.64}\\
& +\frac{1}{24} \sum_{\tau=x, y, z} B_{\tau}^{\mathrm{eq}} \sum_{i j k l=1}^{N_{\text {vib }}} \zeta_{i j}^{\tau} \zeta_{k l}^{\tau}\left(\frac{\omega_{j} \omega_{l}}{\omega_{i} \omega_{k}}\right)^{1 / 2} q_{i} p_{j} q_{k} p_{l}
\end{align*}
$$

where $p_{i}$ is the conjugate momentum of the $i$-th dimensionless normal coordinate $\hat{q}_{i}$, defined in Eq. 3.2. Furthermore, the harmonic frequencies $\omega_{i}$, the force constants $k_{i j k}$ and $k_{i j k l}$ are the third- and fourth-order reduced force constants, which can be defined in terms of the third- and fourth-order derivatives ( $k_{i j k}$ and $k_{i j k l}$ ), the equilibrium rotational constants $B_{\tau}^{\mathrm{eq}}$ and the Coriolis couplings $\zeta_{i j}^{\tau}$ are defined in the previous section. For the sake of simplicity, only terms up to fourth-order have been included in Eq. 3.64, but the generalization to higher-order terms is straightforward.
By replacing the reduced coordinates and momenta by the bosonic creation and annihilation operators $\hat{b}_{i}^{+}$and $\hat{b}_{i}$, from their definition given in Eq. 2.26, we obtain the second-quantized form of the vibrational Hamiltonian,

$$
\left.\begin{array}{l}
\mathcal{H}_{\text {vib }}=\sum_{i=1}^{N_{\text {vib }}} \omega_{i}\left(\hat{b}_{i}^{+} \hat{b}_{i}+\frac{1}{2}\right) \\
+\frac{1}{12 \sqrt{2}} \sum_{i j k=1}^{N_{\text {vib }}} k_{i j k}\left(\hat{b}_{i}^{+}+\hat{b}_{i}\right)\left(\hat{b}_{j}^{+}+\hat{b}_{j}\right)\left(\hat{b}_{k}^{+}+\hat{b}_{k}\right) \\
+\frac{1}{96} \sum_{i j k l=1}^{N_{\text {vib }}} k_{i j k l}\left(\hat{b}_{i}^{+}+\hat{b}_{i}\right)\left(\hat{b}_{j}^{+}+\hat{b}_{j}\right)\left(\hat{b}_{k}^{+}+\hat{b}_{k}\right)\left(\hat{b}_{l}^{+}+\hat{b}_{l}\right)  \tag{3.65}\\
-\frac{1}{96} \sum_{\tau=x, y, z} B_{\tau}^{\text {eq }} \sum_{i j k l=1}^{N_{\text {vib }}} \zeta_{i j}^{\tau} \zeta_{k l}^{\tau}\left(\frac{\omega_{j} \omega_{l}}{\omega_{i} \omega_{k}}\right)^{1 / 2}\left(\hat{b}_{i}^{+}+\hat{b}_{i}\right)\left(\hat{b}_{j}^{+}-\hat{b}_{j}\right) \\
\end{array} \quad \times\left(\hat{b}_{k}^{+}+\hat{b}_{k}\right)\left(\hat{b}_{l}^{+}-\hat{b}_{l}\right)\right) ~ \$
$$

Eq. 3.65 shows that, for example, the third-order potential term can be written as a sum of all possible products of creation or annihilation operators localized on sites $i, j, k$ (such as, for example $\hat{b}_{i} \hat{b}_{j}^{+} \hat{b}_{k}$ ). A similar result is obtained for the fourth-order potential term, but in this case 24 terms are present. More attention must be paid to the evaluation of the sign associated to a Coriolis term due to the presence of the momentum operator. The length
of the strings of SQ operators present in the Hamiltonian has a critical impact on the efficiency of DMRG, since longer strings require a larger bond dimension of the MPO, therefore resulting in an increase of the computational cost to obtain expectation values of the Hamiltonian. In electronic structure calculations, strings with up to four SQ operators are present, whereas in vibrational structure theory longer strings also exists. For example, it is wellknown that sixth-order terms are often necessary in variational calculations to obtain accurate results. ${ }^{159,160,219}$ To support those cases as well, the procedure reported in Ref. 216 to build MPOs has been generalized to support strings with 5 and 6 SQ operators as well. Another major difference between electronic and vibrational structure Hamiltonians is that the SQ form of the vibrational Hamiltonian given in Eq. 3.65 contains strings of SQ operators with a different number of creation and annihilation operators. As a consequence, the number of particles is not conserved for each individual mode or, in more theoretical terms, the Hamiltonian does not belong to the $U(1)$ symmetry group.
We note that, in Refs. 110 and 162, a different second-quantized form of the vibrational Hamiltonian has been proposed, based on the $n$-mode representation of the potential energy, where a general, one-dimensional basis set is used for each mode instead of the eigenfunctions of the harmonic oscillator Hamiltonian (i.e. the Hermite polynomials). Within this framework, a couple of creation and annihilation operators needs to be introduced for each basis function of each mode, and the SQ form of a vibrational wavefunction is obtained as follows:

$$
\begin{equation*}
|\Psi\rangle=\left|\left\{n_{1}^{1}, \ldots, n_{N_{\max }^{1}}^{1}\right\}, \ldots,\left\{n_{1}^{L}, \ldots, n_{N_{\max }}^{L}\right\}\right\rangle \tag{3.66}
\end{equation*}
$$

where $n_{j}^{h}$ is the occupation number of the $j$-th basis set of the $h$-th mode. Unlike the previous formulation, in this case the occupation number of each basis function cannot exceed 1, as in the electronic structure case. However, an additional constraint is present, since only one basis function per mode can have occupation number equal to 1 and the occupation numbers for the other basis has to be null. Even if symmetry constraints can be included in the MPO-MPS formulation of DMRG, as already discussed in Refs. 216,220,221 an implementation of VDMRG based on this formulation would be more difficult than the one based on the harmonic oscillator basis set. For this reason, the SQ form of the vibrational Hamiltonian given in Eq. 3.65 has been used. We note however that two major differences would be present between the two formulations of VDMRG. In the harmonic oscillator-based one, the size of the DMRG chain is equal to the number of modes, whereas in the other one, it is equal to the number of overall basis functions. Thus, in the second case, the size of the chain is much larger. However, in the $n$-mode representation, the number of SQ operators associated to each term of the Hamiltonian depends on the number of couplings present in the term, and not on the order of the Taylor expansion as in Eq. 3.65. Thus, for example, diagonal quartic $\left(q_{i}{ }^{4}\right)$ and sextic $\left(q_{i}{ }^{6}\right)$ terms would correspond to the same number of SQ operators in the $n$-mode representation. As a consequence, it
is still not clear which representation would be more efficient for VDMRG. As already remarked above, the vibrational wave function of a molecule with $L$ degrees of freedom can be expressed in a CI expansion as in Eq. 3.12. Within VDMRG, the L-dimensional tensor $\boldsymbol{C}_{n_{1}, \ldots, n_{\mathrm{L}}}$ is parametrized as,

$$
\begin{equation*}
\boldsymbol{C}_{n_{1}, \ldots, n_{\mathrm{L}}}=\sum_{a_{1}, \ldots, a_{L-1}}^{m} \boldsymbol{N}_{1, a_{1}}^{n_{1}} \boldsymbol{N}_{a_{1}, a_{2} \ldots}^{n_{2}} . \boldsymbol{N}_{a_{L-1}, 1}^{n_{L}} \tag{3.67}
\end{equation*}
$$

where the DMRG matrices are labeled as $N$ to avoid confusion with the electronic case. For electronic wavefunctions, the Fermi-Dirac statistic prevents the occupation number of each orbital to exceed 1, whereas in the vibrational wave function it is unbounded. To limit, in practice, the size of the basis set appearing in Eq. 3.12, an upper bound ( $N_{\max }^{\mathrm{i}}$ ) for the occupation number of each mode has to be defined. This means that the convergence of a VDMRG calculation has to be checked with respect to both the $N_{\max }^{i}$ parameter and the bond dimension $m$.

### 3.4.3 Excited-state targeting in VDMRG

The standard formulation of VDMRG gives the ground-state energy. In practice, iterative eigensolvers, such as the Davidson ${ }^{167}$ or Jacobi-Davidson ${ }^{168}$ algorithms, are employed to compute the lowest energy state. However, for vibrational structure calculations, the most important quantities are vibrational frequencies, corresponding to transition energies to excited states. For this reason, a generalization of the previous theory to excited states needs to be formulated.
In standard variational calculations, excited states are in most cases computed by optimizing the wavefunction in the space orthogonal to the lowerenergy states. The extension of this class of approaches to first-generation DMRG algorithms is not possible. In fact, the left- and right-boundary states are built from the density matrix of the ground state, and for this reason the same density cannot be used to compute also excited states. To overcome this issue, it has been proposed to build the boundary states with a state-average reduced density matrix, obtained by averaging all the states of interest. ${ }^{222,223}$ While this provides a balanced representation of every state, the boundaries are not optimized for any specific level, and thus an higher value of $m$ is usually needed to reach convergence.
In the MPO-MPS formulation of DMRG, the calculation of excited states is easier since an explicit form for the wavefunction is available. Let us consider the case where the first excited state $\left|\psi_{1}\right\rangle$ needs to be optimized after the optimization of the ground state $\left|\psi_{0}\right\rangle$. To perform a constrained optimization in the space orthogonal to $\left|\psi_{0}\right\rangle$, the scalar product between the ground and the first excited states needs to be computed. The overlap between two MPSs can be efficiently computed as:

$$
\begin{equation*}
\left\langle\psi_{0} \mid \psi_{1}\right\rangle=\sum_{\sigma_{L}}^{N_{\max }} \boldsymbol{M}^{\sigma_{L} \dagger} \ldots\left(\sum_{\sigma_{1}}^{N_{\max }} \boldsymbol{M}^{\sigma_{1} \dagger} \boldsymbol{N}^{\sigma_{1}}\right) \ldots \boldsymbol{N}^{\sigma_{L}} \tag{3.68}
\end{equation*}
$$

where $\boldsymbol{M}$ are the tensors expressing the ground state as MPS, and $N$ those, not optimized, associated to the first excited state. By computing the contractions one site at a time, it is easy to prove that the computational cost associated to the evaluation of Eq. 3.68 is $\mathcal{O}\left(m^{3} \times N_{\max } \times L\right)$, thus the exponential increase of the cost is avoided in this case too. However, in the sweep-based method, the tensors are optimized sequentially, and thus the scaling can be further reduced by a factor equal to $L$, since only one tensors is modified at each step. Following the derivation described in refs. ${ }^{216,224}$, it is useful to introduce the partial overlap matrices $C$ and $D$, defined as follows:

$$
\begin{align*}
\boldsymbol{C}^{l} & =\sum_{\sigma_{l}=1}^{N_{\max }}\left\{\boldsymbol{M}^{\sigma_{l}}\right\}^{\dagger} \ldots\left(\sum_{\sigma_{1}=1}^{N_{\max }}\left\{\boldsymbol{M}^{\sigma_{1}}\right\}^{\dagger} \boldsymbol{N}^{\sigma_{1}}\right) \ldots \boldsymbol{N}^{\sigma_{l}} \\
\boldsymbol{D}^{l} & =\sum_{\sigma_{l+1}=1}^{N_{\max }} \boldsymbol{N}^{\sigma_{l+1}} \ldots\left(\sum_{\sigma_{L}}^{N_{\max }} \boldsymbol{N}^{\sigma_{L}}\left\{\boldsymbol{M}^{\sigma_{L}}\right\}^{\dagger}\right) \ldots\left\{\boldsymbol{M}^{\sigma_{l+1}}\right\}^{\dagger} \tag{3.69}
\end{align*}
$$

It is easy to show that $\left\langle\Phi_{0} \mid \Phi_{1}\right\rangle=\operatorname{Tr}\left(\boldsymbol{C}^{l} \boldsymbol{D}^{l}\right)$. The main advantage associated with the introduction of the partial overlaps is that, at each sweep, only one element of the partial overlap vectors must be updated, therefore reducing the computational cost of the overlap computation by a factor of $L$. Let us consider the case where the $i$-th site is optimized in a single-site optimization (the extension to the two-site case is trivial). The overlap can be expressed as, ${ }^{216}$

$$
\begin{equation*}
\left\langle\psi_{0} \mid \psi_{1}\right\rangle=\operatorname{Tr}\left(\left\{\boldsymbol{M}^{\sigma_{i}}\right\}^{\dagger} \boldsymbol{V}\right) \tag{3.70}
\end{equation*}
$$

where,

$$
\begin{equation*}
\boldsymbol{V}=\sum_{\sigma_{i}=1}^{N_{\max }} \boldsymbol{C}^{i-1} \boldsymbol{N}^{\sigma_{i}} \boldsymbol{D}^{i} \tag{3.71}
\end{equation*}
$$

Thus, the overlap between the two MPSs can be computed as the scalar product between the DMRG tensors $\left\{\boldsymbol{M}^{\sigma_{i}}\right\}^{\dagger}$ and $\boldsymbol{V}$, where the tensors are seen as vectors, by grouping all the dimensions in a single index. This means, in practice, that components parallel to $\left|\Phi_{0}\right\rangle$ can be projected out simply by applying the standard projection operator $\boldsymbol{I}-\boldsymbol{V} \boldsymbol{V}^{T}$. It is important noting that the overlap is not given simply by the scalar product between $\boldsymbol{M}^{\sigma_{i}}$ and $\boldsymbol{N}^{\sigma_{i}}$ since the other DMRG tensors, and thus the boundaries, are in general different. This approach, usually referred to as state-specific DMRG, can be easily generalized to the calculation of several eigenpairs, by applying successive projections with respect to the lower-energy states. The main limitation of this approach is that, in order to optimize an excited state, all the lower-energy states need to be optimized. Thus, for large-size systems, with several low-energy vibrations, a huge number of states needs to be optimized before reaching, for example, the fingerprint region. To make VDMRG applicable to large-size systems, algorithms to target directly excited states need to be developed.
In the present thesis, we employ the shift-and-invert (S\&I) algorithms to
overcome the limitations described above. Before describing in details the S\&I algorithm, we recall the main feature of subspace iterative diagonalization schemes. Within those schemes, the target eigenvector $|\boldsymbol{\nu}\rangle$ is expanded as a linear combination of a subspace $|\boldsymbol{\eta}\rangle=\left(\left|\boldsymbol{\eta}_{1}\right\rangle, \ldots,\left|\boldsymbol{\eta}_{\boldsymbol{n}}\right\rangle\right)$ (we refer to this space as the search space) of the full vector space,

$$
\begin{equation*}
\left|\boldsymbol{\nu}^{n}\right\rangle=\sum_{i=1}^{n} c_{n i}\left|\boldsymbol{\eta}_{i}\right\rangle \tag{3.72}
\end{equation*}
$$

where $n$ is the dimension of the subspace, which is updated at each iteration of the algorithm, and $\left|\nu^{n}\right\rangle$ is the $n$-th approximation of the eigenvector. In the first iteration, the search space includes only one basis function, corresponding to the guess of the algorithm, and one function is added per iteration. Thus, the dimension $n$ corresponds to the number of iteration. At each iteration, the coefficients are determined variationally, by solving the following secular equation:

$$
\begin{equation*}
\boldsymbol{H}_{\mathrm{vib}}^{n} \boldsymbol{c}_{n}=E_{1, n} \boldsymbol{c}_{n} \tag{3.73}
\end{equation*}
$$

where $\boldsymbol{H}_{\mathrm{vib}}^{\eta}$ is the representation of the vibrational Hamiltonian $\mathcal{H}_{\mathrm{vib}}$ in the $|\boldsymbol{\eta}\rangle$ basis and $E_{1, n}$ is the $n$-th approximation of the lowest eigenvalue. After solving Eq. 3.73 (diagonalization step), a new vector must be added to the subspace (expansion step). Here, two different algorithms will be presented, the Davidson ${ }^{167}$ and the Jacobi-Davidson ${ }^{168}$, that differ in the second step. In the Davidson algorithm, the new subspace vector is obtained from:

$$
\begin{equation*}
\left|\boldsymbol{\eta}_{n+1}\right\rangle=\frac{1}{\operatorname{diag}\left(\mathcal{H}_{\mathrm{vib}}\right)-E_{1, n}}\left|\boldsymbol{r}^{n}\right\rangle \tag{3.74}
\end{equation*}
$$

where $\left|\boldsymbol{r}^{n}\right\rangle$ is the error vector, computed as,

$$
\begin{equation*}
\left|\boldsymbol{r}^{n}\right\rangle=\mathcal{H}_{\mathrm{vib}}\left|\boldsymbol{\nu}^{n}\right\rangle-E_{1, n}\left|\boldsymbol{\nu}^{n}\right\rangle \tag{3.75}
\end{equation*}
$$

We note that, even though the diagonalization step is performed within the subspace, the error is computed exactly from the full operator $\mathcal{H}_{\text {vib }}$. While being widely applied in quantum chemistry, $225,226,227$ the Davidson algorithm is the most efficient for nearly-diagonal matrices, its efficiency being low for sparse ones. In the Jacobi-Davidson algorithm, which is more robust than the Davidson one, the new vector is obtained from the following correction equation:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{vib}}\left(\left|\boldsymbol{\nu}^{n}\right\rangle+\left|\boldsymbol{\eta}_{n+1}\right\rangle\right)=E_{1, n}\left(\left|\boldsymbol{\nu}^{n}\right\rangle+\left|\boldsymbol{\eta}_{n+1}\right\rangle\right) \tag{3.76}
\end{equation*}
$$

with the constraint that $\left\langle\boldsymbol{\eta}_{n+1} \mid \boldsymbol{\nu}^{n}\right\rangle=0$. If $E_{1}^{(n)}$ was equal to the "exact" eigenvalue, $\left|\boldsymbol{\eta}_{n+1}\right\rangle$ would correspond to the component of the exact eigenvector in the space orthogonal to the subspace, and only a single iteration of Eq. 3.76 would be needed to reach convergence. However, $E_{1, n}$ is an approximation of the exact ground-state energy, thus the Jacobi-Davidson algorithm takes more than a single step. Eq. 3.76 can be expressed in an alternative form as,

$$
\begin{equation*}
\left(\mathcal{I}-\left|\boldsymbol{\nu}^{n}\right\rangle\left\langle\boldsymbol{\nu}^{n}\right|\right)\left(\mathcal{H}_{\mathrm{vib}}-E_{1, n}\right)\left(\mathcal{I}-\left|\boldsymbol{\nu}^{n}\right\rangle\left\langle\boldsymbol{\nu}^{n}\right|\right)\left|\boldsymbol{\eta}_{n+1}\right\rangle=-\left|\boldsymbol{r}^{n}\right\rangle \tag{3.77}
\end{equation*}
$$

where the orthogonality constraint is expressed through explicit projection operators. We note that, unlike the secular equation, Eq. 3.77 does not necessarily have to be solved exactly, since the solution is only used to add a vector to the subspace.
Both Davidson and Jacobi-Davidson algorithms allow one to compute the lowest-energy eigenpair of the Hamiltonian. As already mentioned above, the S\&I form of those algorithms will be used in the following to target directly excited states. In S\&I algorithms, the auxiliary operator $\Omega_{\omega}$ (also known as S\&I operator) is defined in terms of the vibrational Hamiltonian $\mathcal{H}_{\text {vib }}$ as,

$$
\begin{equation*}
\Omega_{\omega}=\frac{1}{\omega \mathcal{I}-\mathcal{H}_{\mathrm{vib}}}=\frac{1}{\mathcal{H}_{\omega}} \tag{3.78}
\end{equation*}
$$

where $\omega$ is an energy shift parameter. The eigenfunction of $\Omega_{\omega}$ corresponding to the smallest eigenvalue is also the eigenfunction of $\mathcal{H}_{\text {vib }}$ corresponding to the first eigenvalue larger than $\omega$. Hence, this interior eigenvalue of $\mathcal{H}_{\mathrm{vib}}$ can be obtained, in principle, with standard iterative eigensolvers by working with $\Omega_{\omega}$ instead of with $\mathcal{H}_{\text {vib }}$. The lowest energy eigenvalue of $\Omega_{\omega}$ is estimated by minimizing the functional $1 / E_{\omega, n}$ defined as,

$$
\begin{equation*}
\frac{1}{E_{\omega, n}}=\frac{\left\langle\boldsymbol{\nu}^{n}\right| \Omega_{\omega}\left|\boldsymbol{\nu}^{n}\right\rangle}{\left\langle\boldsymbol{\nu}^{n} \mid \boldsymbol{\nu}^{n}\right\rangle} \tag{3.79}
\end{equation*}
$$

with respect to the $c_{i n}$ coefficients. The minimization leads to a standard eigenvalue problem:

$$
\begin{equation*}
\mathbf{\Omega}_{\omega} \mathbf{c}^{(n)}=\left(\mathbf{E}_{\omega}^{(n)}\right)^{-1} \mathbf{c}^{(n)} \tag{3.80}
\end{equation*}
$$

where $\Omega_{\omega}$ is the matrix representation of $\Omega_{\omega}$ in the $|\boldsymbol{\eta}\rangle$ basis, $\mathbf{c}^{(n)}$ is the matrix containing the eigenvectors and $\mathbf{E}_{\omega}^{(n)}$ is the diagonal matrix of the eigenvalues of $\mathcal{H}_{\omega}$ both computed at the $n$-th iteration (also known as harmonic Ritz values of $\mathcal{H}_{\mathrm{vib}}$ ). The $n$-th approximation of the targeted interior eigenvalue $\mathrm{E}_{\mathrm{vib}, t}^{(n)}$ of the original, non-inverted operator $\mathcal{H}_{\mathrm{vib}}$ is then obtained as $\left(\omega-\mathrm{E}_{\omega, 1}^{(n)}\right)$. In this setup, the form of the Davidson correction would be,

$$
\begin{equation*}
\left|\boldsymbol{\eta}_{n+1}\right\rangle=\frac{\left(\Omega_{\omega}-\mathcal{I} / \mathrm{E}_{\omega, 1}^{(n)}\right)}{\operatorname{diag}\left(\Omega_{\omega}\right)-\mathcal{I} / \mathrm{E}_{\omega, 1}^{(n)}}\left|\nu^{n}\right\rangle \tag{3.81}
\end{equation*}
$$

The major drawback of this approach with respect to the standard Davidson procedure is the need to calculate the inverse of the operator $\mathcal{H}_{\omega}$. As pointed out in Ref. 228, no efficient algorithm to directly invert MPOs are currently available in the literature. Thus, an alternative formulation of the S\&I algorithm, where the inversion of the MPO is avoided, must be derived.

For all subspace iterative diagonalization schemes described up to this point, the subspace $|\boldsymbol{\eta}\rangle$ represents both the test space, used for the wavefunction expansion, and the search space, against which the eigenvalue equation is projected to build Eq. 3.62. The inversion of the operator $\mathcal{H}_{\omega}$ can be avoided if the search space and the test space are different vector spaces. Keeping $|\boldsymbol{\eta}\rangle$ as the search space, we define the test space $|\tilde{\boldsymbol{\eta}}\rangle$ as,

$$
\begin{equation*}
|\tilde{\boldsymbol{\eta}}\rangle=\mathcal{H}_{\omega}|\boldsymbol{\eta}\rangle . \tag{3.82}
\end{equation*}
$$

As discussed in Refs. 229 and 168, this procedure, also known as oblique projection, leads to the following generalized eigenvalue problem;

$$
\begin{equation*}
\langle\tilde{\boldsymbol{\eta}}| \mathcal{H}_{\omega}|\boldsymbol{\eta}\rangle \mathbf{c}_{1}^{(n)}=\mathrm{E}_{\omega, 1}^{(n)}\langle\tilde{\boldsymbol{\eta}} \mid \boldsymbol{\eta}\rangle \mathbf{c}_{1}^{(n)}, \tag{3.83}
\end{equation*}
$$

where $\mathbf{c}_{1}^{(n)}$ is the vector of the coefficients of the lowest-energy eigenfunction expressed in the $|\boldsymbol{\eta}\rangle$ basis set (vector space) at the $n$-th iteration of the diagonalization. Eq. 3.83 can now be rearranged as follows:

$$
\begin{equation*}
\langle\boldsymbol{\eta}| \mathcal{H}_{\omega}|\boldsymbol{\eta}\rangle \mathbf{c}_{1}^{(n)}=\frac{1}{\mathrm{E}_{\omega, 1}^{(n)}}\langle\tilde{\boldsymbol{\eta}} \mid \tilde{\boldsymbol{\eta}}\rangle \mathbf{c}_{1}^{(n)} \tag{3.84}
\end{equation*}
$$

In this way, the lowest eigenvalue $\mathrm{E}_{\omega, 1}^{(n)}$ of $\Omega_{\omega}$ is calculated without explicitly inverting the operator. However, the overlap matrix of the auxiliary basis $\langle\tilde{\boldsymbol{\eta}} \mid \tilde{\boldsymbol{\eta}}\rangle$ is, in general, different from the identity matrix, since the $\tilde{\boldsymbol{\eta}}$ basis set is not necessarily orthogonal. For this reason, Eq. 3.84 is a generalized eigenvalue problem. Following an approach already introduced for first-generation DMRG, ${ }^{222}$ an orthogonal basis set $\left|\tilde{\eta}^{\prime}\right\rangle$ for the search space $|\tilde{\eta}\rangle$ can be built through a Gram-Schmidt algorithm,

$$
\begin{equation*}
\left|\tilde{\eta}_{i}^{\prime}\right\rangle=\left|\mathcal{H}_{\omega} \eta_{i}^{\prime}\right\rangle=\left|\tilde{\eta}_{i}\right\rangle-\sum_{j<i} \frac{\left\langle\tilde{\eta}_{i} \mid \tilde{\eta}_{j}^{\prime}\right\rangle}{\left\langle\tilde{\eta}_{j}^{\prime} \mid \tilde{\eta}_{j}^{\prime}\right\rangle}\left|\tilde{\eta}_{j}^{\prime}\right\rangle . \tag{3.85}
\end{equation*}
$$

This simplifies the eigenvalue problem given in Eq. 3.84, since the overlap matrix is equal to the identity matrix in the $\left|\tilde{\eta}^{\prime}\right\rangle$ basis set, thus Eq. 3.84 becomes a standard eigenvalue problem. However, even the vector space $|\boldsymbol{\eta}\rangle$ needs to be updated consequently to the transformation given in Eq. 3.85. It is easy to see that the required transformation from the old vector space $|\boldsymbol{\eta}\rangle$ to the new one $\left|\boldsymbol{\eta}^{\prime}\right\rangle$,

$$
\begin{equation*}
\left|\eta_{i}^{\prime}\right\rangle=\left|\eta_{i}\right\rangle-\sum_{j<i} \frac{\left\langle\tilde{\eta}_{i} \mid \tilde{\eta}_{j}^{\prime}\right\rangle}{\left\langle\tilde{\eta}_{j}^{\prime} \mid \tilde{\eta}_{j}^{\prime}\right\rangle}\left|\eta_{j}^{\prime}\right\rangle \tag{3.86}
\end{equation*}
$$

The generalized eigenvalue equation given in Eq. 3.83 can be expressed as a standard eigenvalue problem in the now orthogonal basis $\left|\tilde{\eta}^{\prime}\right\rangle$ as,

$$
\begin{equation*}
\frac{1}{\mathrm{E}_{\omega, 1}^{(n)}} \mathbf{c}_{1}^{(n)}=\left\langle\boldsymbol{\eta}^{\prime}\right| \mathcal{H}_{\omega}\left|\boldsymbol{\eta}^{\prime}\right\rangle \mathbf{c}_{1}^{(n)}, \tag{3.87}
\end{equation*}
$$

With this procedure, the diagonalization step of the Davidson algorithm to the S\&I operator can be generalized. The diagonalization must now be complemented by the expansion step. As suggested in Ref. 222, the search space can be expanded with the relation,

$$
\begin{equation*}
\left|\boldsymbol{\eta}_{\mathrm{n}+1}\right\rangle=\frac{1}{\operatorname{diag}\left(\mathcal{H}_{\omega}\right)-\mathcal{I} \tilde{\mathrm{E}}_{\omega, 1}^{(n)}}\left(\mathcal{H}_{\omega}-\mathcal{I} \tilde{\mathrm{E}}_{\omega, 1}^{(n)}\right)\left|\boldsymbol{\nu}^{n}\right\rangle \tag{3.88}
\end{equation*}
$$

where $\tilde{\mathrm{E}}_{\omega, 1}^{(n)}$ is the Rayleigh quotient obtained from the $n$-th approximation of the eigenvalue,

$$
\begin{equation*}
\tilde{\mathrm{E}}_{\omega, 1}^{(\mathrm{n})}=\frac{\left\langle v_{n}\right| \mathcal{H}_{\omega}\left|v_{n}\right\rangle}{\left\langle v_{n} \mid v_{n}\right\rangle} \tag{3.89}
\end{equation*}
$$

We note that the Rayleigh quotient is equal to $\mathrm{E}_{\omega, 1}^{(n)}$ only for fully-converged eigenfunctions, since otherwise,

$$
\begin{equation*}
\mathrm{E}_{\omega, 1}^{(n)}=\frac{1}{\left\langle\eta_{n}\right| \mathcal{H}_{\omega}\left|\eta_{n}\right\rangle} \neq \tilde{\mathrm{E}}_{\omega, 1}^{(\mathrm{n})} \tag{3.90}
\end{equation*}
$$

As already mentioned above, the efficiency of the Davidson algorithm is maximal for nearly-diagonal matrices, but it decreases as the sparsity of the target matrix increases. In those cases, the Jacobi-Davidson (JD) algorithm is more efficient. Thus, in order to build a robust and general implementation, the latter is preferred and needs to be adapted to S\&I algorithms. The diagonalization step, with the inclusion of the orthogonalization of the $|\tilde{\boldsymbol{\eta}}\rangle$ basis set, introduced for the S\&I Davidson algorithm, can be used also for the Jacobi-Davidson one. The generalization of the correction equation is however less straightforward. In fact, even if the extension of the JD method to the calculation of harmonic Ritz values is known in the literature, ${ }^{168}$ its application in quantum chemistry is scarce, especially in the context of DMRG, where mostly harmonic Davidson methods are used. ${ }^{222}$
Following the same approach as for the Davidson algorithm, we rewrite the correction equation (Eq. 3.76) for the shifted inverse of $\mathcal{H}_{\text {vib }}$ as;

$$
\begin{equation*}
\left(\mathcal{I}-\left|\tilde{\boldsymbol{\nu}}^{n}\right\rangle\left\langle\tilde{\boldsymbol{\nu}}^{n}\right|\right)\left(\Omega_{\omega}-\frac{\mathcal{I}}{\mathrm{E}_{\omega, 1}^{(n)}}\right)\left(\mathcal{I}-\left|\tilde{\boldsymbol{\nu}}^{n}\right\rangle\left\langle\tilde{\boldsymbol{\nu}}^{n}\right|\right)\left|\tilde{\boldsymbol{\eta}}_{n+1}\right\rangle=-\left|\tilde{\boldsymbol{r}}_{\mathrm{n}}\right\rangle \tag{3.91}
\end{equation*}
$$

and, as before, Eq. 3.91 would require the explicit calculation of $\mathcal{H}_{\omega}{ }^{-1}$, which is not trivial, especially for operators expressed in a MPO format. Again, this can be circumvented with $|\tilde{\boldsymbol{\eta}}\rangle$ (defined in Eq. 3.82) as the test space. Expressing Eq. 3.91 in this basis, we obtain the following result; ${ }^{168,230}$

$$
\begin{equation*}
\left(\mathcal{I}-\left|\tilde{\boldsymbol{\nu}}^{n}\right\rangle\left\langle\tilde{\boldsymbol{\nu}}^{n}\right|\right)\left(\mathcal{H}_{\omega}{ }^{-1}-\frac{\mathcal{I}}{\mathrm{E}_{\omega, 1}^{(n)}}\right)\left(\mathcal{I}-\left|\tilde{\boldsymbol{\nu}}^{n}\right\rangle\left\langle\tilde{\boldsymbol{\nu}}^{n}\right|\right) \mathcal{H}_{\omega}\left|\boldsymbol{\eta}_{\mathrm{n}+1}\right\rangle=-\left|\tilde{\boldsymbol{r}}^{n}\right\rangle \tag{3.92}
\end{equation*}
$$

which is equivalent to,

$$
\begin{array}{r}
\left(\mathcal{I}-\left|\tilde{v}_{\mathrm{n}}\right\rangle\left\langle\tilde{v}_{\mathrm{n}}\right|\right)\left(\mathcal{H}_{\omega}-\mathrm{E}_{\omega, 1}^{(\mathrm{n})} \mathcal{I}\right)\left(\mathcal{I}-\left|v_{\mathrm{n}}\right\rangle\left\langle v_{\mathrm{n}}\right| \mathcal{H}_{\omega}\right)\left|\eta_{\mathrm{n}+1}\right\rangle \\
=\left|\tilde{r}^{n}\right\rangle \mathrm{E}_{\omega, 1}^{\mathrm{n})}, \tag{3.93}
\end{array}
$$

an equation not involving the inverse of $\mathcal{H}_{\omega}$. It is important stressing out that the error $\left|\tilde{\boldsymbol{r}}^{n}\right\rangle$ is computed from the inverse operator as,

$$
\begin{align*}
\left|\tilde{\boldsymbol{r}}_{n}\right\rangle & =\mathcal{H}_{\omega}^{-1}\left|\mathcal{H}_{\omega} \boldsymbol{\nu}_{n}\right\rangle-\frac{1}{\mathrm{E}_{\omega, 1}^{(n)}}\left|\mathcal{H}_{\omega} \boldsymbol{\nu}_{n}\right\rangle \\
& =\left|\boldsymbol{\nu}_{n}\right\rangle-\frac{1}{\mathrm{E}_{\omega, 1}^{(n)}}\left|\mathcal{H}_{\omega} \boldsymbol{\nu}_{n}\right\rangle=-\frac{1}{\mathrm{E}_{\omega, 1}^{(\mathrm{n})}}\left|\boldsymbol{r}_{n}\right\rangle \tag{3.94}
\end{align*}
$$

Thus, even the calculation of the error does not require the explicit inversion of the Hamiltonian operator. As in the standard JD algorithm, Eq. 3.93 does not need to be solved exactly, but can be solved approximately with a least-squares solver such as the generalized minimal residue method (GMRES) algorithm. The only additional step with respect to the standard JacobiDavidson algorithm is the Gram-Schmidt orthogonalization of the search vector space (see Eq. 3.85 and 3.86).
As suggested in Ref. 168, an alternative form of the correction equation is,

$$
\begin{array}{r}
\left(\mathcal{I}-\frac{\left|\boldsymbol{\nu}^{n}\right\rangle\left\langle\tilde{\boldsymbol{\nu}}^{n}\right|}{\left\langle\tilde{\boldsymbol{\nu}}^{n} \mid \boldsymbol{\nu}^{n}\right\rangle}\right)\left(\mathcal{H}_{\omega}-\mathrm{E}_{\omega, 1}^{(n)} \mathcal{I}\right)\left(\mathcal{I}-\frac{\left|\boldsymbol{\nu}^{n}\right\rangle\left\langle\tilde{\boldsymbol{\nu}}^{n}\right|}{\left\langle\tilde{\boldsymbol{\nu}}^{n} \mid \boldsymbol{\nu}^{n}\right\rangle}\right)\left|\eta^{n+1}\right\rangle \\
=-\left|\tilde{\boldsymbol{r}}^{n}\right\rangle \tag{3.95}
\end{array}
$$

In our implementation, this second form will be used, since, as will be discussed in the following, it can be more easily coupled with a deflation process (i.e. orthogonalization with respect to converged root). We note that a third correction equation has been proposed in Ref. 230, where skew projection are not present. However, this third formulation does not lead to any computational advantage, and has not been considered in the following.

### 3.4.4 MO-VDRMG

Even if the S\&I algorithm introduced in the previous section significantly increases the range of applicability of VDMRG, it has still some significant drawbacks. First, the root toward which the algorithm will converge strongly depends strongly on the value of $\omega$. Clearly, $\omega$ should be as close as possible to, and lower than, the target eigenvalue. However, this eigenvalue is not known before the calculation, and thus needs to be estimated in some way. In VDMRG, $\omega$ can be set based on the harmonic energy of the states, by scaling the value by a factor $<1$ to ensure that $\omega$ is lower than the anharmonic frequency. However, in regions with a high density of states, such
as the $\mathrm{C}-\mathrm{H}$ stretching region of a medium-sized molecule, a lot of closelylying states are present, and in this case a small change in $\omega$ can lead to convergence to the wrong root. This effect has already been noticed for electronic structure calculations in Ref. ${ }^{222}$, and is expected to be an even more severe problem in VDMRG, where more closely lying excited states are usually targeted. With the aim of solving these issues, two modifications of S\&I VDMRG are presented here. The first one, which is based on root-homing diagonalization algorithms, ${ }^{231}$ is that the root to be followed in the iterative subspace expansion must be chosen based on a maximum-overlap (MO) criterion. ${ }^{232}$ This allows to ensure that the correct root is followed consistently during the optimization, avoiding root-flipping effects. The second approach is a generalization of the state-specific formulation of DMRG introduced in the previous section where, however, several roots are optimized together, and not sequentially, as in standard state-specific DMRG. In this section, we will describe the first approach, while the second one will be discussed in the next section.
The first approach, based on the MO method, is similar to the DMRG-X algorithm proposed recently in the literature, ${ }^{233,234}$ where the localization in the DMRG lattice of the eigenstates is used to improve the convergence of DMRG. This is interesting for vibrational states, since even states close in energy will generally involve different modes, which means, in the DMRG formalism, that they will be localized on different sites of the lattice. Thus, if an estimate of the MPS is known a priori, it is possible to use the eigenvector with the maximum overlap onto this estimate during the subspace iteration algorithm to build the error vector $\left|\boldsymbol{r}^{n}\right\rangle$ to use in the correction equation (Eq. 3.74 and 3.77). This procedure is different from the one used in standard Davidson and Jacobi-Davidson diagonalization schemes, where the error vector obtained from the lowest-energy eigenfunction is employed at each iteration. Thus, the choice of the eigenfunction to be used in the correction equation, usually referred to as root-homing, ${ }^{231}$ is based on the locality of the wavefunction, instead of on purely energetic criteria. Root-homing algorithms have already been used in vibrational structure calculations, in the context of mode-tracking algorithms ${ }^{84,235}$ where harmonic normal modes are built iteratively, without diagonalizing the full Hamiltonian matrix. More recently, the same theory has been extended to the solution of Casida's equations in time-dependent density functional theory (TD-DFT) ${ }^{85,208}$ for large-size systems. Root-homing approaches are equivalent to the maximum-overlap methods (MOM) that are commonly applied for electronic structure problems, ${ }^{104,232,236}$ when SCF problems with fractional occupation numbers are solved. In those cases, the root homing is used to consistently follow the orbitals during the SCF cycles.
As already discussed in Refs. 84 and 208, root-homing algorithms can be divided in two main classes, depending on the vector used for the calculation of the overlap (referred to in the following as "test vector"):

1. the initial guess of the diagonalization is used as test vector, and is kept constant during the optimization. This approach is well-suited if the initial guess is a good approximation of the final wavefunction, but
might result in slow convergence (or even fail) for inaccurate guesses. This is the case, for example, if two states close in energy, have both a large component along the test vector. In those cases, the subspace diagonalization algorithm most likely will oscillate between the two roots, without reaching convergence. The application of this scheme to VDMRG will be referred in the following as constant maximumoverlap VDMRG (cMO-VDMRG).
2. alternatively, the test vector can be updated at each cycle of the iterative diagonalization, with the approximation of the eigenfunction obtained at the previous iteration used as test vector. The combination of this scheme with VDMRG will be referred in the following as updated maxium-overlap VDMRG (uMO-VDMRG).
3. in DMRG, where the matrices of each site are optimized sequentially, a third root-homing approach is possible, where the guess vector is updated in the same way as in uMO-VDMRG, but at the end of each sweep, and not at the end of each microiteration within a sweep. We define this third approach as sweep-based maximum-overlap VDMRG (sMO-VDMRG)

The main advantage of MO-DMRG over the state-average algorithms outlined above is that only a single MPS is optimized, therefore avoiding the problem of using the same effective basis (i.e. the same boundaries) for several eigenstates. The price to pay is the calculation of the overlaps at each iteration.
Each root-homing algorithm requires the calculation of overlaps between vibrational MPSs, which can be done using the theory introduced above. We note however that, in cMO-VDMRG, the guess of the optimization is in most cases built as a fixed linear combination of ONVs;

$$
\begin{equation*}
\left|\Phi_{\text {track }}\right\rangle=\sum_{i=1}^{N_{\text {bases }}} C_{i}\left|\sigma_{1}^{(i)}, \ldots, \sigma_{L}^{(i)}\right\rangle \tag{3.96}
\end{equation*}
$$

where the previous expansion is usually limited to only one or a few terms. In those cases, instead of converting Eq. 3.96 to MPS and using Eq. 3.68, it is convenient to compute the overlap with the single basis vectors $\left|\sigma_{1}^{(i)}, \ldots, \sigma_{L}^{(i)}\right\rangle$ included in the expansion given in Eq. 3.96. In fact, the $\boldsymbol{N}^{\sigma_{j},(i)}$ tensors for an ONV are simply given by,

$$
\begin{equation*}
\boldsymbol{N}^{\sigma_{j},(i)}=\boldsymbol{I} \delta_{\sigma_{j}, \sigma_{j}^{(i)}} \tag{3.97}
\end{equation*}
$$

and thus the contraction over the $\sigma$ index in Eq. 3.68 is trivial. Furthermore, as already remarked in the previous section, the partial overlap objects defined in Eq. 3.69 can be stored to reduce the computational effort associated to the calculation of the overlaps by a factor of $L$.
Calculation of the overlap in uMO-VDMRG and sMO-VDMRG is even easier, since the test MPS differs from the targeted one only by the DMRG tensor
$M^{\sigma_{l}}$ of the site which is optimized, whereas all the other tensors are the same. For this reason, the two MPSs share the same boundary, and the overlap can be simply computed as,

$$
\begin{equation*}
\left\langle\Psi \mid \Phi_{\text {track }}\right\rangle=\sum_{\sigma_{l}=1}^{N_{\max }} \boldsymbol{M}^{\sigma_{l}^{\dagger}} \boldsymbol{N}^{\sigma_{l}} \tag{3.98}
\end{equation*}
$$

where $|\Psi\rangle$ is the MPS that is currently being optimized. For all the formulations of MO-VDMRG, an additional parameter has to be introduced. Indeed, in standard Davidson and Jacobi-Davidson algorithms, only the lowest eigenvalue of the matrix giving the representation of the operator in the subspace basis is computed, together with the corresponding eigenvalue. In MO-VDMRG, multiple eigenpairs have to be computed, and among them the root to be followed is chosen with the root-homing procedure. Hence, the additional parameter to be set is the number of roots $N_{\text {states }}^{\mathrm{MO}}$ to compute at each microiteration (i.e. at each step of the iterative optimization of the DMRG tensors of the $i$-th site).
MO-VDMRG is even more effective if combined with the S\&I algorithms introduced above. In principle, root-homing should obviate the need for the S\&I operator $\Omega_{\omega}$ to target an eigenpair other than the lowest-energy one, since the MO scheme allows following the correct state during the optimization. However, in practice, for high-energy states, a large value of $N_{\text {states }}^{\mathrm{MO}}$ would need to be chosen, in order to ensure that the targeted eigenpair is always present in the working set at each microiteration, so this would reduce significantly the computational efficiency of MO-VDMRG. However, if MOVDMRG is combined with S\&I algorithms, the targeted eigenpair can be one of the lowest-energy ones, and a relatively small value for $N_{\text {states }}^{\mathrm{MO}}$ can be safely employed every time. We note also that the combination of S\&I with MO approaches makes the limitation of the former less stringent. Indeed, the MO criterion avoids the root-flipping effects that characterize standard, S\&I approaches in regions with an high-density of states. For this reason, the choice of $\omega$ becomes less important since, even if several eigenpairs are present in the energy range between $\omega$ and the target eigenvalue, $N_{\text {states }}^{\mathrm{MO}}$ eigenpairs are computed at each iteration, thus this parameter can be tuned to include the target state.
To conclude, we note that the previous models can be modified to improve their efficiency further. In the previous derivation of S\&I algorithms, it has been assumed that $\omega$ is constant during the sweep-based optimization algorithm. This assumption is mandatory for standard diagonalization schemes, where the full variational matrix has to be diagonalized once. However, in VDMRG, the full diagonalization is replaced by repeated, smaller eigenvalue problems, solved sequentially. For this reason, the shift parameter $\omega$ can be updated after each microiteration using the approximation of the energy obtained at the previous iteration. We will refer to this approach as adaptive MO-VDMRG (aMO-VDMRG). However, since the energy is expected to decrease during the sweep-based optimization, $\omega$ will be in most cases (but not
necessarily) higher than the target energy. To ensure that the target eigenvector is included in the set, in which the root-homing is performed, the MO algorithm is modified, and both the $N_{\text {states }}^{\mathrm{MO}}$ higher and $N_{\text {states }}^{\mathrm{MO}}$ lowest eigenpairs of the matrix are computed at each microiteration.

### 3.4.5 Multistate VDMRG

An alternative algorithm for targeting excited states is the state-average extension of DMRG (referred to in the following as SA-DMRG). In SA algorithms based on first-generation DMRG, ${ }^{222,223}$ the environment states are obtained by diagonalizing the reduced density matrix averaged over the first $N_{\text {exc }}$ excited states, as:

$$
\begin{equation*}
\hat{\rho}_{\mathrm{SA}}=\sum_{i=1}^{N_{\mathrm{SA}}} \alpha_{i}\left|\Phi_{i}\right\rangle\left\langle\Phi_{i}\right| \tag{3.99}
\end{equation*}
$$

where, in standard SA-DMRG, $\alpha_{i}$ is equal to $\frac{1}{N_{\text {exc }}}$ for each state. The first $N_{\text {exc }}$ eigenpairs of the local Hamiltonian are computed, and then contracted with the respective boundaries to obtain the environment states for the following iteration. SA-DMRG has two main disadvantages: first of all, it is limited to low-lying excited states, that can be reached with a relatively small value of $N_{\mathrm{SA}}$. Furthermore, the convergence of the energies with respect to the number of renormalized block states $m$ is usually slower than for standard DMRG, since the boundaries are not optimized for any of the states of interest.
The second-generation formulation of SA-DMRG is obtained by optimizing the following functional in place of the ground state energy:

$$
\begin{equation*}
\mathrm{E}_{\mathrm{SA}}=\sum_{i=1}^{N_{\mathrm{exc}}} \alpha_{i}\left\langle\Phi_{i}\right| \mathcal{H}\left|\Phi_{i}\right\rangle \tag{3.100}
\end{equation*}
$$

By expressing the states $\left|\Phi_{i}\right\rangle$ as MPSs and by minimizing the functional $\mathrm{E}_{\mathrm{SA}}$ with respect to the $i$-th DMRG tensor, the following eigenvalue equation is obtained:

$$
\begin{equation*}
\sum_{k=1}^{N_{\text {exc }}} \sum_{\sigma_{i}^{\prime}} \alpha_{i}\left(\sum_{a_{i-1}^{\prime} a_{i}^{\prime}} \sum_{b_{i-1}, b_{i}} W_{b_{i-1}, b_{i}}^{\sigma_{i}, \sigma_{i}^{\prime}} M_{a_{i-1}^{\prime}, a_{i}^{\prime}}^{\sigma_{i}^{\prime}} L_{a_{i-1}, a_{i-1}^{\prime}}^{b_{i-1}} R_{a_{i}^{\prime}, a_{i}}^{b_{i}}\right)=\mathrm{E} M_{a_{i-1}, a_{i}}^{\sigma_{i}} \tag{3.101}
\end{equation*}
$$

which is equivalent to the eigenvalue equation given in Eq. 3.62, with the difference that the boundaries are averaged-out over the target states. Recently, it has been proposed ${ }^{237}$ to select one of the $N_{\text {exc }}$ states to build the boundaries, and to use those boundaries also for the calculation of the energy of the other states. This corresponds, in the previous equations, to setting $\alpha_{i}=1$ for one state and 0 for all the others. However, this approach introduces a bias toward one of the states, which is described better than the others, and will not be analyzed in the following.

The necessity of building a common boundary for all the states is mandatory for first-generation DMRG algorithms, where an explicit expression for the wavefunction is not available. In second-generation algorithms, however, this is not necessary since a state-specific formulation of DMRG is possible, for which excited states are obtained by optimizing the MPS in the space orthogonal to all lower-energy states. As already discussed above, the projector onto this space can be built from the partial overlap tensors, through the $\boldsymbol{V}$ tensor defined in Eq. 3.71. In practice, the optimization is carried out with the following, deflated operator instead of the standard one:

$$
\begin{equation*}
\left(\boldsymbol{I}-\boldsymbol{V} \boldsymbol{V}^{T}\right)\left(\mathcal{H}_{\mathrm{vib}}-E \boldsymbol{I}\right)\left(\boldsymbol{I}-\boldsymbol{V} \boldsymbol{V}^{T}\right) \tag{3.102}
\end{equation*}
$$

In most state-specific formulations of DMRG, ${ }^{216}$ the ground state is optimized, and only when the ground state is converged can the optimization of the first excited state be done, using the deflated operator given in Eq. 3.102 with $\boldsymbol{V}$ obtained from the $\boldsymbol{N}$ tensors of the optimized wavefunction. For VDMRG, we will use a modified version of the previous algorithm for the computation of excited states. In the original formulation, it is necessary to fully optimize all lower $n-1$ states to optimize the $n$-th excited state and this task can be challenging in regions with high density of states, where rootflipping effects are common. To avoid those issues, the first $n$ eigenfunctions can be computed at each microiteration (i.e. during the optimization of each site), by calculating the $\boldsymbol{V}^{l}$ vectors on-the-fly. Even if this approach is similar to SA-DMRG, it does not require a common basis for the environment states of all the targeted states. The price to be paid is the need to update the partial overlaps at each microiteration, since they are build from non-converged wavefunctions.

### 3.4.6 Stochastic sampling of the determinant space

A drawback of VDMRG with respect to standard variational approaches is that the vibrational wavefunction is expressed as MPSs, and thus the CI coefficients are not known. Consequently, it is not possible to determine easily the basis functions with the largest coefficients in the CI expansion, and so, for example, to characterize the MPS in terms of fundamentals, overtones or combination bands. In principle, the CI coefficients can be determined by computing the overlap of the converged MPS with all the possible basis functions, using Eqs. 3.68 and 3.69 to efficiently evaluate the contractions. A similar approach has already been used in Ref. 238 for electronic structure calculations, but is limited to very small systems, due to the exponential increase of the CI space with the number of DMRG sites (i.e. the number of modes $N_{\text {vib }}$ for VDMRG).
To target also larger size systems, a more efficient way to sample the variational space is needed. Here, the sampling reconstruction complete active space (SR-CAS) algorithm, developed for electronic structure problems in Ref. 239 and based on the stochastic algorithms proposed in Refs. 240 and

241 to optimize tree tensor network states (TTNS), is used to efficiently determine the ONVs with the largest coefficients in the CI expansion. In SR-CAS, the variational space is sampled through a Metropolis-Hastings Markov chain, where the probability density $\rho_{i_{1}, \ldots, i_{L}}$ is given by the squared value of the CI coefficient $C_{i_{1}, \ldots, i_{L}}{ }^{\prime 242}$

$$
\begin{equation*}
\rho_{i_{1}, \ldots, i_{L}}=\left|C_{i_{1}, \ldots, i_{L}}\right|^{2} \tag{3.103}
\end{equation*}
$$

We note that $\rho_{i_{1}, \ldots, i_{L}}$ can be interpreted as a probability distribution function since $\sum_{i_{1}} \ldots \sum_{i_{L}} \rho_{i_{1}, \ldots, i_{L}}=1$. The Metroplis-Hastings algorithm is designed to sample more often region of the CI space with higher probability density, therefore avoiding the calculation of nearly-negligible overlaps. The workflow of the algorithm can be described in the following steps;

1. set a starting ONV, known to have a large CI coefficient, as reference ONV. Computes its CI coefficient $C_{\text {old }}$. For MO-VDMRG algorithms, the test MPS can be used as a first guess.
2. generate randomly an integer $N_{\text {exc }}<L \times N_{\text {max }}$, representing the overall number of simultaneously excited modes.
3. generate randomly $N_{\text {exc }}$ integer numbers

$$
\begin{equation*}
\left(n_{\text {modes }^{\prime}}^{(1)} \ldots, n_{\text {modes }}^{(i)} \ldots, n_{\text {modes }}^{\left(N_{\text {exc }}\right)}\right), \tag{3.104}
\end{equation*}
$$

representing the indexes of the modes to be excited.
4. generate a new ONV, obtained from the one of the previous cycle, by exciting the reference ONV by the number of occurrences of its index in the $n_{\text {modes }}^{(i)}$ list. If the occupation number exceeds $N_{\text {max }}$, it is replaced by its modulo with respect to $N_{\text {max }}$, since the occupation numbers cannot exceed $N_{\max }$.
5. compute the overlap between the optimized MPS and the new ONV, to obtain the CI coefficient $C_{\text {new }}$. Store the determinant if the overlap is greater than $\eta_{\text {store }}$, which is a parameter of the algorithm. $\eta_{\text {store }}$ is used to store only relevant determinants, avoiding this way an exponential increase of the database of the stored determinants.
6. replace the reference ONV with the newly generated one with a probability $P_{\mathrm{t}}$ given by,

$$
\begin{equation*}
P_{\mathrm{t}}=\min \left[1, \frac{C_{\text {new }}}{C_{\text {old }}}\right] \tag{3.105}
\end{equation*}
$$

This is done, in practice, by generating a random, positive number $<1$ and replacing the old determinant with the new one if the number is $>P_{\mathrm{t}}$.
7. iterate points 2-6 until convergence.

The convergence of the algorithm can be assessed through the completeness measure COM, defined as,

$$
\begin{equation*}
\xi_{\mathrm{COM}}=1-\sum_{i}\left|C_{i}\right|^{2} \tag{3.106}
\end{equation*}
$$

where the sum over $i$ includes only the stored determinants. Convergence is reached when $\xi_{\text {COM }}<\eta_{\text {COM }}$, given as input of the algorithm. We note that the main difference between the present algorithm and the original SRCAS, formulated for electronic structure problems lies in the generation of the determinants. For the electrons, the occupation number of each orbital is either 0 or 1 due to the Fermi-Dirac statistic, whereas for molecular vibrations the occupation number is bounded by the $N_{\max }$ parameter.
To conclude, we note that other algorithms to reconstruct the CI expansion have been recently proposed ${ }^{243}$ where quantum entanglement measures are used to enhance the efficiency of the stochastic sampling. The quantum entanglement could be in principle determined also for molecular vibrations, following the same strategy already employed for electronic structure calculations ${ }^{244,245}$ and employing vibrational density matrices, ${ }^{246}$ but a similar analysis goes beyond the scope of this thesis. The SR-CAS algorithm can be used also to compute vibrational averages of generic operators, as well as their transition counterpart. In fact, in most cases, the matrix representation properties in the CI basis is readily available, such as when they are expanded as a Taylor series in terms of Cartesian-based normal modes. Thus, the SR-CAS algorithm can be employed to extract the determinant giving the largest CI coefficients, and then to use the expansion in terms of CI basis to compute matrix elements of properties. A possible drawback of such an approach would be that the CI configuration with the largest coefficients are not necessarily the ones with the largest contribution to properties. Thus, the convergence of the SR-CAS would be probabily slower for properties than for energies. In any case, the evaluation of the same quantities by using directly vibrational wavefunctions encoded as MPSs is more difficult than by using the SR-CAS algorithm, and would require to express also the property surface as MPO.

### 3.5 Selected applications of VDMRG

The VDMRG theory is now applied to the calculation of vibrational properties of three molecular systems. The first one is a three-atom molecule $\left(\mathrm{ClO}_{2}\right)$, which will be used as a test case to check the reliability of the implementation. Indeed, thanks to its small size, full variational results, which will serve as our reference, are available in the literature. The second testcase is ethylene $\left(\mathrm{C}_{2} \mathrm{H}_{4}\right)$, which already represents a challenge for standard variational calculations, and for which the reliability of VDMRG in reproducing experimental data will be checked. Finally, a large-size systems, the
sarcosyn-glycine dipeptide (SarGly ${ }^{+}$), which is not treatable with most standard, variational algorithms, will be studied, with the aim of checking the scalability of VDMRG for large-sized systems.

### 3.5.1 Benchmark: vibrational levels of $\mathrm{ClO}_{2}$

As a first step, VDMRG is validated for the triatomic molecule $\mathrm{ClO}_{2}$ in its electronic ground state, of $X^{2} B_{1}$ symmetry. The PES obtained from multireference configuration interaction (MRCI) calculations, which is available in the literature, ${ }^{159,247}$ will be employed. Fully converged vibrational energies up to $3300 \mathrm{~cm}^{-1}$ were calculated from this PES with variational approaches, ${ }^{159,247}$ thus those energies can be used as reference to check the VDMRG results. The high accuracy of these calculated wavenumbers was demonstrated by comparison to high-resolution experimental data, so no further comparison with the experimental data will be needed. ${ }^{248,249,250}$
Before discussing the results of our calculations, it is useful to compare the VDMRG approach with the variational approaches of the reference papers. In the study by Peterson, ${ }^{247}$ the PES is expressed as a 4th-order Taylor expansion in terms of the internal coordinates (the two bond lengths and the valence angle) of the molecule. The variational calculations of the vibrational problem are then carried out directly in these coordinates, with Morse oscillator eigenfunctions as a basis set for the two stretching coordinates and a DVR for the bond angle. ${ }^{251}$ In a more recent work, ${ }^{159}$ this quartic force field in internal coordinates is first transformed to a sixth-order force field in Cartesianbased normal coordinates, by a direct tensor transformation, ${ }^{26,159}$ and the variational calculation is then carried out using the harmonic-oscillator wavefunctions as the basis set. In this work, we employ the latter representation of the PES, since the second-quantized expression of the vibrational Hamiltonian given in Eq. 3.65 holds for a basis of harmonic-oscillator wave functions. This representations is, in principle, different from the internal coordinates' one since the latter are non-linear functions of the Cartesian normal modes. However, the two approaches result in equivalent computed fundamental anharmonic frequencies, ${ }^{160,247}$ and this seems to suggest that a sextic forcefield in terms of Cartesian-based normal modes provides a sufficiently reliable reproduction of the PES. Although more recent results are reported in Ref. 160, the data reported in Ref. 247 include also the theoretical energies for overtones and combination bands, so they will serve as our reference.
As already pointed out before, two parameters control the convergence of VDMRG vibrational wave function and energy. The first, $N_{\max }$, corresponds to the number of basis functions that describe each mode and its value must match the anharmonicity of each mode. The second parameter, the number of renormalized block states $m$, controls the degree of dimension reduction of the final MPS wavefunction and has to be increased with increasing anharmonic mode coupling. These two parmeters are, in general, independent and the convergence with respect to both has to be analyzed.
VDMRG vibrational energies up to $3000 \mathrm{~cm}^{-1}$ calculated with different values for $N_{\max }$ and $m$ are reported in Table 3.4, together with the harmonic

TABLE 3.4: VDMRG zero-point energy and energies of the 17 lowest vibrational transitions from the ground state (in $\mathrm{cm}^{-1}$ ) for $\mathrm{ClO}_{2}$. Each state was calculated with different values for the parameters $N_{\max }$ and $m$.

| Mode | Ref. | $N_{\max }=10$ |  |  | $N_{\max }=12$ |  | Harm. |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  | $m=2$ | $m=5$ | $m=10$ | $m=5$ | $m=10$ |  |
| ZPE |  | 1264.5 | 1264.5 | 1264.5 | 1264.5 | 1264.5 |  |
| $v_{2}$ | 449.9 | 449.5 | 449.5 | 449.5 | 449.5 | 449.5 | 455.62 |
| $2 v_{2}$ | 898.7 | 898.0 | 898.1 | 898.1 | 898.0 | 898.2 | 911.24 |
| $v_{1}$ | 940.7 | 940.7 | 940.7 | 940.7 | 940.7 | 940.5 | 960.15 |
| $v_{3}$ | 1105.5 | 1105.2 | 1105.2 | 1105.2 | 1105.2 | 1105.2 | 1127.82 |
| $3 v_{2}$ | 1346.5 | 1345.6 | 1345.5 | 1345.5 | 1345.5 | 1345.8 | 1366.86 |
| $v_{1}+v_{2}$ | 1386.5 | 1386.2 | 1386.2 | 1386.3 | 1386.1 | 1385.8 | 1415.77 |
| $v_{2}+v_{3}$ | 1549.9 | 1548.7 | 1548.7 | 1548.7 | 1548.6 | 1548.6 | 1573.44 |
| $v_{1}+2 v_{2}$ | 1831.2 | 1830.7 | 1830.6 | 1830.6 | 1830.6 | 1828.8 | 1871.39 |
| $2 v_{1}$ | 1872.1 | 1872.4 | 1872.3 | 1872.3 | 1872.3 | 1872.2 | 1920.30 |
| $2 v_{2}+v_{3}$ | 1993.2 | 1991.2 | 1991.2 | 1992.8 | 1991.1 | 1991.1 | 2039.06 |
| $v_{1}+v_{3}$ | 2029.3 | 2029.3 | 2028.9 | 2029.1 | 2029.2 | 2029.2 | 2087.97 |
| $2 v_{3}$ | 2200.1 | 2201.0 | 2199.5 | 2199.5 | 2199.5 | 2199.6 | 2255.64 |
| $2 v_{1}+v_{2}$ | 2313.8 | 2318.4 | 2313.5 | 2313.6 | 2313.6 | 2313.7 | 2375.92 |
| $v_{1}+v_{2}+v_{3}$ | 2469.8 | 2468.3 | 2468.5 | 2468.5 | 2468.1 | 2468.4 | 2543.59 |
| $3 v_{1}$ | 2794.0 | 2797.5 | 2794.6 | 2794.6 | 2794.7 | 2794.7 | 2880.45 |
| $2 v_{1}+v_{3}$ | 2943.2 | 2947.9 | 2943.8 | 2943.2 | 2943.5 | 2943.7 | 3048.12 |

results and theoretical reference data taken from Ref. 247. The number of VDMRG sweeps was set to 40 for all states, to ensure convergence with respect to the number of sweeps. With ten basis functions per mode ( $N_{\text {max }}=$ 10), converged results are obtained for energies up to $2000 \mathrm{~cm}^{-1}$ with as little as two renormalized states, and variations below $0.1 \mathrm{~cm}^{-1}$ are obtained by increasing $m$ to 5 and 10. By further increasing the dimension of the local basis to 12 , no further variations occur and the energies can therefore be considered converged with respect to the basis set size. The VDMRG results are in good agreement with the reference values and confirm that a sixth-order Taylor expansion in Cartesian-based normal modes is sufficient to obtain accurate anharmonic frequencies. However, for some of the higher-energy transitions, two renormalized states are not sufficient to reach convergence, with variations above $1 \mathrm{~cm}^{-1}$. This is particularly evident for the transitions from the ground state to $2 v_{1}+v_{2}, 3 v_{1}$ and $2 v_{1}+v_{3}$, where results obtained with $m=2$ and $m=10$ deviate by more than $2 \mathrm{~cm}^{-1}$. It should be noted that these vibrations are 3-quanta overtones and combination bands, and thus are localized in regions of the PES far from the equilibrium position. Thus, for those states, the expansion of the PES as a 6th-order Taylor expansion is expected to be less
accurate.

### 3.5.2 Comparison with accurate experimental data: $\mathrm{C}_{2} \mathrm{H}_{4}$

The second example with which we demonstrate the reliability of the VDMRG ansatz is ethylene $\left(\mathrm{C}_{2} \mathrm{H}_{4}\right)$. Here, we adapt a highly accurate ab initio PES from the literature ${ }^{252}$ and compare the results with previous calculations and experimental data. ${ }^{253}$
The force-field of $\mathrm{C}_{2} \mathrm{H}_{4}$ has been widely studied over the years, using different electronic structure approaches. Several years ago, an accurate PES of ethylene was constructed from $\operatorname{CCSD}(\mathrm{T})$ calculations by Martin and coworkers. ${ }^{164}$ This PES was then used to determine vibrational energies and spectra with different variational approaches, such as basis-pruning algorithms ${ }^{71}$ and VCI calculations based on VSCF modals. ${ }^{254}$ Recently, a new PES was constructed from $\operatorname{CCSD}(\mathrm{T})$ calculations with a larger, quadruple- $\zeta$ orbital basis, from which more accurate vibrational energies could be calculated, again using basis-pruning algorithm. ${ }^{252}$ Here, we will apply the latter PES in our VDMRG calculations. We note however, as for $\mathrm{ClO}_{2}$, that the analytical expression of the PES computed in Ref. 252 is given in terms of non-linear functions of the valence, internal coordinates ( 5 bond lengths, 4 valence angles, 2 dihedrals and an out-of-plane coordinate). As already done for $\mathrm{ClO}_{2}$, this PES must converted to a Taylor series in cartesian normal modes. This has been done following the procedure discussed in Refs. 159 and 160 using the PyPES package. As already remarked above, an infinite-order expansion in Cartesian-based normal modes is required to match a quartic force-field in internal coordinates. Here, fourth- and sixth-order Taylor series expansion of the potential, with and without the inclusion of Coriolis effects, were used in the VDMRG calculations. The order of the Taylor expansion was chosen based on the variational results reported in Ref. 160, where it was shown that a sixth-order expansion is sufficient to reach convergence within $1 \mathrm{~cm}^{-1}$. If not otherwise specified, vibro-rotational Coriolis couplings were neglected. First, the standard formulation of VDMRG has been used to compute the ZPVE of $\mathrm{C}_{2} \mathrm{H}_{4}$ by varying the bond dimension $n$, for a given order of the Taylor expansion of the potential (a fixed Hamiltonian) and for a given value of $N_{\max }$ (a fixed local basis set), with the results shown in Fig. 3.11. With five renormalized states, inaccurate results, with deviations larger than $10 \mathrm{~cm}^{-1}$ with respect to the converged values, are obtained. Convergence (with deviations below $1 \mathrm{~cm}^{-1}$ ) is reached with ten renormalized block states for all Hamiltonians (both quartic and sextic force fields). Thus, the inclusion of higher-order terms in the potential does not affect significantly the structure of the Hamiltonian, i.e. it does not introduce further long-range correlations, which would require a larger number of renormalized block states and DMRG sweeps to converge the MPS.
Regarding the convergence of the ZPVE with respect to the maximum quantum of excitation $N_{\max }$ for each site (i.e. the size of the local basis), the results stabilize for $N_{\max }=6$, and with $N_{\max }=8$, the change in the ZPVE becomes negligible (below $0.01 \mathrm{~cm}^{-1}$ ). For $\mathrm{C}_{2} \mathrm{H}_{4}$, the lowest-energy mode has a wavenumber of approximately $850 \mathrm{~cm}^{-1}$, thus low-energy frequencies


Figure 3.11: Plot of the VDMRG ZPVE of $\mathrm{C}_{2} \mathrm{H}_{4}$ as a function of the number of renormalized states $m$. Calculations were performed with a quartic force field and setting $N_{\max }=6$ (dashed, red line) and $N_{\max }=8$ (dashed, green line) and with a sextic force-field and with $N_{\max }=6$ (dashed, blue line). The reference theoretical ZPVE, taken from Ref. 252, is represented as a black dotted line.
characterized by strong anharmonic effects are not present. For this reason, a reliable representation of the vibrational wave function can be obtained from a relatively small number of Hermite polynomials (6 in this case) as local basis functions. This is particularly true for the ZPVE, since the ground state is localized about the equilibrium geometry, where the representation of the PES as Taylor series in terms of Cartesian coordinates is accurate. For systems with an higher anharmonicity, an higher value for $N_{\max }$ would be needed.
Regarding the convergence of the ZPVE with respect to the order of the Taylor series expansion, we note that, with a fourth-order PES, the ZPVE is underestimated by approximately $7 \mathrm{~cm}^{-1}$. The further inclusion of fifth- and sixth-order terms reduces the error to less than $1 \mathrm{~cm}^{-1}$, therefore providing satisfactory convergence, in agreement with the results obtained for $\mathrm{ClO}_{2}$. This result is in line also with the analysis reported in Refs. 159 and 160, where results converged within $1 \mathrm{~cm}^{-1}$ were obtained from a full sextic potential and including Coriolis couplings in the kinetic energy operator. To conclude, the VDMRG ZPVE obtained with the sextic potential and with $N_{\max }=6$ and $m=20$ is 11016.15 , and agrees well with the reference theoretical value of $11014.91 \mathrm{~cm}^{-1}, 252$ computed without the inclusion of Coriolis couplings.
Due to the relatively small size of $\mathrm{C}_{2} \mathrm{H}_{4}$, transition frequencies lying in the fingerprint region ( $800-2000 \mathrm{~cm}^{-1}$ ) can be computed with SS-VDMRG, without using the S\&I algorithm. A complete list of the 15 lowest vibrational wavenumbers (including both overtones and combination bands) of $\mathrm{C}_{2} \mathrm{H}_{4}$
TABLE 3.5: Comparison of the wavenumber of the 20 lowest states of $\mathrm{C}_{2} \mathrm{H}_{4}\left(\mathrm{in} \mathrm{cm}^{-1}\right)$ computed with VDMRG applying a fourth- (labeled as 4th) and a sixth-order (labeled as 6th) Taylor expansion of the PES with reference theoretical data from Ref. 252, and experimental data from Ref. 253. VDMRG calculations were performed with different values for the parameters $N_{\max }$ and $m$.

| Mode | Assign. | $\begin{aligned} & N_{\max }=6 \\ & \mathrm{~m}=10 \end{aligned}$ | Quartic $N_{\text {max }}=6$ $\mathrm{m}=20$ | $\begin{aligned} & N_{\max }=6 \\ & \mathrm{~m}=10 \end{aligned}$ | $\begin{aligned} & \quad \text { Sextic } \\ & N_{\max }=6 \\ & \mathrm{~m}=20 \end{aligned}$ | $\begin{gathered} \hline \text { Sextic +C } \\ N_{\max }=6 \\ \mathrm{~m}=10 \\ \hline \end{gathered}$ | Ref. ${ }^{252}$ | Exp. ${ }^{253}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ZPVE |  | 11007.01 | 11006.19 | 11016.14 | 11016.15 | 11021.39 | 11014.91 |  |
| 1 | $\nu_{10}$ | 810.27 | 809.03 | 831.13 | 831.17 | 834.64 | 822.42 | 825.92 |
| 2 | $\nu_{8}$ | 916.61 | 915.29 | 933.48 | 933.47 | 942.26 | 934.29 | 939.86 |
| 3 | $v_{7}$ | 929.76 | 928.31 | 948.26 | 948.26 | 957.15 | 949.51 | 948.77 |
| 4 | $v_{4}$ | 1008.46 | 1007.13 | 1018.26 | 1018.26 | 1026.64 | 1024.94 | 1025.58 |
| 5 | $v_{6}$ | 1217.88 | 1217.17 | 1227.08 | 1227.05 | 1229.68 | 1224.96 | 1225.41 |
| 6 | $v_{3}$ | 1339.55 | 1338.87 | 1343.46 | 1343.46 | 1344.25 | 1342.96 | 1343.31 |
| 7 | $v_{12}$ | 1431.74 | 1430.47 | 1441.50 | 1441.52 | 1444.94 | 1441.11 | 1442.44 |
| 8 | $v_{2}$ | 1619.69 | 1622.11 | 1628.26 | 1629.04 | 1628.41 | 1624.43 | 1626.17 |
| 9 | $2 v_{10}$ | 1626.57 | 1625.56 | 1682.30 | 1682.18 | 1685.54 | 1658.39 | 1664.16 |
| 10 | $v_{8}+v_{10}$ | 1723.42 | 1722.77 | 1769.89 | 1770.02 | 1764.78 | 1757.70 | 1765.78 |
| 11 | $v_{7}+v_{10}$ | 1739.03 | 1729.53 | 1787.02 | 1786.99 | 1781.17 | 1778.34 | 1781.01 |
| 12 | $v_{4}+v_{10}$ | 1814.03 | 1810.47 | 1840.52 | 1852.60 | 1865.89 | 1848.61 | 1851.51 |
| 13 | $2 \nu_{8}$ | 1830.01 | 1825.99 | 1878.67 | 1878.42 | 1890.40 | 1873.73 | 1879.72 |
| 14 | $v_{7}+v_{8}$ | 1830.71 | 1856.77 | 1886.15 | 1886.16 | 1897.34 | 1885.12 | 1888.63 |
| 15 | $2 v_{7}$ | 1855.82 | 1870.92 | 1905.44 | 1906.02 | 1901.04 | 1901.61 | 1899.74 |

computed at the VDMRG level is reported in Tab. 3.5. Based on the results obtained for the ZPVE, all calculations were carried out with $N_{\max }=6$, with quartic and sextic potential and 10 or 20 renormalized states. First of all, these results show that 10 renormalized states are sufficient to get an accuracy within $1 \mathrm{~cm}^{-1}$ for the lowest energy states, up to $1500 \mathrm{~cm}^{-1}$. The difference between the results obtained with $m=10$ and $m=20$ increases for higher excited states, but still remains below $10 \mathrm{~cm}^{-1}$ even for states up to $1800 \mathrm{~cm}^{-1}$. These observations hold whatever the expansion of the potential chosen, therefore suggesting once again that the introduction of fifthand sixth-order terms improves the agreement with the experimental results without modifying the overall structure of the vibrational Hamiltonian.
The VDMRG results obtained with $N_{\max }=6$ and $m=20$ are in good agreement with experimental data, taken from Ref. 253, and, as for $\mathrm{ClO}_{2}$, the inclusion of sixth-order terms is crucial for accuracy, especially for higherenergy levels. To further assess the reliability of our simulations, vibrational wavefunctions and energies were computed by including Coriolis couplings, using the sixth-order Taylor expansion for the potential. Rotational effects were included in the reference theoretical work ${ }^{252}$ for two, high-energy fundamental transitions ( $v_{11}$ and $v_{9}$, with harmonic wavenumbers of 3140.91 and 3248.71, respectively), but were neglected for all other transitions. For the $v_{11}$ and $v_{9}$ bands, however, the rotational correction amounted to approximately $3 \mathrm{~cm}^{-1}$, and is therefore on the same order of magnitude as the discrepancy between VDMRG and experimental data. For this reason, the inclusion of rotational effects might further improve the quality of VDMRG results. The results obtained with the inclusion of Coriolis terms (reported in Tab. 3.5 as "Sextic $+\mathrm{C}^{\prime \prime}$ ) confirm that vibro-rotational corrections are relevant for several bands (e.g. $v_{7}$ and $v_{8}$ ), for which this effect amounts to up to $9 \mathrm{~cm}^{-1}$. In general, the inclusion of vibro-rotational corrections improves the agreement between VDMRG and experimental data.

### 3.5.3 Toward large-size systems: the sarcosyn-glycine dipeptide

The last example studied here is the protonated sarcosine-glycine dipeptide (referred to as SarGly ${ }^{+}$in the following, the molecular structure is reported in figure 3.12). Computational studies of the anharmonic vibrational properties of medium-size biomolecules have been limited mostly to VSCF ${ }^{255,256}$ and VPT2 ${ }^{257,258}$ approaches, and only recently VCI studies were published mainly based on local-mode approaches to reduce the computational cost of variational simulations. ${ }^{72,73,74}$ Here, SarGly ${ }^{+}$will be used as an example of a large-size system not treatable with standard variational approaches, in order to check if converged results can be obtained with VDMRG, using a small value for $m$. It is important to note that the use of local-modes changes the expression for the vibrational Hamiltonian, but does not affects the algorithm used for its diagonalization. Thus, local-modes approaches can be coupled with VDMRG as well. This combination would probably make VDMRG even more efficient, since long-range interactions would be reduced, and this
would reduce the value of $m$ needed to reach convergence for VDMRG. First, the effect of the number of renormalized block states $m$ on the vibrational energies is assessed. If the value of $m$ required to reach convergence turns out to be small and largely independent of the system size, VDMRG would be a valuable alternative to local mode approaches for large systems.
Due to the size of SarGly ${ }^{+}$, theoretical results with fully-converged VCI calculations are not available. However, a theoretical study of the vibrational properties of SarGly ${ }^{+}$was performed recently with VSCF and a local mode ansatz employing a B3LYP $/ 6-311+G(d, p)$ quartic force-field. ${ }^{171}$ For consistency, the same electronic structure method is used here to compute the semiquartic force field, where the quartic force constants $k_{i j k l}$ with four different indexes are neglected, together with those smaller than $1 \mathrm{~cm}^{-1}$. Based on the results of the previous sections, $N_{\max }$ is set to 6 and values of $m$ range from 5 to 20 in the calculations. To limit the computational cost, the reduceddimensionality (RD) scheme presented in Refs. 259 and 260 is employed so that all the modes below $900 \mathrm{~cm}^{-1}$ are considered as harmonic, therefore neglecting all couplings between those modes and the other ones (i.e. setting all the anharmonic force-constants where at least an index corresponds to a mode below $500 \mathrm{~cm}^{-1}$ to 0 ). Such a selection of the modes might seem, in general, crude and prone to arbitrariness, and for larger systems a more accurate definition of the reduced-dimensionality model is certainly required. However, the aim is to demonstrate the efficiency of the VDMRG method for large systems, without an exact reproduction of experimental results that will in general also be limited by the electronic structure approach. Therefore, a RD potential, consisting of 35 modes (corresponding to 35 DMRG sites), represents a viable setup for VDMRG, because VCI calculations on systems of this size are unfeasible for standard variational approaches.
The VDMRG fundamental wavenumbers of SarGly ${ }^{+}$in the fingerprint region are reported in Table 3.6. For comparison, results from localized VSCF (l-VSCF) taken from Ref. 171 are reported as well, together with the GVPT2 ${ }^{68}$ results obtained with the same RD potential as for VDMRG. GVPT2 calculations were performed using the standard parameters as implemented in the last release of GAUSSIAN. ${ }^{262}$ Experimental values from Ref. 261 are included where available. The convergence of the energies with respect to the number of renormalized block states $m$ is similar to that observed for smaller systems as analyzed in the previous sections. Almost fully converged results are obtained already with $m=10$ and corrections below $2 \mathrm{~cm}^{-1}$ are observed upon increasing $m$ to 20. This confirms that VDMRG can be used also for large-size systems, with a limited number of renormalized states.
In Figure 3.12, the spectrum obtained with VDMRG anharmonic transition energies of SarGly ${ }^{+}$with $N_{\text {max }}=6$ and $m=20$ and harmonic dipole strengths is compared to the experimental spectrum. ${ }^{261}$ As expected, the inclusion of anharmonic effects leads to an overall shift of the frequencies toward lower energies, providing a considerably better agreement with the experimental data. This is pronounced for the band at $1147 \mathrm{~cm}^{-1}$ ( $\mathrm{C}-\mathrm{O}-\mathrm{H}$ bending), whose energy is overestimated by approximately $50 \mathrm{~cm}^{-1}$ with harmonic calculations, whereas it is correctly reproduced by VDMRG. Similarly, the

TABLE 3.6: VDMRG vibrational energies for SarGly ${ }^{+}$with $N_{\max }=6$ and varying number of renormalized states $m$. Reference theoretical data (from Ref. 171) and experimental data (from Ref. 261) are also reported.

|  | Harm | $\mathrm{m}=5$ | $\mathrm{~m}=10$ | $\mathrm{~m}=20$ | GVPT2 | l-VSCF | Exp. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ZPVE | 39054.82 | 38601.40 | 38590.02 | 38572.25 | 38611.75 |  |  |
| 1 | 987.26 | 962.90 | 960.60 | 958.01 | 973.56 |  |  |
| 2 | 1011.54 | 988.72 | 986.85 | 986.53 | 992.70 |  |  |
| 3 | 1038.64 | 1028.06 | 1027.18 | 1028.65 | 1038.57 |  |  |
| 4 | 1100.19 | 1073.27 | 1073.33 | 1074.75 | 1084.04 | 1110 | 1088 |
| 5 | 1148.05 | 1123.05 | 1113.58 | 1112.64 | 1131.87 | 1169 | 1147 |
| 6 | 1187.57 | 1141.80 | 1139.91 | 1138.55 | 1162.39 |  |  |
| 7 | 1190.81 | 1147.04 | 1141.08 | 1140.44 | 1174.23 |  |  |
| 8 | 1242.55 | 1214.50 | 1210.85 | 1209.25 | 1216.47 |  |  |
| 9 | 1257.74 | 1217.62 | 1211.53 | 1214.81 | 1232.04 |  |  |
| 10 | 1287.33 | 1229.23 | 1242.64 | 1243.30 | 1263.71 |  |  |
| 11 | 1317.02 | 1277.39 | 1279.26 | 1279.27 | 1287.62 |  |  |
| 12 | 1337.91 | 1290.34 | 1299.94 | 1291.30 | 1309.18 |  |  |
| 13 | 1405.94 | 1344.23 | 1347.04 | 1350.35 | 1369.52 |  |  |
| 14 | 1432.43 | 1358.03 | 1361.04 | 1376.33 | 1389.17 | 1394 | 1384 |
| 15 | 1435.01 | 1407.78 | 1404.80 | 1407.65 | 1418.96 |  |  |
| 16 | 1464.25 | 1426.97 | 1413.36 | 1416.71 | 1432.58 |  |  |
| 17 | 1484.39 | 1436.63 | 1431.33 | 1437.38 | 1445.66 |  |  |
| 18 | 1491.29 | 1443.39 | 1443.08 | 1443.91 | 1453.07 |  |  |
| 19 | 1500.94 | 1457.25 | 1459.48 | 1448.32 | 1458.22 |  |  |
| 20 | 1505.58 | 1474.20 | 1467.00 | 1455.07 | 1466.01 |  |  |
| 21 | 1565.36 | 1566.85 | 1566.85 | 1566.06 | 1538.98 |  |  |



Figure 3.12: Experimental ${ }^{261}$ and theoretical infrared spectrum of SarGly ${ }^{+}$computed from harmonic (red lines) and anharmonic VDMRG wavenumbers (green lines). The parameters of the VDMRG calculations are $N_{\max }=6$ and $m=20$. In all cases, harmonic dipole strengths were employed.
pattern recorded between 1350 and $1450 \mathrm{~cm}^{-1}$, that is composed of three, nearly equidistant bands with the same intensity, is reproduced more accurately by VDMRG, whereas two of the three bands have nearly the same energy in a harmonic approximation. Therefore, although a higher-order potential is usually required to obtain reliable variational energies, anharmonic variational calculations from a quartic potential considerably improve the description of this system.


Figure 3.13: Energy of the ground and first two excited states of $\mathrm{C}_{2} \mathrm{H}_{4}$ (left panel) and SarGly ${ }^{+}$(right panel) as a function of the number of sweeps. In all cases, VDMRG calculations were performed with $N_{\max }=6$ and $m=10$. For $\mathrm{C}_{2} \mathrm{H}_{4}$, the full quartic potential from Ref. 159 was used. For SarGly ${ }^{+}$, the semi-diagonal quartic force-field computed at the B3LYP /6$311+G(d, p)$ level was employed.

As already noted above, an additional factor determining the efficiency of the calculation is the iterative, sweep-based optimization algorithm used to minimize the DMRG energy. In fact, the number of renormalized block states


Figure 3.14: Difference between vibrational energies of SarGly ${ }^{+}$, computed with different number of sweeps in the optimization procedure, and converged energies (obtained with 10 sweeps). VDMRG calculations were performed with a semi-diagonal quartic potential computed with B3LYP/6$311+G(d, p)$. Data corresponding to modes 36 and 37 are highlighted with a black box.
$m$ and the dimension of the local basis $N_{\text {max }}$ determine the computational cost of a single sweep but, in order to make VDMRG applicable to large molecules, the number of sweeps required to reach convergence should be largely independent of the system size, and kept as low as possible.
In Figure 3.13, the energies of the first three vibrational states of SarGly ${ }^{+}$ (right panel) and $\mathrm{C}_{2} \mathrm{H}_{4}$ (left panel) are reported as a function of the number of sweeps. In all cases, the harmonic vibrational wave function served as the initial guess for the MPS. The VDMRG calculations were performed with quartic force-fields (semi-diagonal for SarGly ${ }^{+}$) with $N_{\max }=6$ and $m=10$. For ethylene, the convergence of the optimization algorithm is fast, with deviations below $1 \mathrm{~cm}^{-1}$ from the fully converged value (obtained with 10 sweeps) already within three sweeps for both the ground and the excited states. The efficiency of the procedure is only slightly lower for SarGly ${ }^{+}$, even if to obtain a ground-state energy with an accuracy within $1 \mathrm{~cm}^{-1}$, at least four sweeps are required (eight for the fist excited state).
A graphical representation of the difference with respect to fully converged results as a function of the number of sweeps is reported in Fig. 3.14. With only 4 sweeps, most of the vibrational frequencies are converged within $1 \mathrm{~cm}^{-1}$, with the exception of only five frequencies. With 8 sweeps, only three frequencies are not converged which demonstrates the efficiency of the optimization procedure also for highly-excited states. It is interesting to note that the frequencies that convergence slowest, $v_{36}$ and $v_{37}$, are involved in a Darling-Dennison 1-1 resonance (as can be checked performing the test described, for example, in Ref. 52) and, as remarked above, anharmonic corrections are usually relevant for resonant states. This indicates once more
that the number of sweeps required to reach convergence increases with the magnitude of anharmonic corrections.

## Chapter 4

## Vibronic models tailored for larger-size systems

This section will present the generalization of transition moments and energies to transitions between vibrational levels belonging to different electronic states (referred in the following as vibronic transitions). Vibronic transitions involve electronic excited states, and the computational cost of electronic structure calculations on excited states is, in most cases, much more expensive than the one for ground states. This issue is even more critical for computational spectroscopy, where excitation energies computed at a given geometry (typically, the equilibrium structure of the initial state) are in most cases not sufficient, and the gradient and Hessian of the PES(s) are required. This high computational cost limits further the applicability of anharmonic models for spectroscopies involving multiple electronic states, and both perturbative ${ }^{42,43}$ and variational ${ }^{44,263}$ approaches are only feasible for to very small systems, totaling less than 10 atoms. Since the main objective of this thesis is to support rather larger systems, possibly with dozens of atoms, all the models presented in this section will be based on the harmonic approximation. This choice is motivated also by the fact that the number of vibronic models based on the harmonic approximation is significantly larger than for vibrational spectroscopy, since multiple excited states are treated simultaneously. For example, a reference geometry for the harmonic expansion has to be chosen for each state, which is not necessarily the same for all the states. Another issue, which is not present in the pure vibrational case, is that molecular vibrations are inherently described with a different set of coordinates for each electronic state. All those points make harmonic vibronic models less straightforward than their vibrational counterpart.
An additional challenge associated to the modeling of vibronic effects is related to the nature of molecular transitions. For vibrational spectroscopies, only radiative transitions induced by the absorption of IR radiation are usually of interest. However, the lifetime of electronic excited states is usually much longer than the one of vibrational levels. For this reason, emission processes, happening after an electronic excitation, can also be recorded in experiments. Those transitions are usually determined by the interplay of radiative and non-radiative processes, and a theoretical model accounting for both phenomena needs to be developed in order to reproduce reliably experimental data.

Based on those observations, a theoretical framework for the simulation of vibronic effects at the harmonic level will be presented in this section. This framework has been designed to target systems of several dozens of atoms, displaying some degree of flexibility, while keeping it as general as possible, to support a wide range of effects and computational protocols. The first goal has been accomplished by developing a framework supporting a general set of curvilinear coordinates. As already mentioned before and as will be commented in details within this chapter, differences between Cartesian and internal coordinates are already visible at the harmonic level in vibronic spectroscopy. As a result, using the latter clearly improves the description of systems characterized by some flexible degrees of freedom. The extension to internal coordinates puts also the basis for hybrid anharmonic treatments, that will be presented in the next chapters. The second goal has been reached by developing a generalized framework, based on the time-dependent (TD) Feynmann path integral theory, supporting different kinds of radiative and non-radiative phenomena.
The present chapter is organized as follows: the first section will focus on the definition of an harmonic vibronic model in Cartesian-based normal coordinates, that will be extended to a general set of curvilinear, internal coordinates in the second section. Based on this theoretical framework, an efficient algorithm, based on the TD theory, for the simulation of different kinds of vibronic processes is presented in the third section. In the last part of the chapter, the extension of this framework to support the calculation of rates of non-radiative processes, including internal conversion (IC) and intersystem crossing (ISC), is presented.

### 4.1 General framework of vibronic spectroscopy

The starting point for the definition of the vibronic models is Eq. 2.11, where the matrix element of a general operator $\mathcal{O}$ between two molecular wavefunctions $\Psi_{m}$ and $\Psi_{n}$ was expressed as,

$$
\begin{equation*}
\mathcal{O}_{m n}=\frac{\left\langle\psi_{r(\underline{m})}^{v}\right|\left\langle\phi_{m}\right| \mathcal{O}(\boldsymbol{R}, \boldsymbol{r})\left|\phi_{n}\right\rangle\left|\psi_{s(\underline{n})}^{v}\right\rangle}{\sqrt{\left\langle\psi_{r(\underline{\underline{m}})}^{v} \mid \psi_{r(\underline{m})}^{v}\right\rangle\left\langle\psi_{s(\underline{n})}^{v} \mid \psi_{s(\underline{n})}^{v}\right\rangle}} \tag{4.1}
\end{equation*}
$$

Under the harmonic approximation, the nuclear wavefunctions of each electronic state are orthonormal, and thus the denominator of Eq. 4.1 is equal to 1. Unlike vibrational spectroscopy, where the previous equation was simplified by assuming that $\phi_{m}=\phi_{n}$, in vibronic spectroscopy $\phi_{m}$ and $\phi_{n}$ are different. It is useful to introduce a short notation to represent the transition moment of $\mathcal{O}$ between the two electronic states $\phi_{m}$ and $\phi_{n}$ as,

$$
\begin{equation*}
\mathcal{O}_{\underline{m} \underline{n}}^{e}(\boldsymbol{R})=\left\langle\phi_{\underline{m}}\right| \mathcal{O}\left|\phi_{\underline{n}}\right\rangle \tag{4.2}
\end{equation*}
$$

Combining Eqs. 4.1 and 4.2, the final result is,

$$
\begin{equation*}
\mathcal{O}_{m n}=\left\langle\psi_{r(\underline{m})}^{v}(\boldsymbol{R})\right| \mathcal{O}_{\underline{m} \underline{n}}^{e}(\boldsymbol{R})\left|\psi_{s(\underline{n})}^{v}(\boldsymbol{R})\right\rangle \tag{4.3}
\end{equation*}
$$

where the dependence of all the quantities on the nuclear coordinates has been explicitly stated. The calculation of transition properties from Eq. 4.3 requires the definition of the vibrational wavefunctions $\psi_{r(\underline{m})}^{v}$ and $\psi_{s(\underline{n})}^{v}$ and of a relation giving the variation of the transition property $\mathcal{O}_{m \underline{n}}^{e}$ with the molecular geometry. Both these issues will be addressed in the following. Within this chapter, only transitions between 2 electronic states will be considered, so a slight change of notation will be introduced for the sake of readability. The explicit reference to the electronic state to which the vibrational state belongs will be dropped out, as well as the " v " superscript, so a more compact notation can be used, $\psi_{r(\underline{m})}^{v} \rightarrow \psi_{r}$. Moreover, the underscore will be dropped out for the electronic state.

### 4.1.1 The vibronic Hamiltonian

To calculate vibrational wavefunctions, a reference Hamiltonian describing both electronic and nuclear degrees of freedom must be developed. For two electronic states (the extension to more electronic states is trivial), the reference Hamiltonian $\mathcal{H}_{\mathrm{ve}}$ (referred in the following as vibronic Hamiltonian) can be expressed in the basis of the Born-Oppenheimer electronic wavefunctions as,

$$
\mathcal{H}_{\mathrm{ve}}=\left(\begin{array}{cc}
\mathcal{T}_{m} & \mathcal{T}_{m n}  \tag{4.4}\\
\mathcal{T}_{m n} & \mathcal{T}_{n}
\end{array}\right)+\left(\begin{array}{cc}
\mathcal{V}_{m} & \mathcal{V}_{m n} \\
\mathcal{V}_{m n} & \mathcal{V}_{n}
\end{array}\right)
$$

where $\mathcal{T}_{m}$ and $\mathcal{T}_{n}$ are the nuclear kinetic energy operators for the first and second electronic state, respectively and $\mathcal{V}_{m}$ and $\mathcal{V}_{n}$ are their potential energy operators. In the most general formulation, couplings between the two states appear both in the potential $\left(\mathcal{V}_{m n}\right)$ and in the kinetic energy energy operator $\left(\mathcal{T}_{m n}\right)$. As discussed in Chapter 2, in the adiabatic representation, $\mathcal{V}_{m n}=$ $\mathcal{V}_{n m}=0$, but a non-null kinetic energy coupling is present. Conversely, in the diabatic representation, the kinetic energy coupling is neglected, but a non-null off-diagonal term in the potential energy operator is present. For both representations, we will take as reference the diagonal part in Eq. 4.4, and treat the off-diagonal contributions by perturbation theory. The zerothorder Hamiltonian can thus be expressed as follows,

$$
\mathcal{H}_{\mathrm{ve}}^{(0)}=\left(\begin{array}{cc}
\mathcal{T}_{m} & 0  \tag{4.5}\\
0 & \mathcal{T}_{n}
\end{array}\right)+\left(\begin{array}{cc}
\mathcal{V}_{m} & 0 \\
0 & \mathcal{V}_{n}
\end{array}\right)
$$

The main advantage of the Hamiltonian given in Eq. 4.5 is that each electronic state can be treated independently, since the off-diagonal terms have been neglected. To further simplify the notation, in the following, instead of the $m$ and $n$ subscripts, the electronic states will be labeled with overbars, using a single one for the initial state and a double overbar for the final state. We note that, for absorption spectroscopies, the initial state coincides with the lower (typically the ground) electronic level, and the final state to an higher, excited
electronic level. For emission spectroscopies, the opposite equivalence holds. The harmonic approximation of both $\overline{\mathcal{V}}$ and $\overline{\mathcal{V}}$ leads to,

$$
\begin{align*}
\overline{\mathcal{V}}(\overline{\boldsymbol{Q}}) & =\overline{\mathcal{V}}\left(\overline{\boldsymbol{Q}}^{\text {ref }}\right)+\sum_{i=1}^{N_{\text {vib }}}\left(\frac{\partial \overline{\mathcal{V}}}{\partial \bar{Q}_{i}}\right)_{\text {ref }} \bar{Q}_{i}+\frac{1}{2} \sum_{i=1}^{N_{\text {vib }}}\left(\frac{\partial^{2} \overline{\mathcal{V}}}{\partial \bar{Q}_{i}^{2}}\right)_{\text {ref }} \bar{Q}_{i}^{2}  \tag{4.6}\\
& =\bar{E}_{0}+\overline{\boldsymbol{g}}^{T} \overline{\boldsymbol{Q}}+\frac{1}{2} \overline{\boldsymbol{Q}}^{T} \overline{\boldsymbol{\Omega}}^{2} \overline{\boldsymbol{Q}} \\
\overline{\overline{\mathcal{V}}}(\overline{\overline{\boldsymbol{Q}})} & =\overline{\overline{\mathcal{V}}}(\overline{\overline{\boldsymbol{Q}}})^{\text {ref }}+\sum_{i=1}^{N_{\text {vib }}}\left(\frac{\partial \overline{\overline{\mathcal{V}}}}{\partial \overline{\bar{Q}}_{i}}\right)_{\text {ref }} \overline{\bar{Q}}_{i}+\frac{1}{2} \sum_{i=1}^{N_{\text {vib }}}\left(\frac{\partial^{2} \overline{\overline{\mathcal{V}}}}{\partial \overline{\bar{Q}}_{i}^{2}}\right)_{\text {ref }}{\overline{\bar{Q}_{i}^{2}}}=\overline{\bar{E}}_{0}+\overline{\overline{\boldsymbol{g}}}^{T} \overline{\overline{\boldsymbol{Q}}}+\frac{1}{2} \overline{\boldsymbol{Q}}^{T} \overline{\overline{\mathbf{\Omega}}}^{2} \overline{\overline{\boldsymbol{Q}}} \tag{4.7}
\end{align*}
$$

In vibrational spectroscopy, the harmonic expansion is usually performed at stationary points, thus the gradient contribution is null. This is not always the case in vibronic spectroscopy, depending on the mode, thus the more general expansion given in Eqs. 4.6 and 4.7 needs to be used. In any case, the normal modes for the two states ( $\overline{\boldsymbol{Q}}$ and $\overline{\overline{\boldsymbol{Q}}}$ ) are defined as the eigenvectors of the force-constant matrices $\left(\overline{\boldsymbol{L}}_{\boldsymbol{x}}\right.$ and $\overline{\overline{\boldsymbol{L}}}_{\boldsymbol{x}}$ ), where the $\boldsymbol{x}$ subscript has been added to highlight that all the quantities have been computed in Cartesian coordinates) as,

$$
\begin{align*}
& \overline{\boldsymbol{Q}}=\overline{\boldsymbol{L}}_{\boldsymbol{x}}{ }^{T} \boldsymbol{M}^{1 / 2}\left(\boldsymbol{x}-\overline{\boldsymbol{x}}^{\mathrm{eq}}\right) \\
& \overline{\overline{\boldsymbol{Q}}}=\overline{\overline{\boldsymbol{L}}}_{\boldsymbol{x}}{ }^{T} \boldsymbol{M}^{1 / 2}\left(\boldsymbol{x}-\overline{\overline{\boldsymbol{x}}}^{\mathrm{eq}}\right) \tag{4.8}
\end{align*}
$$

where $\overline{\boldsymbol{x}}_{\text {eq }}$ and $\overline{\bar{x}}_{\text {eq }}$ are the Cartesian geometries of the equilibrium structures of the initial and final states, respectively. The vibrational eigenfunctions obtained from the Hamiltonian operators given in Eqs. 4.6 and 4.7 are expressed in terms of two different set of coordinates ( $\overline{\boldsymbol{Q}}$ and $\overline{\bar{Q}})$, and thus, in order to carry out the integral given in Eq. 4.3, a relation between the two sets of normal coordinates needs to be derived. Here, the affine transformation proposed by Duschinsky is employed; ${ }^{264}$

$$
\begin{equation*}
\bar{Q}=J \overline{\bar{Q}}+K \tag{4.9}
\end{equation*}
$$

where $\boldsymbol{J}$ is a $N_{\text {vib }} \times N_{\text {vib }}$ matrix, called the Duschinsky matrix, while $\boldsymbol{K}$ is a $N_{\text {vib }}$-dimensional vector, the shift vector. In practice, $\boldsymbol{K}$ expresses the shift between the equilibrium geometries of the two electronic states involved in the transition, while $\boldsymbol{J}$ expresses the modes of the initial electronic state as linear combinations of the ones of the final electronic state. For semi-rigid systems, where electronic excitations are accompanied by limited structural rearrangement, the normal modes of the two states are similar, so $J$ is nearly diagonal. Off-diagonal terms increase when strong structural changes happens upon the transition.
The normal modes are linear combinations of the Cartesian coordinates, and this might suggest that the relation given in Eq. 4.9 is formally exact. However, this is not true, as already noticed in Ref. 265. Indeed, the number
of normal modes is smaller than the Cartesian coordinates, since the space spanned by the normal modes is a subspace of the $3 N_{\mathrm{at}}$-dimensional Cartesian space, corresponding to pure vibrational motions. As already discussed above, this vibrational subspace depends on the reference geometry. Since the equilibrium geometry of the two electronic states are, in general, different, the subspaces spanned by $\overline{\boldsymbol{Q}}$ and $\overline{\bar{Q}}$ are different as well, and thus Eq. 4.9 is a good approximation only in the limit of semi-rigid systems, for which the difference between the two equilibrium geometries is small. For more flexible systems, higher-order terms (such as quadratic) need to be added in Eq. 4.9. To conclude this discussion, we recall the definition of the normal modes changes with the reference coordinate system used in the simulation. Thus, also the Duschinsky transformation given in Eq. 4.9 will change depending on the coordinate system used to compute $\overline{\boldsymbol{L}}_{\boldsymbol{x}}$ and $\overline{\bar{L}}_{\boldsymbol{x}}$. As mentioned in the previous chapter, for a single electronic state, normal modes are usually compute within the Eckart frame, to minimize vibro-rotational effects. However, in vibronic spectroscopy two reference geometries are usually present, corresponding to the equilibrium structures of the initial and final electronic states, each one associated to a different Eckart frame. In the present work, calculations are performed within the Eckart frame obtained for the equilibrium geometry of the initial state. The final state geometry is then oriented in order to maximize the overlap with the initial state one. In this way, vibro-rotational couplings can be minimized. ${ }^{266}$
The definition of $\boldsymbol{J}$ and $\boldsymbol{K}$ changes with the reference geometry employed for the expansions given in Eqs. 4.6 and 4.7. A first choice is to expand each PES about its own minimum (see left panel of Fig. 4.1). Vibronic models based on this approximation are usually referred to as adiabatic, and their main advantage is that the harmonic expansion is performed about a stationary point for each state. However, when strong structural changes occur upon electronic excitation, the equilibrium geometries of the two PESs become significantly shifted. For this reason, even if an accurate description of the PES of the final state about its equilibrium position is obtained, an inaccurate representation in the so-called Franck-Condon region, that is to say about the equilibrium geometry of the initial state, where the most intense transitions are localized, is obtained.
A more accurate reproduction of the PES in this region is possible within the so-called vertical models, where both the PESs are expanded about the equilibrium geometry of the initial state (see right panel of Fig. 4.1). The main limitation of vertical models is that the harmonic expansion is performed about a non-stationary point, which is often significantly different from the minimum, thus the frequencies, and so the position of the bands, are less accurate.
The definition of the Duschinsky transformation is different in adiabatic and vertical models. In the first case, the normal modes of the two states are obtained from Eq. 4.8. By combining the two definitions given in Eq. 4.8, the following relation is straightforwardly obtained,

$$
\begin{equation*}
\overline{\boldsymbol{Q}}=\overline{\boldsymbol{L}}_{\boldsymbol{x}}{ }^{T} \overline{\overline{\boldsymbol{L}}}_{\boldsymbol{x}} \overline{\overline{\boldsymbol{Q}}}+\overline{\boldsymbol{L}}_{\boldsymbol{x}}{ }^{T}\left(\overline{\boldsymbol{x}}^{\mathrm{eq}}-\overline{\boldsymbol{x}}^{\mathrm{eq}}\right), \tag{4.10}
\end{equation*}
$$



Figure 4.1: Graphical representation of the different expansion of the final state PES for the adiabatic (on the left) and vertical (on the right) models. For the sake of simplicity, only the case of absorption spectroscopy is reported, so the final state is the one higher in energy.
and thus,

$$
\begin{align*}
\boldsymbol{J}_{\boldsymbol{x}} & =\overline{\boldsymbol{L}}_{\boldsymbol{x}}{ }^{T} \overline{\overline{\boldsymbol{L}}}_{\boldsymbol{x}}  \tag{4.11}\\
\boldsymbol{K}_{\boldsymbol{x}} & =\overline{\boldsymbol{L}}_{\boldsymbol{x}}{ }^{T}\left(\overline{\boldsymbol{x}}^{\mathrm{eq}}-\overline{\boldsymbol{x}}^{\mathrm{eq}}\right)
\end{align*}
$$

Regarding vertical models, we will describe present here only the most important steps in the definition of the Duschinsky transformation, ${ }^{267}$ since this derivation will be discussed more in detail in the next section for internal coordinates. As already mentioned above, in vertical models the expansion of the final state PES is performed at the equilibrium geometry of the initial state, where both the gradient $\overline{\boldsymbol{g}}_{x}$ and the Hessian $\overline{\boldsymbol{H}}_{x}$ are computed. Even if the harmonic expansion is performed at a non-stationary point of the finalstate PES, the normal modes $\overline{\bar{L}}_{\boldsymbol{x}}$ are still defined as the eigenvectors of the force-constant matrix $\overline{\overline{\boldsymbol{H}}}_{\boldsymbol{x}}$ is still used,

$$
\begin{equation*}
\overline{\overline{\boldsymbol{L}}}^{T} \overline{\overline{\boldsymbol{H}}}_{\boldsymbol{x}} \overline{\overline{\boldsymbol{L}}}=\overline{\overline{\boldsymbol{\Omega}}}^{2} \tag{4.12}
\end{equation*}
$$

$\overline{\overline{\boldsymbol{H}}}_{x}$ is not evaluated at a stationary point, thus the elements of $\Omega^{2}$ are not necessarily all positive. Anyway, the definition of the Duschinsky matrix given in Eq. 4.10 still holds, and can be used to express Eq. 4.12 as,

$$
\begin{equation*}
\boldsymbol{J}^{T} \overline{\boldsymbol{L}}^{T} \overline{\overline{\boldsymbol{H}}}_{\boldsymbol{x}} \overline{\boldsymbol{L}} \boldsymbol{J}=\mathbf{\Omega}^{2} \tag{4.13}
\end{equation*}
$$

which means that $J$ can also be obtained by diagonalizing the Hessian matrix $\overline{\bar{H}}_{x}$ expressed in the basis of the normal modes of the initial state $(\overline{\boldsymbol{L}})$. The calculation of the shift vector $\boldsymbol{K}$ is less trivial than for adiabatic models, since the equilibrium position of the final state is not explicitly computed.

However, it can be extrapolated as the minimum of the parabolic expansion given in Eq. 4.7. The gradient of $\overline{\overline{\mathcal{V}}}(\boldsymbol{x})$ reads,

$$
\begin{equation*}
\nabla_{\boldsymbol{x}} \overline{\overline{\mathcal{V}}}(\boldsymbol{x})=\overline{\boldsymbol{g}}_{\boldsymbol{x}}+\overline{\overline{\boldsymbol{H}}}_{\boldsymbol{x}}\left(\boldsymbol{x}-\overline{\boldsymbol{x}}^{\mathrm{eq}}\right) \tag{4.14}
\end{equation*}
$$

By setting $\nabla_{\boldsymbol{x}} \overline{\overline{\mathcal{V}}}(\boldsymbol{x})=0$ and using the definition of $\boldsymbol{J}$ given in Eq. 4.13, the following definition is obtained:

$$
\begin{equation*}
\boldsymbol{K}=-\boldsymbol{J} \overline{\overline{\boldsymbol{\Omega}}}^{-2} \boldsymbol{J}^{T} \overline{\overline{\boldsymbol{g}}}_{\boldsymbol{x}} \tag{4.15}
\end{equation*}
$$

The adiabatic model where the definition of $\boldsymbol{J}$ and $\boldsymbol{K}$ given in Eq. 4.11 are employed is referred to as Adiabatic Hessian (AH), whereas the vertical one based on the definitions given in Eqs. 4.13 and 4.15 is known as Vertical Hessian (VH). ${ }^{268}$ Both models require the calculation of harmonic frequencies of electronic excited states, which is not trivial for large-sized systems, and is the most expensive step of the overall simulation. Simplified models, where the harmonic frequencies of the final state are not required, are obtained by assuming that the PES are equal, with a first consequence that $\boldsymbol{J}=\boldsymbol{I}$. The resulting adiabatic model is known as Adiabatic Shift (AS), and its vertical counterpart is known as Vertical Gradient (VG).
To conclude, it is noteworthy that vertical and adiabatic models are equivalent only for exactly harmonic PESs or if the minima are superimposed to each other. Otherwise, they diverge from one another as the shift between the PESs increase the magnitude of the differences growing faster with the anharmonicity of the PES. As will be discussed in the next section, this problem can be limited also by using internal coordinates to describe molecular vibrations.

### 4.1.2 Expansion of the transition property

The definition of the vibronic Hamiltonian $\mathcal{H}_{\text {ve }}$ presented in the previous section allows to compute the vibrational wavefunctions of each electronic state and transition properties. Those quantities can be used to express Eq. 4.3 as,

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{i f}=\langle\bar{\psi}| \mathcal{O}_{i f}^{e}|\bar{\psi}\rangle \tag{4.16}
\end{equation*}
$$

where the electronic states involved in the transition (if) are not explicitly indicated anymore. As already noted above, $\mathcal{O}_{i f}^{e}$ depends parametrically on the nuclear coordinates, and thus on the normal modes $\boldsymbol{Q}$. However, with the exception of the simplest models, analytical expressions for $\mathcal{O}_{i f}^{e}(\boldsymbol{Q})$ are not available. Since electronic excitations are usually much faster than the average timescales of nuclear motions, the electronic transition moment $\mathcal{O}_{i f}^{e}$ can be approximated in practice by its value at the equilibrium geometry of the initial electronic state. This approximation is usually known as FranckCondon (FC) approximation, ${ }^{269,270}$ and corresponds to a zeroth-order Taylor expansion of $\mathcal{O}_{i f}^{e}$ in terms $\boldsymbol{Q}$. If also higher-order terms are included, we obtain the following expression,

$$
\begin{equation*}
\mathcal{O}_{i f}^{e}(\boldsymbol{Q})=\mathcal{O}_{i f}^{e}\left(\boldsymbol{Q}_{\mathrm{eq}}\right)+\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial Q_{k}}\right)_{\mathrm{eq}} Q_{k}+\frac{1}{2} \sum_{k, l=1}^{N_{\mathrm{vib}}}\left(\frac{\partial^{2} \mathcal{O}_{i f}^{e}}{\partial Q_{k} \partial Q_{l}}\right)_{\mathrm{eq}} Q_{k} Q_{l} \tag{4.17}
\end{equation*}
$$

where the sum of the first-order contributions is known as Herzberg-Teller (HT) term. ${ }^{271}$ For a wide range of applications, such as when studying fullyallowed electronic transitions, reliable results are generally obtained already at FC level. However, the HT term become relevant for specific systems and spectroscopies. This is the case, for example, of weakly-allowed transitions, where the equilibrium value of the transition dipole moment is smaller than or of the same order of magnitude of the first-order terms. Another case in which the FC approximation is insufficient are chiroptical spectroscopies, where, as will be discussed more in detail in the following, the FC term is given by the scalar product of the electronic component of the electric and magnetic dipole moments, that are in several cases nearly orthogonal. The second-order term in Eq. 4.17 is only rarely relevant, except for highly symmetric systems, and will be included only in the last part of this chapter, when diabatic models are discussed. Eq. 4.17 was expressed in terms of a general set of normal modes $Q$, without specifying the electronic state of reference. Following the original formulation introduced by Herzberg and Teller, ${ }^{271}$ the expansion is usually performed with respect to the normal modes of the initial electronic state $(\bar{Q})$. However, in electronic structure calculations, the derivatives of the transition properties are computed, in practice, with respect to the excited states, corresponding to the final only one for absorption spectroscopy. For emission spectroscopies, the output of electronic structure calculations are the derivatives with respect to $\bar{Q}$. Depending on the preferred state of reference, data from electronic structure calculations may need to be converted. This can be done by assuming that Eq. 4.17, with the inclusion of FC and HT terms, is exact, and equating the two expansions:

$$
\begin{equation*}
\mathcal{O}_{i f}^{e}\left(\overline{\boldsymbol{Q}}^{\mathrm{eq}}\right)+\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \bar{Q}_{k}}\right)_{\mathrm{eq}} \bar{Q}_{k}=\mathcal{O}_{i f}^{e}\left(\overline{\bar{Q}}_{\mathrm{eq}}\right)+\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \overline{\bar{Q}}_{k}}\right)_{\mathrm{eq}} \overline{\bar{Q}}_{k} \tag{4.18}
\end{equation*}
$$

Following Herberg and Teller's formalism and assuming the case of an absorption spectrum, then the conversion of the transition moment with respect to $\overline{\bar{Q}}$ to a Taylor expansion about $\overline{Q^{e q}}$ can be done using the Duschinsky transformation given in Eq. 4.9,

$$
\begin{align*}
\mathcal{O}_{i f}^{e}\left(\overline{\boldsymbol{Q}}^{\mathrm{eq}}\right) & =\mathcal{O}^{e}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right)-\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \overline{\bar{Q}}_{k}}\right)_{\mathrm{eq}}\left(\boldsymbol{J}^{T} \boldsymbol{K}\right)_{k} \\
\left(\frac{\partial \mathcal{O}^{e}}{\partial \overline{\bar{Q}}_{p}}\right)_{\mathrm{eq}} & =\sum_{k=1}^{N_{\mathrm{vib}}}\left(\boldsymbol{J}^{-1}\right)_{p k}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \overline{\bar{Q}}_{k}}\right)_{\mathrm{eq}} \tag{4.19}
\end{align*}
$$

### 4.2 Extension to internal coordinates

The framework outlined in the previous section can be used to compute different kinds of vibronic spectra using harmonic models in Cartesian-based normal coordinates. The two main limitations of the framework are the harmonic approximation, and the underlying description of molecular vibrations in terms of Cartesian coordinates, which limits reliability outside semirigid systems. In order to extend its range of applicability of the model also to more flexible systems, one of the two limitations just described must be overcome. Here, we will present the extension of the Cartesian-based harmonic models mentioned above to a general set of curvilinear, internal coordinates. As will discussed in the next section, this generalization allows to significantly improve the reliability of the simulations for flexible systems in a cost-effective way.

### 4.2.1 Adiabatic and vertical models in internal coordinates

As will be clearer in the following, the quantities needed to compute a vibronic spectrum within the harmonic approximation are the harmonic frequencies of at least one electronic state, $\boldsymbol{J}, \boldsymbol{K}$ and the transition dipole moment (together with its derivative, for HT simulations). The harmonic frequencies do not depend on the reference coordinates system, and the same holds for the equilibrium value of the transition dipole moment. Thus, at the FC level, generalizing the Duschinsky transformation to internal coordinates is sufficient to develop harmonic vibronic models in internal coordinates. Before going into the details of the theory, let us discuss briefly the difference between internal coordinates-based frameworks for vibrational and vibronic spectroscopy. As already noted above, ${ }^{18,128}$ in vibrational spectroscopy the difference between the two representations appears only at the anharmonic level, provided that calculations are computed at a stationary point. In fact, for infinitesimal displacements from the equilibrium position, the first nonnull term arising from the non-linearity of the transformation between Cartesian and internal coordinates appears for cubic force-constants. This is not true in vibronic spectroscopy, where two geometries (i.e. the reference geometries of the two electronic states) have to be described with the same coordinates system. Since the difference between those two geometries is, in general, not infinitesimal, a change is detected already at the harmonic level. Following the same strategy used for Cartesian coordinates, the Duschinky transformation can be derived from the expression for the gradient and the Hessian in internal coordinates, which is given in the following,

$$
\begin{align*}
\boldsymbol{g}_{\boldsymbol{s}} & =\left\{\boldsymbol{B}^{T}\right\}^{+} \boldsymbol{P}^{T} \boldsymbol{g}_{\boldsymbol{x}} \\
\boldsymbol{H}_{\boldsymbol{s}} & =\left\{\boldsymbol{B}^{T}\right\}^{+} \boldsymbol{P}^{T}\left(\boldsymbol{H}_{\boldsymbol{x}}-\boldsymbol{g}_{\boldsymbol{s}}^{T} \boldsymbol{B}^{\prime}\right) \boldsymbol{P} \boldsymbol{B}^{+} \tag{4.20}
\end{align*}
$$

where, as discussed in Chapter 2, $\boldsymbol{P}=\boldsymbol{B}^{+} \boldsymbol{B}$ is a projection operator that removes the translational and rotational contributions from the Cartesian force
constants. In internal coordinates, normal modes $\boldsymbol{L}_{s}$ are the eigenvectors of $\boldsymbol{G H} \boldsymbol{H}_{s}$, and satisfy the following generalized orthogonality relation;

$$
\begin{equation*}
\boldsymbol{L}_{s}{ }^{T} \boldsymbol{G}^{-1} \boldsymbol{L}_{s}=\boldsymbol{I} \tag{4.21}
\end{equation*}
$$

As a consequence, $L_{s}$ is not orthogonal, since $G$ is not diagonal. Anyway, the definition of the Duschinsky matrix and shift vector in internal coordinates can be derived following the same strategy as for the Cartesian case by using the pseudo-inverse of $L$ instead of its transpose. Let us start from the definition of the curvilinear normal modes $\bar{Q}_{s}$ and $\overline{\bar{Q}}_{s}$, reported below:

$$
\begin{align*}
& \overline{\boldsymbol{L}}_{s} \overline{\boldsymbol{Q}}_{s}=s-\bar{s}^{\mathrm{eq}} \\
& \overline{\overline{\boldsymbol{L}}}_{s} \overline{\bar{Q}}_{s}=s-\overline{\bar{s}}^{\mathrm{eq}} \tag{4.22}
\end{align*}
$$

In a way similar to what was done for Eq. 4.10, the second relation of Eq. 4.22 is used to express $s$ in terms of $\overline{\overline{\boldsymbol{Q}}}_{s}$, which is then inserted in the first equation, leading to the following expressions for $\boldsymbol{J}_{\boldsymbol{s}}$ and $\boldsymbol{K}_{\boldsymbol{s}},{ }^{86,88}$

$$
\begin{align*}
\boldsymbol{J}_{s} & =\overline{\boldsymbol{L}}_{\boldsymbol{s}}{ }^{T} \overline{\overline{\boldsymbol{L}}}_{\boldsymbol{s}}  \tag{4.23}\\
\boldsymbol{K}_{\boldsymbol{s}} & =\overline{\boldsymbol{L}}_{\boldsymbol{s}}{ }^{T}\left(\overline{\bar{s}}^{\mathrm{eq}}-\overline{\boldsymbol{s}}^{\mathrm{eq}}\right)
\end{align*}
$$

where $\overline{\boldsymbol{L}}_{s}$ and $\overline{\bar{L}}_{s}$ are the transformation matrices from internal coordinates to curvilinear normal modes for the initial and final states, respectively. The previous equation is a starting point ot highlight the origin of the differences between $\boldsymbol{J}_{\boldsymbol{s}}$ and $\boldsymbol{J}_{\boldsymbol{x}}$. Since our derivation holds for adiabatic models, $\boldsymbol{g}_{\boldsymbol{x}}$ vanishes for both electronic states. Therefore, using Eq. 4.20, $\boldsymbol{J}_{\boldsymbol{s}}$ can be expressed as follows:

$$
\begin{equation*}
\boldsymbol{J}_{\boldsymbol{s}}=\overline{\boldsymbol{L}}_{\boldsymbol{x}}^{T} \boldsymbol{M}^{1 / 2} \overline{\boldsymbol{B}}^{-1} \overline{\overline{\boldsymbol{B}}} \boldsymbol{M}^{-1 / 2} \overline{\overline{\boldsymbol{L}}}_{\boldsymbol{x}} \tag{4.24}
\end{equation*}
$$

From the previous equation, it is clear that $\boldsymbol{J}_{\boldsymbol{x}}=\boldsymbol{J}_{\boldsymbol{s}}$ only if $\overline{\boldsymbol{B}}^{-1} \overline{\bar{B}}=\boldsymbol{I}$, otherwise the two matrices differ. Since the reference geometry used to compute the first-order derivatives needed to build $\boldsymbol{B}$ is different for the two electronic states, $\overline{\boldsymbol{B}}^{-1} \overline{\boldsymbol{B}} \neq \boldsymbol{I}$, and the deviation of the product from the identity matrix increases with the extent of the geometry change. For this reason, for systems undergoing large-amplitude deformations, $\boldsymbol{J}_{\boldsymbol{x}}$ and $\boldsymbol{J}_{s}$ may be significantly different.
A similar analysis can be done for the shift vector $\boldsymbol{K}$. Following the same strategy as above, it is easy to show that,

$$
\begin{equation*}
\boldsymbol{K}_{\boldsymbol{s}}=\overline{\boldsymbol{L}}_{\boldsymbol{x}}{ }^{T} \boldsymbol{M}^{1 / 2} \overline{\boldsymbol{B}}^{-1}\left(\overline{\overline{\boldsymbol{s}}}^{\mathrm{eq}}-\overline{\boldsymbol{s}}^{\mathrm{eq}}\right) \tag{4.25}
\end{equation*}
$$

In this case, the identity $\boldsymbol{K}_{\boldsymbol{x}}=\boldsymbol{K}_{\boldsymbol{s}}$ holds when $\overline{\boldsymbol{s}}^{\mathrm{eq}}-\overline{\boldsymbol{s}}^{\mathrm{eq}}=\overline{\boldsymbol{B}}\left(\overline{\boldsymbol{x}}^{\mathrm{eq}}-\overline{\boldsymbol{x}}^{\mathrm{eq}}\right)$, thus if only the first-order term in Eq. 2.30 is kept in the Taylor expansion of the internal coordinates in terms of the Cartesian ones. This approximation is valid when the geometrical rearrangement (i.e. the difference " $\Delta \boldsymbol{x}=$ $\overline{\overline{\boldsymbol{x}}}_{\text {eq }}-\overline{\boldsymbol{x}}_{\text {eq }}{ }^{\prime \prime}$ ) is small, but this is not the case for flexible systems, where the deformation can be significant.

In order to derive the Duschinsky transformation for vertical models in internal coordinates, a different procedure must be followed. ${ }^{267}$ In this case, the difference between Cartesian and internal coordinates is not caused by the presence of two different equilibrium structures, since the reference geometry is the same for both PESs. However, the PES of the final state is expanded about a non-stationary point, and therefore the Wilson $\boldsymbol{B}$ matrix and its derivative $\boldsymbol{B}^{\prime}$ are needed to calculate the Hessian in internal coordinates $\boldsymbol{H}_{s}$. The presence of $\boldsymbol{B}^{\prime}$ generates the difference between Cartesian and internal coordinates, for the same reason as for the RPH model in internal coordinates.
As a first step, let us express the final-state potential energy $\overline{\overline{\mathcal{V}}}$ as a Taylor expansion in terms of the curvilinear normal coordinates $\bar{Q}_{s}$ of the initial state,

$$
\begin{align*}
\overline{\overline{\mathcal{V}}}\left(\overline{\boldsymbol{Q}}_{s}\right) & =\overline{\overline{\mathcal{V}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)+\left(\frac{\partial \overline{\overline{\mathcal{V}}}}{\partial \overline{\boldsymbol{Q}}_{s}}\right)_{\mathrm{eq}} \overline{\boldsymbol{Q}}_{s}+\frac{1}{2} \overline{\boldsymbol{Q}}_{s}^{T}\left(\frac{\partial^{2} \overline{\overline{\mathcal{V}}}}{\partial \overline{\boldsymbol{Q}}_{s}^{2}}\right)_{\mathrm{eq}} \overline{\boldsymbol{Q}}_{s}  \tag{4.26}\\
& =\overline{\overline{\mathcal{V}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)+\overline{\overline{\boldsymbol{g}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)^{T} \overline{\boldsymbol{Q}}_{s}+\frac{1}{2} \overline{\boldsymbol{Q}}_{s}^{T} \overline{\overline{\boldsymbol{H}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}} \overline{\boldsymbol{Q}}_{s}\right.
\end{align*}
$$

where $\overline{\overline{\boldsymbol{g}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)$ and $\overline{\boldsymbol{H}}\left(\overline{\boldsymbol{Q}}_{\overrightarrow{\boldsymbol{s}}}^{\mathrm{eq}}\right)$ are the gradient and Hessian of the final state PES calculated at the equilibrium geometry of the initial state and expressed in terms of the normal modes of the initial state. Since the curvilinear coordinates $Q_{s}$ are related to the internal ones $\mathbf{s}$ through a linear transformation, the derivatives with respect to the former can be straightforwardly rewritten as,

$$
\begin{align*}
\overline{\overline{\boldsymbol{g}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right) & =\overline{\boldsymbol{L}}_{s}{ }^{T} \overline{\boldsymbol{g}}_{s}  \tag{4.27}\\
\overline{\overline{\boldsymbol{H}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right) & =\overline{\boldsymbol{L}}_{s}{ }^{T} \overline{\boldsymbol{H}}_{s} \overline{\boldsymbol{L}}_{s}
\end{align*}
$$

Alternatively, the final-state potential energy can be expressed also as a Taylor series in terms of the final-state normal coordinates $\overline{\bar{Q}}_{s}$ about their equilibrium position $\overline{\bar{Q}}_{s}^{\text {eq }}$ as,

$$
\begin{equation*}
\overline{\overline{\mathcal{V}}}\left(\overline{\overline{\boldsymbol{Q}}}_{s}\right)=\mathrm{E}_{\mathrm{ad}}+\frac{1}{2} \overline{\overline{\boldsymbol{Q}}}_{s}^{T} \overline{\bar{\Omega}}^{2} \overline{\overline{\boldsymbol{Q}}}_{s} \tag{4.28}
\end{equation*}
$$

where the definition of the matrix containing the harmonic frequencies $\overline{\bar{\Omega}}^{2}$ is the same, as for Cartesian coordinates. Furthermore, $E_{\text {ad }}$ is the energetic separation between the minima of the two PESs. In order to express both Taylor expansions in terms of the same coordinate system, the Duschinsky transformation reported in Eq. 4.9 can be inverted to express $\overline{\bar{Q}}_{s}$ in terms of $\bar{Q}_{s}$ as,

$$
\begin{equation*}
\overline{\bar{Q}}_{s}=J_{s}{ }^{-1} \overline{\boldsymbol{Q}}_{s}-\boldsymbol{J}_{s}{ }^{-1} \boldsymbol{K}_{s} \tag{4.29}
\end{equation*}
$$

Thanks to the previous relation, Eq. 4.28 can be written as,

$$
\begin{align*}
\overline{\mathcal{V}}\left(\overline{\boldsymbol{Q}}_{\boldsymbol{s}}\right)= & \frac{1}{2} \overline{\boldsymbol{Q}}_{\boldsymbol{s}}{ }^{T}\left\{\boldsymbol{J}_{\boldsymbol{s}}{ }^{-1}\right\}^{T} \overline{\overline{\boldsymbol{\Omega}}}^{2} \boldsymbol{J}_{\boldsymbol{s}}{ }^{-1} \overline{\boldsymbol{Q}}_{\boldsymbol{s}}-\mathbf{K}_{\boldsymbol{s}}{ }^{T}\left\{\boldsymbol{J}_{\boldsymbol{s}}{ }^{-1}\right\}^{T} \overline{\overline{\boldsymbol{\Omega}}}^{2} \boldsymbol{J}_{\boldsymbol{s}}{ }^{-1} \overline{\boldsymbol{Q}}_{\boldsymbol{s}}  \tag{4.30}\\
& +\frac{1}{2} \boldsymbol{K}_{\boldsymbol{s}}^{T}\left\{\boldsymbol{J}_{s}{ }^{-1}\right\}^{T} \overline{\overline{\boldsymbol{\Omega}}}^{2} \boldsymbol{J}_{\boldsymbol{s}}^{-1} \boldsymbol{K}_{\boldsymbol{s}}+\mathrm{E}_{\mathrm{ad}}
\end{align*}
$$

Under the harmonic approximation, Eqs. 4.26 and 4.30 must be equivalent for each value of $Q_{s}$. As a consequence, the coefficients of the zeroth-, firstand second-order terms in $\overline{\boldsymbol{Q}}_{s}$ must be equal. The equivalence between the second-order terms can be used to derive the following expression for the Duschinsky matrix $J_{s}$ :

$$
\begin{equation*}
\overline{\overline{\boldsymbol{H}}}\left(\overline{\boldsymbol{Q}}_{\boldsymbol{s}}^{\mathrm{eq}}\right)=\left\{\boldsymbol{J}_{\boldsymbol{s}}^{-1}\right\}^{T} \overline{\overline{\boldsymbol{\Omega}}}^{2} \boldsymbol{J}_{\boldsymbol{s}}{ }^{-1} \tag{4.31}
\end{equation*}
$$

Thus, $\boldsymbol{J}_{s}$ can be obtained by diagonalizing the Hessian matrix in internal coordinates $\overline{\overline{\boldsymbol{H}}}\left(\overline{\boldsymbol{Q}}_{s}\right)$. On the other hand, the equivalence of the first-order terms of Eqs. 4.26 and 4.30 can be used to derive the following expression for the shift vector $\mathbf{K}_{s}$;

$$
\begin{align*}
\boldsymbol{K}_{s} & =-\overline{\overline{\boldsymbol{H}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)^{-1} \overline{\overline{\boldsymbol{g}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)=-\overline{\overline{\boldsymbol{H}}}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)^{-1} \overline{\boldsymbol{L}}_{s}{ }^{T} \overline{\overline{\boldsymbol{g}}}_{s}  \tag{4.32}\\
& =-\boldsymbol{J}_{s} \overline{\overline{\boldsymbol{\Omega}}}^{-2} \boldsymbol{J}_{s}^{T} \overline{\boldsymbol{L}}_{\boldsymbol{s}}^{T} \overline{\overline{\boldsymbol{g}}}_{s}
\end{align*}
$$

The previous expressions can be simplified within the VG model, where the Duschinsky matrix $\boldsymbol{J}$ is assumed to be equal to identity $\boldsymbol{I}$. In this case, Eq. 4.32 can be recast as,

$$
\begin{equation*}
\boldsymbol{K}_{\boldsymbol{s}}=-\overline{\overline{\boldsymbol{\Omega}}}^{-2} \overline{\boldsymbol{L}}_{\boldsymbol{s}}{ }^{T} \overline{\overline{\boldsymbol{g}}}_{\boldsymbol{s}} \tag{4.33}
\end{equation*}
$$

The normal modes in internal coordinates $\left(\boldsymbol{L}_{s}\right)$ can be expressed in terms of the ones in Cartesian coordinates $\left(\boldsymbol{L}_{\boldsymbol{x}}\right)$ as,

$$
\begin{equation*}
\boldsymbol{L}_{s}=\boldsymbol{B} \boldsymbol{M}^{-1 / 2} \boldsymbol{L}_{\boldsymbol{x}} \tag{4.34}
\end{equation*}
$$

Using the relation between the gradient in internal and Cartesian coordinates given in Eq. 2.34, it can be proven that, at the VG level, $\boldsymbol{K}_{\boldsymbol{x}}=\boldsymbol{K}_{\boldsymbol{s}}$. This strict equivalence does not hold for the VH model due to the presence of the term $\boldsymbol{B}^{\prime} \boldsymbol{g}_{\boldsymbol{s}}$ in the definition of $\boldsymbol{H}_{\boldsymbol{s}}$ (see Eq. 2.34). Thus, VG is the only vibronic model, among the ones employed here, for which Cartesian and internal coordinates provide the same results. This equivalence has been overlooked in previous studies ${ }^{88,186,272,273}$ and explains the claimed accuracy of the VG implementation based on Cartesian coordinates.

### 4.2.2 Reduced-dimensionality schemes

The theoretical framework introduced in the previous section can be coupled to reduced-dimensionality (RD) schemes, to reach even larger systems. The main idea behind RD schemes is to perform the vibronic calculations only on a fraction of the normal modes, neglecting the contributions arising from the other vibrations. RD schemes are particularly appealing when the final state PES, in vertical models, displays an imaginary frequency (i.e. when the
harmonic force constants matrix has a negative eigenvalue). Such frequency, at the harmonic level, would describe an unbounded motion, thus leading to unphysical results. In those cases, the adoption of RD schemes allows the removal of contributions from this mode. Similarly, those schemes can be used to neglect contributions from low-frequency, highly-anharmonic modes which are described inaccurately at the harmonic level, leading to an inaccurate definition of the Duschinsky transformation. For this reason, in most cases more accurate results are obtained by neglecting their contribution, since they usually give rise to a large number of closely-spaced transitions, whose overall effect is to broaden the main vibronic transitions. Their contribution can be recovered a posteriori using symmetric distribution functions for each vibronic peak. Finally, a primary reason to using the RD schemes is to reduce the overall computational cost when dealing with large systems. Often, only a part of the system is actively contributing to photochemical properties, while the rest has a minor role. By selecting the modes, which will have a predominant role in the final band-shape, the computational cost to generate the frequencies can potentially be strongly reduced.
In practice, when RD models are built, a subset of $n_{\text {RD }}$ normal modes of one of the states is selected, referred to in the following as active modes, and calculations are performed only on those modes. However, in order to build a consistent RD model, the same number $n_{\mathrm{RD}}$ of active modes in the other electronic state must be chosen. Since the modes of the first state are, in the most general case, coupled with all the other modes of the second electronic state, the selection of the active set of modes for this second state is not trivial. To illustrate the algorithm used here to construct this active ensemble, let us consider as a starting point a subset $\bar{S}$ of $\bar{n}_{\text {RD }}$ normal modes chosen from the initial state. The extent of coupling tolerated in the construction of the active block is defined through a positive parameter $\eta$, whose value should not exceed 1 . A high value for $\eta$ ensures that this coupling will be very small. For each mode in $\overline{\mathrm{S}}$, its projection onto the basis set of the final state $\overline{\bar{Q}}$ is given by $J_{i j}{ }^{2}$. The list of the $N_{\text {vib }} J_{i j}{ }^{2}$ values are sorted by decreasing order and the first $\overline{\bar{n}}_{\text {RD }}$ element are chosen so that:

$$
\begin{equation*}
\sum_{j=1}^{\overline{\bar{n}}_{\mathrm{RD}}-1} J_{i j}^{2}<\eta \quad \text { and } \quad \sum_{j=1}^{\overline{\bar{n}}_{\mathrm{RD}}} J_{i j}^{2} \geq \eta \tag{4.35}
\end{equation*}
$$

All selected modes are then added to $\overline{\bar{S}}$ and the selection proceeds until all elements of $\bar{S}$ have been treated. The same is done after this with the modes of $\overline{\bar{S}}$, inverting the states in the procedure described above. Succinctly, the conditions for the construction of the blocks can be summarized as,

$$
\begin{equation*}
\sum_{i \in \bar{S}} J_{i j}{ }^{2} \geq \eta \quad \sum_{j \in \overline{\bar{S}}} J_{i j}{ }^{2} \geq \eta \tag{4.36}
\end{equation*}
$$

The construction of $\bar{S}$ and $\overline{\bar{S}}$ is done iteratively, until their content has been stabilized $(\overline{\mathrm{n}}=\overline{\bar{n}})$. The number of modes included in $\overline{\overline{\mathrm{S}}}$ changes with $\eta$. If
the mode-mixing is negligible for the modes in $\overline{\mathrm{S}}$, the elements of $\overline{\overline{\mathrm{S}}}$ are $n_{\mathrm{RD}}$ even for values of $\eta$ close to 1 , otherwise smaller values of $\eta$ can be used. In this case, a potentially significant portion of $J$ may be neglected, lowering the reliability of the reduced-dimensionality approximation. ${ }^{274,275}$
Some care must be paid when this framework is generalized to internal coordinates. Indeed, the relation given in Eq. 4.36 assumes that $J$ is orthogonal. Since, in this case the sums of the squared elements of a row or a column of $\boldsymbol{J}$ are equal to 1 , and therefore $\eta$ needs not exceed 1. In order to extend this definition to support curvilinear internal coordinates as well, Eq. 4.36 must be modified as follows:

$$
\begin{equation*}
\frac{\sum_{i \in \bar{S}} J_{i j}{ }^{2}}{\sum_{i=1}^{N_{\mathrm{vib}}} J_{i j}{ }^{2}}>\eta \quad \frac{\sum_{j \in \overline{\bar{S}}} J_{i j}{ }^{2}}{\sum_{j=1}^{N_{\mathrm{vib}}} J_{i j}{ }^{2}}>\eta \tag{4.37}
\end{equation*}
$$

The normalization factor of Eq. 4.37 sets the upper limit of the sums to 1, and therefore the same definition of $\eta$ as in the Cartesian case can be used.
Once the active normal modes have been selected, the Duschinsky transformation for the reduced-dimensionality scheme must be defined. For curvilinear sets of coordinates, this definition is not as straightforward as in the Cartesian case. Let us start from the definition of the curvilinear normal modes given in Eq. 4.22 where, for reduced-dimensionality schemes, $\overline{\boldsymbol{L}}_{s}$ and $\overline{\bar{L}}_{s}$ are $n_{\mathrm{RD}} \times 3 N_{\mathrm{at}}$ rectangular matrices. The counterpart of Eq. 4.22 for the RD case is the following;

$$
\begin{equation*}
\overline{\boldsymbol{L}}_{s} \overline{\boldsymbol{Q}}_{s}=\overline{\bar{L}}_{s} \overline{\bar{Q}}_{s}+\overline{\bar{s}}^{\mathrm{eq}}-\bar{s}^{\mathrm{eq}} \tag{4.38}
\end{equation*}
$$

Particular care must be taken when Eq. 4.38 is inverted, since $\overline{\boldsymbol{L}}_{s}$ is rectangular. However, Eq. 4.21 still holds also for $\overline{\boldsymbol{L}}_{s}$ and $\overline{\bar{L}}_{s}$, and therefore Eq. 4.38 can be inverted by multiplying both lhs and rhs by $\overline{\boldsymbol{L}}_{s}{ }^{T} \overline{\boldsymbol{G}}^{-1}$. The resulting definition of $\boldsymbol{J}_{s}$ and $\boldsymbol{K}_{s}$ is,

$$
\begin{align*}
\boldsymbol{J}_{\boldsymbol{s}} & =\overline{\boldsymbol{L}}_{\boldsymbol{s}}{ }^{T} \overline{\boldsymbol{G}}^{-1} \overline{\boldsymbol{L}}_{s} \\
\boldsymbol{K}_{\boldsymbol{s}} & =\overline{\boldsymbol{L}}_{\boldsymbol{s}}^{T} \overline{\boldsymbol{G}}^{-1}\left(\overline{\overline{\boldsymbol{e}}}^{\mathrm{eq}}-s^{\mathrm{eq}}\right) \tag{4.39}
\end{align*}
$$

Let us remark that the relations given in Eq. 4.39 are equivalent to those derived in Ref. 86 and used more recently by Santoro and coworkers in Ref. 88. For full-dimensional systems, Eqs. 4.23 and 4.39 are equivalent, so the latter is more appealing for implementations since more general.

### 4.2.3 Inclusion of Herzberg-Teller effects

In order to build an internal coordinates-based framework as general as the Cartesian one, it is necessary to support HT terms in internal coordinates as well. As highlighted before, inclusion of HT effects is mandatory for some cases, such as for weakly-allowed transitions, so the framework cannot be limited to the FC leve as often done in the literature before. ${ }^{88,273,276}$

As a first step, the derivatives of the transition dipole moment must be converted from the Cartesian representation to the internal one. This step can be done following the same strategy as for the energy gradient. The final transformation is given in the following:

$$
\begin{equation*}
\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \boldsymbol{x}}=\boldsymbol{B}^{T} \frac{\partial \mathcal{O}_{i f}^{e}}{\partial s} \tag{4.40}
\end{equation*}
$$

However, $\boldsymbol{B}$ must be inverted to use Eq.4.40 in order to express $\left(\partial \mathcal{O}_{i f}^{e} / \partial s\right)$ in terms of $\left(\partial \mathcal{O}_{i f}^{e} / \partial x\right)$. Following the procedure used in the previous section, this transformation can be safely performed by using the projector operator $\boldsymbol{P}=\boldsymbol{B}^{+} \boldsymbol{B}$ to remove translational and vibrational contributions from the gradient in Cartesian coordinates, and then applying the pseudo-inverse $\left\{\boldsymbol{B}^{T}\right\}^{+}$to get the derivatives with respect to the internal coordinates,

$$
\begin{equation*}
\frac{\partial \mathcal{O}_{i f}^{e}}{\partial s}=\left\{\boldsymbol{B}^{T}\right\}^{+} \boldsymbol{P}^{T} \frac{\partial \mathcal{O}_{i f}^{e}}{\partial \boldsymbol{x}} \tag{4.41}
\end{equation*}
$$

The derivatives of the transition dipole moment with respect to the internal coordinates $s$ must then be expressed in terms of curvilinear normal-modes. Since the transformation between $s$ and $\boldsymbol{Q}_{s}$ is linear, $L_{s}$ is sufficient to perform this second conversion,

$$
\begin{equation*}
\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \boldsymbol{Q}_{s}}=\boldsymbol{L}_{s}{ }^{T} \frac{\partial \mathcal{O}_{i f}^{e}}{\partial s^{\prime}}=\boldsymbol{L}_{\boldsymbol{s}}{ }^{T}\left\{\boldsymbol{B}^{T}\right\}^{+} \boldsymbol{P}^{T} \frac{\partial \mathcal{O}_{i f}^{e}}{\partial \boldsymbol{x}} \tag{4.42}
\end{equation*}
$$

Let us remark that, even if no overbars are specified in Eq. 4.42, both $\boldsymbol{B}$ and $L_{s}$ must be calculated with respect to the same reference geometry, which can be either the initial- or the final-state equilibrium geometries, depending on the vibronic model which is used. Even if, for adiabatic models, the previous relation can be further simplified using the same strategy as for Eq. 4.24, Eq. 4.42 will be preferred in order to make the theoretical derivation as general as possible.
As discussed for the Cartesian case, for emission spectroscopies, the derivatives of the transition dipole moment must be converted from $\bar{Q}_{s}$ to $\overline{\bar{Q}}_{s}$. This step requires the generalization of the procedure presented for the Cartesian case to internal coordinates.
To do so, we will derive both the general transformation of the transition dipole moment derivatives from $\bar{Q}_{s}$ to $\overline{\bar{Q}}_{s}$ and the inverse transformation, from $\overline{\bar{Q}}_{s}$ to $\bar{Q}_{s}$. By assuming that the HT approximation is exact, the following relation holds:

$$
\begin{equation*}
\mathcal{O}_{i f}^{e}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)+\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \bar{Q}_{s, k}}\right)_{\mathrm{eq}} \bar{Q}_{s, k}=\mathcal{O}_{i f}^{e}\left(\overline{\bar{Q}}_{s}^{\mathrm{eq}}\right)+\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \overline{\bar{Q}}_{s, k}}\right) \overline{\bar{Q}}_{s, k} \tag{4.43}
\end{equation*}
$$

Using the Duschinsky transformation in Eq. 4.9 and the definitions in Eq. 4.23, $\overline{\bar{Q}}_{s}$ can be directly expressed in terms of $\bar{Q}_{s}$ and so the transition moments
in the state of choice, here the final state. Then, by equivalence of the zerothand first-order terms of the expansions in the lhs and rhs of Eq. 4.43, the following relations can be derived;

$$
\begin{align*}
\mathcal{O}_{i f}^{e}\left(\overline{\bar{Q}}_{s}^{\mathrm{eq}}\right) & =\mathcal{O}_{i f}^{e}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right)+\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \bar{Q}_{s, j}}\right)_{\mathrm{eq}} K_{k}  \tag{4.44}\\
\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \overline{\bar{Q}}_{s, k}}\right) & =\sum_{l=1}^{N_{\mathrm{vib}}}\left(\boldsymbol{J}_{s}\right)_{k l}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \bar{Q}_{s, l}}\right)
\end{align*}
$$

On the other hand, if the derivatives expressed in terms of the coordinates $\overline{\overline{\mathbf{Q}}}_{s}$ must be expressed in terms of the normal coordinates of the initial state, Eq. 4.29 must be used instead,

$$
\begin{align*}
\mathcal{O}_{i f}^{e}\left(\overline{\boldsymbol{Q}}_{s}^{\mathrm{eq}}\right) & =\mathcal{O}_{i f}^{e}\left(\overline{\overline{\boldsymbol{Q}}}_{s}^{\mathrm{eq}}\right)-\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \overline{\bar{Q}}_{s, k}}\right)_{\mathrm{eq}}\left(\boldsymbol{J}_{s}^{-1} \boldsymbol{K}_{s}\right)_{k} \\
\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \bar{Q}_{s, k}}\right) & =\sum_{l=1}^{N_{\mathrm{vib}}}\left(\boldsymbol{J}_{s}^{-1}\right)_{k l}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial \overline{\bar{Q}}_{s, l}}\right)_{\mathrm{eq}} \tag{4.45}
\end{align*}
$$

### 4.3 Sum-over-states formulation

The theoretical framework introduced in the previous section allows to compute the transition probability between vibrational levels through Eq. 2.10. If the expansion of $\mathcal{O}_{i f}^{e}$ given in Eq. 4.17 is employed, Eq. 4.3 can be rewritten as,

$$
\begin{align*}
\langle\bar{\psi}| \mathcal{O}_{i f}^{e}|\overline{\bar{\psi}}\rangle & =\mathcal{O}^{e}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)\langle\overline{\bar{\psi}} \mid \bar{\psi}\rangle \\
& +\sum_{k=1}^{N_{\text {vib }}}\left(\frac{\partial \mathcal{O}_{i f}^{e}}{\partial Q_{k}}\right)_{\mathrm{eq}}\langle\overline{\bar{\psi}}| \mathcal{Q}_{i}|\bar{\psi}\rangle  \tag{4.46}\\
& +\frac{1}{2} \sum_{k, l=1}^{N_{\text {vib }}}\left(\frac{\partial^{2} \mathcal{O}_{i f}^{e}}{\partial Q_{k} \partial Q_{l}}\right)_{\mathrm{eq}}\langle\overline{\bar{\psi}}| \mathcal{Q}_{i} \mathcal{Q}_{j}|\bar{\psi}\rangle
\end{align*}
$$

Thus, within the FC approximation, the calculation of transition properties requires the calculation of overlap integrals between vibrational wavefunctions $\langle\overline{\bar{\psi}} \mid \bar{\psi}\rangle$, also known as FC integrals. As a matter of fact, the expectation values of the product of position operators $\mathcal{Q}_{k}$ can be recast in terms of FC integrals, using the SQ expression for $\mathcal{Q}_{k}$ given in Eq. 2.26. For example, the first-order term can be expressed as follows:

$$
\begin{equation*}
\langle\overline{\bar{\psi}}| \mathcal{Q}_{i}|\bar{\psi}\rangle=\sqrt{\frac{\hbar}{2 \omega_{k}}}\left[\langle\overline{\bar{\psi}}| \hat{b}_{k}^{+}|\bar{\psi}\rangle+\langle\overline{\bar{\psi}}| \hat{b}_{k}|\bar{\psi}\rangle\right] \tag{4.47}
\end{equation*}
$$

where the quantities appearing in the rhs of the previous equation are FC integrals, where the occupation numbers of the $k$-th mode of one vibrational
wavefunction are increased (for the first term) and decreased (for the second term) by 1. At the harmonic level, analytical expressions for the FC integrals can be derived, by employing the properties of the Hermite polynomials. ${ }^{277,278}$ Such approaches, where the FC integrals are computed directly from those expressions are referred to as analytical approaches. The main disadvantage of those methods is that their use is not practical for a general implementation, since a different expression need to be implemented for each class of integrals. This issue can be overcome by using recursion formulas instead. In practice, only the FC integral involving the vibrational ground states $(\langle\overline{\overline{\mathbf{0}}} \mid \overline{\mathbf{0}}\rangle)$ is computed explicitly, and all the other integrals are derived from this one. In the most general case, only 2 formulas are needed for this task, depending if the recursion relation must be adapted with respect to the initial or final states. If temperature effects are ignored, then only the latter is relevant, ${ }^{266,267,279}$

$$
\begin{align*}
\langle\overline{\mathbf{0}} \mid \overline{\boldsymbol{v}}\rangle & =\frac{1}{\sqrt{2 \overline{\bar{v}}_{i}}}\left[D_{i}\left\langle\overline{\mathbf{0}} \mid \overline{\overline{\boldsymbol{v}}}-\overline{\overline{1}}_{i}\right\rangle+2 \sqrt{\overline{\bar{v}}_{i}-1} C_{i i}\left\langle\overline{\mathbf{0}} \mid \overline{\overline{\boldsymbol{v}}}-\overline{\overline{2}}_{i}\right\rangle\right. \\
& \left.+\sum_{j \neq i}^{N_{\text {vib }}} \sqrt{2 \overline{\bar{v}}_{j}} C_{i j}\left\langle\overline{\mathbf{0}} \mid \overline{\overline{\boldsymbol{v}}}-\overline{\overline{1}}_{i}-\overline{\overline{1}}_{j}\right\rangle\right] \tag{4.48}
\end{align*}
$$

where the vibrational levels, previously indicated as $\bar{\psi}$ and $\overline{\bar{\psi}}$, have been represented here as ONVs $\overline{\boldsymbol{v}}$ and $\overline{\bar{v}}$. The Sharp and Rosenstock matrices $\boldsymbol{C}$ and $D$ are defined as, ${ }^{277}$

$$
\begin{align*}
& \boldsymbol{C}=2 \overline{\overline{\boldsymbol{\Gamma}}}^{1 / 2}\left(\boldsymbol{J}^{T} \overline{\overline{\boldsymbol{\Gamma}}} \boldsymbol{J}+\overline{\overline{\boldsymbol{\Gamma}}}\right)^{-1} \overline{\overline{\boldsymbol{\Gamma}}}^{1 / 2}-\boldsymbol{I} \\
& \boldsymbol{D}=\overline{\overline{\boldsymbol{\Gamma}}}^{1 / 2}\left(\boldsymbol{J}^{T} \overline{\overline{\boldsymbol{\Gamma}}} \boldsymbol{J}+\overline{\overline{\boldsymbol{\Gamma}}}\right)^{-1} \boldsymbol{J}^{T} \overline{\boldsymbol{\Gamma}} \boldsymbol{K} \tag{4.49}
\end{align*}
$$

where $\bar{\Gamma}$ and $\overline{\bar{\Gamma}}$ are diagonal matrices containing the reduced frequencies of the initial and the final state, respectively. By applying recursively Eq. 4.48, it is straightforward to show that only the overlap integral between the vibrational ground states $\langle\overline{\mathbf{0}} \mid \overline{\overline{\mathbf{0}}}\rangle$ needs to be known analytically. From there, and considering only the FC case for the sake of simplicity, one can see that vibrational progressions (overtones) will be determined from $D_{i}$ and the diagonal elements of $\boldsymbol{C}$, while the intensity of combination bands will depend on the off-diagonal elements $C_{i j}$. Thus, for combination bands to give a significant contribution to the band-shape, the elements $C_{i j}$ must have significant magnitude. For this reason, in the following, the $C$ matrix will also be used to visualize the impact of the mixing on transition intensities, how this impact the band-shape and the difference a change of coordinate systems can bring to this mixing. The $\boldsymbol{C}$ matrix is better suited than $\boldsymbol{J}$ as analysis tool for two reasons. Indeed, in absence of mode-mixing effects, $J$ is equal to $I$, whereas $\boldsymbol{C}$ is null (as can be easily seen from Eq. 4.49 by setting $\boldsymbol{J}=\boldsymbol{I}$ ). Second, unlike $J$, the elements of $C$ directly give access to the strength of the coupling.
Similarly, $\boldsymbol{D}$ also gives a better idea about the impact of the shift on the vibrational progression, that is to say the relative intensity of the fundamental
and overtones with respect to the number of quanta. This can be easily seen in the special case where the PESs are equal (thus in the AS and VG models). Within those models, the recursion formulas given in Eq 4.48 can be simplified as follows,

$$
\begin{align*}
\langle\overline{\mathbf{0}} \mid \overline{\bar{v}}\rangle & =\frac{1}{\sqrt{2 \overline{\bar{v}}_{i}}} D_{i}\left\langle\overline{\mathbf{0}} \mid \overline{\overline{\boldsymbol{v}}}-1_{i}\right\rangle \\
& =\frac{1}{\sqrt{\overline{\bar{v}}_{i}!}}\left(\frac{D_{i}}{\sqrt{2}}\right)^{n}\langle\overline{\mathbf{0}} \mid \overline{\overline{\mathbf{0}}}\rangle \tag{4.50}
\end{align*}
$$

with $\boldsymbol{D}=-\overline{\boldsymbol{\Gamma}}^{1 / 2} \boldsymbol{K} / 2$ and $n$ the overall number of quanta of the $i$-th mode in the $|\overline{\bar{v}}\rangle$ state. Eq. 4.50 , shows that the intensity of the vibrational progression involving the $i$-th mode, in the limit of large quantum number $\overline{\bar{v}}_{i}$ decays with the exponential of the $i$-th element of the $\boldsymbol{D}$ vector. Thus, large-components of $\boldsymbol{D}$ are associated to modes giving a large contribution to the overall spectrum.
Starting from the FGR with the definition of the transition moment of the properties introduced above, it is possible to compute the transition probability $p_{i f}$, which is a microscopic molecular property. To compare theoretical results to their experimental data, $p_{i f}$ must be related to a macroscopic quantities. For OPA spectroscopy the quantity usually measured is the molar absorption coefficient $\epsilon(\omega)$, which is proportional to the absorption cross section $\sigma(\omega)$. The latter quantity is obtained summing the cross section $\sigma_{i f}$ of each possible transition. In presence of temperature effects, each initial state $i$ must be weighted by its Boltzmann population. $\sigma_{i f}$ is in turn proportional to the probability of transition $p_{i f}$, and therefore the final relation is given by,

$$
\begin{equation*}
\left.\epsilon(\omega)=\frac{4 \pi^{2} \omega N_{a}}{3 \times 10^{3} \ln (10) \hbar c Z} \sum_{i, f} e^{-\beta E_{i}}\left|\left\langle\overline{\bar{\psi}}_{f}\right| \boldsymbol{\mu}_{i f}^{e}\right| \bar{\psi}_{i}\right\rangle\left.\right|^{2} \delta\left(\left|\omega_{i f}\right|-\omega\right) \tag{4.51}
\end{equation*}
$$

where $N_{a}$ is the Avogadro number and $Z$ is the canonical partition function. $E_{i}$ is the vibrational energy of the initial state $i, \omega_{i f}=\omega_{f}-\omega_{i}$ and $\beta=1 / k_{\mathrm{B}} T$, where $k_{\mathrm{B}}$ is the Boltzmann constant. Eq. 4.51, usually referred to as sum-over-states (SOS) expression, can be combined with the recursive or analytical methods described above to compute the FC integrals to obtain the overall vibronic spectrum once the property has been expanded to the desired order. Approaches based on those schemes are usually referred to as timeindependent (TI) approaches. Their main problem is that Eq. 4.51 involves infinite summations, that must be truncated in some way. In order to make TI approaches feasible in practice, they must be coupled with some prescreening schemes, to select a priori the most relevant vibronic transitions. In this thesis, we use a class-based prescreening scheme, in which the transitions are divided in so-called classes, depending on the number of simultaneously excited modes in the final state. ${ }^{266,280}$ So, class $1\left(C_{1}\right)$ corresponds to fundamentals and overtones, $C_{2}$ to 2 -modes combinations and so on. Within the
prescreening system, the FC overlaps belonging to classes $C_{1}$ and $C_{2}$ are computed up to a set maximum number of quanta ( $C_{1}^{\max }$ and $C_{2}^{\max }$, respectively) using the analytical or recursive formulas already introduced above. Data related to the probability and intensity of each transition are stored to build an internal database, which is used to estimate the probability of transitions to states belonging to the other, higher classes. Such an approach is very efficient for semi-rigid systems, characterized by a limited flexibility. However, it loses it efficiency for flexible systems, when mode-mixing effects are strong. Moreover, it is often less reliable when the transition probability and intensity are not directly related, such as for chiroptical spectroscopies.
The SOS expression given in Eq. 4.51 holds for one-photon absorption spectroscopy. However, it can be easily generalized to other kinds of spectroscopy and processes. For example, let us consider the case of emission spectroscopy. When a molecular system is excited by an electromagnetic wave, two different emission processes can occur, i.e. spontaneous and stimulated emission. In the UV region, stimulated emission processes are negligible with respect to spontaneous ones, and thus can be safely neglected. Following the Einstein model of light absorption, the rate of spontaneous emission, $\left(A_{i f}\right)$ can be expressed in terms of the rate of stimulated emission $\left(B_{i f}\right)$, through the following equations,

$$
\begin{equation*}
A_{m n}=\frac{2 \hbar \omega^{3}}{\pi c^{3}} B_{m n} \tag{4.52}
\end{equation*}
$$

This link between absorption and emission rates can be used to derive the following sum-over-states formula of the intensity of the emitted light $I_{\mathrm{em}}$ starting from the expression given in Eq. 4.51

$$
\begin{equation*}
\left.I_{\mathrm{em}}(\omega)=\frac{8 \pi \omega^{4}}{3 c^{3} Z} \sum_{i, f} e^{-\beta E_{i}}\left|\left\langle\overline{\bar{\psi}}_{f}\right| \boldsymbol{\mu}_{i f}^{e}\right| \bar{\psi}_{i}\right\rangle\left.\right|^{2} \delta\left(\left|\omega_{n m}\right|-\omega\right) \tag{4.53}
\end{equation*}
$$

The previous framework can support chiroptical spectroscopies as well. In ECD spectroscopy, the experimentally recorded quantity is the difference of the molar extinction coefficient obtained with left-circularly and rightcircularly polarized lights $\Delta \epsilon=\epsilon_{l}-\epsilon_{r}$. This quantity is proportional to the rotatory strength of the transitions, defined as the scalar product between the electric and magnetic transition dipole moments $\Im\left(\boldsymbol{\mu}_{i f} \cdot \boldsymbol{m}_{f i}\right) .{ }^{281}$ Starting from this relation and using the same strategy employed for OPA, it is possible to derive the following sum-over-states formula,

$$
\begin{align*}
\Delta \epsilon(\omega)=\frac{16 N_{a} \pi^{2} \omega}{3 \cdot 10^{3} \ln (10) \hbar c} & \sum_{i, f} e^{-\beta E_{i}} \delta\left(\left|\omega_{n m}\right|-\omega\right)  \tag{4.54}\\
& \times \Im\left(\left\langle\bar{\psi}_{i}\right| \boldsymbol{\mu}^{e}\left|\overline{\bar{\psi}}_{f}\right\rangle \cdot\left\langle\overline{\bar{\psi}}_{f}\right| \boldsymbol{m}^{e}\left|\bar{\psi}_{i}\right\rangle\right)
\end{align*}
$$

where $\boldsymbol{m}_{i f}^{e}$ is the electric component of the electronic transition magnetic dipole moment. Let us remark that Eq. 4.54 has the same form as equation 4.51 , but the rotatory strength must be used in place of the dipole strength.

An additional type of spectroscopy that can be supported within the previous framework, is circularly polarized luminescence (CPL). In CPL spectroscopy, the sample is irradiated with a non-polarized light and the difference between the number of emitted photon with left-handed and right-handed polarization is measured. The extension of the SOS formula for ECD, given in Eq. 4.54 to its emission counterpart is not as straightforward as for the OPA case, since the Einstein model holds only for the absorption case. However, as proved by Emeis and co-workers proved in Refs. 282,283, and later confirmed by Riehl and Richardson in Refs. 48,284, ECD and CPL cross sections are both proportional to the rotatory strength, similarly to OPA and OPE spectroscopies. The difference between the intensities of emitted light $\Delta I_{\mathrm{em}}$ can be related to the rotatory strength through the following equation,

$$
\begin{equation*}
\Delta I_{\mathrm{em}}=\frac{8 \pi \omega^{4}}{3 \epsilon_{0} c^{4}} \Im\left(\boldsymbol{\mu}_{i f} \cdot \mathbf{m}_{i f}\right) \tag{4.55}
\end{equation*}
$$

At first glance, the support of those spectroscopy seems to require the implementation of 4 different equations. However, it is possible to gather them in a unique framework by adopting a general sum-over-state formula ${ }^{268,285}$ :

$$
\begin{equation*}
I=\alpha \omega^{\beta} \sum_{i} \sum_{f} \rho_{i} \boldsymbol{P}_{i f}^{\mathrm{A}, e} \boldsymbol{P}_{i f}^{\mathrm{B}, e^{*}} \delta\left(\frac{\left|\overline{\bar{E}}_{f}-\bar{E}_{i}\right|}{\hbar}-\omega\right) \tag{4.56}
\end{equation*}
$$

where $\omega$ is the frequency of the incident (OPA, ECD) or emitted (OPE,CPL) photon, $\rho$ is the Boltzmann population. The parameters $I, \alpha, \beta, P_{i f}^{\mathrm{A}, e}$ and $\boldsymbol{P}_{i f}^{\mathrm{B}, e}$ depend on the kind of spectroscopy, following the equivalency given in Table 4.1.

|  | OPA | OPE | ECD | CPL |
| :---: | :---: | :---: | :---: | :---: |
| $I$ | $\epsilon(\omega)$ | $I_{\mathrm{em}}$ | $\Delta \epsilon(\omega)$ | $\Delta I_{\mathrm{em}}$ |
| $\alpha$ | $\frac{10 \pi N_{a}}{3 \epsilon_{0} \ln (10) \hbar c}$ | $\frac{2}{3 \epsilon_{0} c^{3}}$ | $\frac{4 \pi N_{a}}{3 \epsilon_{0} \ln (10) \hbar c^{2}}$ | $\frac{8 N_{a}}{3 \epsilon_{0} c^{4}}$ |
| $\beta$ | 1 | 4 | 1 | 4 |
| $\boldsymbol{P}_{i f}^{\mathrm{A}, e}$ | $\boldsymbol{\mu}_{i f}$ | $\boldsymbol{\mu}_{i f}$ | $\boldsymbol{\mu}_{i f}$ | $\boldsymbol{\mu}_{i f}$ |
| $\boldsymbol{P}_{i f}^{\mathrm{A}, e}$ | $\boldsymbol{\mu}_{i f}$ | $\boldsymbol{\mu}_{i f}$ | $\Im\left(\mathbf{m}_{i f}\right)$ | $\Im\left(\mathbf{m}_{i f}\right)$ |

Table 4.1: Equivalence table defining the parameters appearing in Eq. 4.56 for each kind of spectroscopy.

### 4.4 General time-dependent framework

The time-dependent (TD) approach of molecular spectroscopy has been introduced in the pioneering works of Heller and co-workers ${ }^{89}$ as a way to compute spectra without explicitly computing the eigenstates of the molecular Hamiltonian. This is done, in practice, by expressing the spectra in the
time domain instead of the frequency domain as for the SOS formulation. In TD approaches, the spectra are obtained as Fourier transforms of appropriate autocorrelation or cross-correlation functions. The calculation of those functions requires the simulation of the time-evolution of the molecular wavefunction. The TD models which have been proposed in the literature can be classified based on the way in which this time-evolution is simulated.
One way of simulating the time-evolution of the vibrational wavefunction is are so-called semiclassical methods. Within this class of approaches, the vibrational wavefunction is approximated as a multidimensional Gaussian function, whose center and width evolve under classical laws of motion. The advantage of using a Gaussian function to represent the molecular wavefunction is that it is exact in the limit of low temperatures and its evolution is analytic for harmonic potentials. Thanks to this property, analytical formulae for the transition dipole moment autocorrelation function can be derived by assuming that only the short-time evolution contributes to the overall spectrum (within the so-called short-time propagation methods). ${ }^{286,287}$
The limitations of semiclassical models can be overcome with the Green function formalism, which allows to derive an analytic expression for the dipole moment autocorrelation function for the time evolution of the ground-state wavefunction of an harmonic oscillator over an harmonic PES. ${ }^{90,288}$ The flexibility of this formalism allows an easy inclusion of temperature effects, without any additional computational cost. ${ }^{91,289}$ The same framework can be easily extended also to the computation of rates of non-radiative decay processes, ${ }^{87,290}$ as well as to the simulation of vibronic phosphorescence spectra. ${ }^{291,292}$ However, all those approaches are limited to the FC approximation, and the extension to HT terms has been discussed only over the last years. ${ }^{293}$

### 4.4.1 Franck-Condon formulation

Let us begin with the description of the TD formalism applied to one-photon spectroscopies. For the sake of simplicity, we will restrict our analysis to absorption spectroscopy. The subscript indicating the electronic states involved in the transition will be dropped from the symbol of the transition dipole moment, so only the superscript $e$ will remain.
The mathematical property which allows to switch from the sum-over-states problem to a time-dependent picture is the following definition of the Dirac distribution function,

$$
\begin{equation*}
\delta(\omega)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{i \omega t} d t \tag{4.57}
\end{equation*}
$$

By replacing the Dirac delta function in Eq. 4.56 with the previous expression we obtain:

$$
\begin{align*}
& I=\frac{\alpha \omega^{\beta}}{Z} \sum_{i, f} e^{-\beta \bar{E}_{i}}\left\langle\bar{\psi}_{i}\right| \boldsymbol{P}^{\mathrm{A}, e}\left|\overline{\bar{\psi}}_{f}\right\rangle\left\langle\overline{\bar{\psi}}_{f}\right|\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{*}\left|\bar{\psi}_{i}\right\rangle \\
& \int_{-\infty}^{+\infty} e^{i}{ }^{\left.i \frac{\left|\check{\bar{E}}_{f}-\check{\bar{E}}_{i}\right|+E_{\mathrm{ad}}}{\hbar}-\omega\right] t} d t \tag{4.58}
\end{align*}
$$

where $\breve{E}_{i}$ and $\breve{\bar{E}}_{f}$ are the energies of the initial and the final vibrational states, respectively. The canonical vibrational partition function $Z$ can be expressed, at the harmonic level, as,

$$
\begin{equation*}
\mathrm{Z}=\prod_{i=1}^{N_{\mathrm{vib}}} \sum_{n_{i}=1}^{+\infty} e^{-\hbar \beta \bar{\omega}_{i}\left(v_{i}+\frac{1}{2}\right)}=\prod_{i=1}^{N_{\mathrm{vib}}}\left[2 \sinh \left(\frac{\hbar \bar{\omega}_{i}}{2 k_{B} T}\right)\right]^{-1} \tag{4.59}
\end{equation*}
$$

Since $Z$ is a constant, we can integrate it in $\alpha$ and will use from now on the constant factor $\alpha^{\prime}=\alpha / Z$. Let us define the vibrational Hamiltonian of the ground and excited state as $\overline{\mathcal{H}}$ and $\overline{\mathcal{H}}$, and their respective time-evolution operators $e^{-i \overline{\mathcal{H}} t / \hbar}$ and $e^{-i \overline{\overline{\mathcal{H}}} t / \hbar}$. From the definition of $\bar{E}_{m}$ and $\bar{E}_{n}$ as eigenvalues of $\overline{\mathcal{H}}$ and $\overline{\mathcal{H}}$ respectively, Eq. 4.58 can be rewritten as,

$$
\begin{equation*}
I=\alpha^{\prime} \omega^{\beta} \int_{-\infty}^{+\infty} d t \sum_{i, f}\left\langle\bar{\psi}_{i}\right| \boldsymbol{P}^{\mathrm{A}, e} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left|\overline{\bar{\psi}}_{f}\right\rangle\left\langle\overline{\bar{\psi}}_{f}\right|\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{*} e^{-\bar{\tau} \overline{\mathcal{H}}}\left|\bar{\psi}_{i}\right\rangle e^{i\left(E_{\mathrm{ad}}-\omega\right) t} \tag{4.60}
\end{equation*}
$$

where $\bar{\tau}$ and $\overline{\bar{\tau}}$ are defined as,

$$
\begin{equation*}
\bar{\tau}=\frac{1}{k_{B} T}-\frac{i t}{\hbar} \quad ; \quad \overline{\bar{\tau}}=\frac{i t}{\hbar} \tag{4.61}
\end{equation*}
$$

We note that $\overline{\bar{\tau}}$ is proportional to time $t$ and is purely imaginary, whereas $\bar{\tau}$ has a also a real component, which allows to include temperature effects in the time-evolution operator. By using the closure relation for the $\left|\bar{\psi}_{f}\right\rangle$ basis set,

$$
\sum_{f=1}^{+\infty}\left|\overline{\bar{\psi}}_{f}\right\rangle\left\langle\overline{\bar{\psi}}_{f}\right|=\boldsymbol{I}
$$

Eq. 4.60 becomes,

$$
\begin{align*}
I & =\alpha^{\prime} \omega^{\beta} \int_{-\infty}^{+\infty} d t \sum_{i=1}^{+\infty}\left\langle\bar{\psi}_{i}\right| \boldsymbol{P}^{\mathrm{A}, e} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{*} e^{-\bar{\tau} \overline{\mathcal{H}}}\left|\bar{\psi}_{i}\right\rangle e^{i\left(\omega_{\mathrm{ad}}-\omega\right) t} \\
& =\alpha^{\prime} \omega^{\beta} \int_{-\infty}^{+\infty} d t \operatorname{Tr}\left(\boldsymbol{P}^{\mathrm{A}, e} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{*} e^{-\bar{\tau} \overline{\mathcal{H}}}\right) e^{i\left(\omega_{\mathrm{ad}}-\omega\right) t}  \tag{4.62}\\
& =\alpha^{\prime} \omega^{\beta} \int_{-\infty}^{+\infty} d t \chi_{\text {full }}(t) e^{i\left(\omega_{\mathrm{ad}}-\omega\right) t}
\end{align*}
$$

where, in going from the first to the second equality in the previous equation, the completeness of the basis $\left|\bar{\psi}_{i}\right\rangle$ has been employed to write the sum of a trace. The second equality introduces the definition of the transition dipole moment autocorrelation function $\chi_{\text {full }}(t)$.
The trace of an operator is the same irrespective of the basis set chosen, and therefore the autocorrelation function $\chi(t)$ can be expressed in terms of the continuous basis set formed by the normal coordinates of the initial state $\bar{Q}$;

$$
\begin{equation*}
\chi_{\text {full }}(t)=\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| \boldsymbol{P}^{\mathrm{A}, e} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{+} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle \tag{4.63}
\end{equation*}
$$

The main advantage of Eq. 4.63 over the previous formulation is that the definition of the vibrational Hamiltonian in the position operator given in Eq. 2.21, makes easier the derivation of a closed form for the autocorrelation function. In order to derive an analytical expression for $\chi_{\text {full }}(t)$, it is however necessary to express also the transition properties as a function of the normal modes. By using the expansion given in Eq. 4.17 and keeping, for the sake of simplicity, terms up to the first-order, the following relation is obtained:

$$
\begin{align*}
\chi_{\text {full }}(t) & =\boldsymbol{P}^{\mathrm{A}, e}\left(\overline{\overline{\boldsymbol{Q}}}_{e q}\right)\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{\star}\left(\overline{\overline{\boldsymbol{Q}}}_{e q}\right) \int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle \\
& +\sum_{k=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \boldsymbol{P}_{\mathrm{A}, e}^{\mathrm{A}}}{\overline{\bar{Q}}_{k}}\right)_{\mathrm{eq}}\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{\star}\left(\overline{\overline{\boldsymbol{Q}}}_{e q}\right) \int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{Q}}}_{k} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle \\
& +\sum_{k=1}^{N_{\text {vib }}}\left(\frac{\partial\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{\star}}{\partial \overline{\bar{Q}}_{k}}\right)_{\mathrm{eq}} \boldsymbol{P}^{\mathrm{A}, e}\left(\overline{\overline{\boldsymbol{Q}}}_{e q}\right) \int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}} \overline{\overline{\mathcal{Q}}}_{k} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle} \\
& +\sum_{k, l=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \boldsymbol{P}^{\mathrm{A}, e}}{\partial \overline{\bar{Q}}_{k}}\right)_{\mathrm{eq}}\left(\frac{\partial\left\{\boldsymbol{P}_{\mathrm{B}, e}^{\mathrm{B},}\right\}^{\star}}{\partial \overline{\bar{Q}}_{l}}\right)_{\mathrm{eq}} \int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{Q}}}_{k} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}} \overline{\overline{\mathcal{Q}}}_{l} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle} \tag{4.64}
\end{align*}
$$

where $\overline{\bar{Q}}_{k}$ is the operator associated to the $k$-th final-state normal coordinate, with eigenvalue $\overline{\bar{Q}}_{k}$. From Eq. 4.64, it is clear that the evaluation of the transition dipole moment autocorrelation function will follow the calculation of one or more correlation functions, which may contain position operators. To make thediscussion more clear, we collect those quantities as elements of a matrix as,

$$
\begin{align*}
\chi(t) & =\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| e^{-i \overline{\overline{\mathcal{H}}} \bar{\tau}^{-i \overline{\mathcal{H}} \bar{\tau}}|\overline{\boldsymbol{Q}}\rangle} \\
\chi^{l}(t) & =\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| e^{-i \overline{\overline{\mathcal{H}}} \overline{\bar{\tau}}} \overline{\mathcal{Q}}_{l} e^{-i \overline{\mathcal{H}} \bar{\tau}}|\overline{\boldsymbol{Q}}\rangle  \tag{4.65}\\
\chi_{l}(t) & =\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{Q}}}_{l} e^{-i \overline{\mathcal{H}} \overline{\bar{\tau}}} e^{-i \overline{\mathcal{H}} \bar{\tau}}|\overline{\boldsymbol{Q}}\rangle \\
\chi_{l}^{j}(t) & =\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| e^{-i \overline{\mathcal{H}} \overline{\overline{\mathcal{}}}} \overline{\overline{\mathcal{Q}}}_{l} e^{-i \overline{\mathcal{H}} \bar{\tau}} \overline{\overline{\mathcal{Q}}}_{j}|\overline{\boldsymbol{Q}}\rangle
\end{align*}
$$

and, more in general,

Thus, the general cross-correlation function $\chi_{i j k \ldots \ldots}^{l m n}(t)$ is defined by two sets of indexes, the lower one ( $i j k \ldots$ ), corresponding to position operators multiplying the time-evolution operator on the left, and the upper one ( $\operatorname{lmn} \ldots$...), corresponding to position operators multiplying it from right. Under the Franck-Condon approximation, only one term, $\chi(t)$, needs to be computed. However, when HT and higher-order terms are included in the sum, other tensors $\chi_{i j k \ldots}^{l m n \ldots}(t)$ appear.
The FC autocorrelation function $\chi(t)$ can be calculated by following the derivation presented by Pollack and co-workers. ${ }^{91}$ Starting from Eq. 4.64, we introduce an additional set of orthonormal coordinates for the initial state $\bar{Q}^{\prime}$ and two for the final state $\overline{\bar{Q}}$ and $\overline{\bar{Q}}^{\prime}$. All those sets correspond to complete base, thus satisfy the closure relation,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}^{\prime}\left|\overline{\boldsymbol{Q}}^{\prime}\right\rangle\left\langle\overline{\boldsymbol{Q}}^{\prime}\right|=\int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}}|\overline{\overline{\boldsymbol{Q}}}\rangle\langle\overline{\overline{\boldsymbol{Q}}}|=\int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}}^{\prime}\left|\overline{\overline{\boldsymbol{Q}}}^{\prime}\right\rangle\left\langle\overline{\overline{\boldsymbol{Q}}}^{\prime}\right|=\boldsymbol{I} \tag{4.67}
\end{equation*}
$$

By using the closure relation given above, Eq. 4.63 can be rewritten as,

$$
\begin{align*}
\chi(t)=\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}} & \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}} \int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}^{\prime} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}}^{\prime}\langle\overline{\boldsymbol{Q}} \mid \overline{\overline{\boldsymbol{Q}}}\rangle  \tag{4.68}\\
& \times\langle\overline{\overline{\boldsymbol{Q}}}| e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left|\overline{\overline{\boldsymbol{Q}}}^{\prime}\right\rangle\left\langle\overline{\overline{\boldsymbol{Q}}}^{\prime} \mid \overline{\boldsymbol{Q}}^{\prime}\right\rangle\left\langle\overline{\boldsymbol{Q}}^{\prime}\right| e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle
\end{align*}
$$

Overlap integrals between normal modes are easily resolved thanks to the Duschinsky transformation as follows,

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}} \mid \overline{\overline{\boldsymbol{Q}}}\rangle=\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}} \delta(\overline{\boldsymbol{Q}}-\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}-\boldsymbol{K}) \tag{4.69}
\end{equation*}
$$

The evaluation of the matrix elements involving the time-evolution operator is less trivial, but can be carried out within the Feynmann's path integral formulation of quantum mechanics. ${ }^{294}$ The final results is the following:

$$
\begin{equation*}
\langle\overline{\boldsymbol{Q}}| e^{-\overline{\mathcal{H}} \bar{\tau}}\left|\overline{\boldsymbol{Q}}^{\prime}\right\rangle=\sqrt{\frac{\operatorname{det}(\overline{\boldsymbol{a}})}{(2 \pi \hbar)^{N}}} \exp \left(\frac{i}{\hbar}\left[\frac{1}{2} \overline{\boldsymbol{Q}}^{\mathrm{T}} \overline{\boldsymbol{b}} \overline{\boldsymbol{Q}}+\frac{1}{2} \overline{\boldsymbol{Q}}^{\mathrm{T}^{\mathrm{T}}} \overline{\boldsymbol{b}} \overline{\boldsymbol{Q}}^{\prime}-\overline{\boldsymbol{Q}}^{\prime \mathrm{T}} \overline{\boldsymbol{a}} \overline{\boldsymbol{Q}}\right]\right) \tag{4.70}
\end{equation*}
$$

where the diagonal matrices $\boldsymbol{a}$ and $\boldsymbol{b}$ are defined as,

$$
\begin{array}{ll}
\bar{a}_{i j}=\frac{\bar{\omega}_{i}}{\sinh \left(\hbar \bar{\tau} \bar{\omega}_{i}\right)} \delta_{i j} & \overline{\bar{a}}_{i j}=\frac{\overline{\bar{\omega}}_{i}}{\sinh \left(\hbar \overline{\bar{\tau}} \overline{\bar{\omega}}_{i}\right)} \delta_{i j}  \tag{4.71}\\
\bar{b}_{i j}=\frac{\bar{\omega}_{i}}{\tanh \left(\hbar \bar{\tau} \bar{\omega}_{i}\right)} \delta_{i j} & \overline{\bar{b}}_{i j}=\frac{\overline{\bar{\omega}}_{i}}{\tanh \left(\hbar \overline{\bar{\tau}} \overline{\bar{\omega}}_{i}\right)} \delta_{i j}
\end{array}
$$

The diagonal matrices $\boldsymbol{c}$ and $\boldsymbol{d}$, together with the non-diagonal matrices $\boldsymbol{C}$ and $D$, are introduced here as well for convenience,

$$
\begin{array}{ll}
\bar{c}_{i j}=\frac{\bar{\omega}_{i}}{\hbar} \operatorname{coth}\left(\frac{\bar{\omega}_{i} \hbar \bar{\tau}}{2}\right) \delta_{i j} & \overline{\bar{c}}_{i j}=\frac{\overline{\bar{\omega}}_{i}}{\hbar} \operatorname{coth}\left(\frac{\overline{\bar{\omega}}_{i} \hbar \overline{\bar{\tau}}}{2}\right) \delta_{i j}  \tag{4.72}\\
\bar{d}_{i j}=\frac{\bar{\omega}_{i}}{\hbar} \tanh \left(\frac{\bar{\omega}_{i} \hbar \bar{\tau}}{2}\right) \delta_{i j} & \overline{\bar{d}}_{i j}=\frac{\overline{\bar{\omega}}_{i}}{\hbar} \tanh \left(\frac{\overline{\bar{\omega}}_{i} \hbar \overline{\bar{\tau}}}{2}\right) \delta_{i j}
\end{array}
$$

and,

$$
\begin{equation*}
\boldsymbol{C}=\overline{\overline{\boldsymbol{c}}}+\boldsymbol{J}^{\mathrm{T}} \overline{\boldsymbol{c}} \boldsymbol{J} \quad \boldsymbol{D}=\overline{\overline{\boldsymbol{d}}}+\boldsymbol{J}^{\mathrm{T}} \overline{\boldsymbol{d}} \boldsymbol{J} \tag{4.73}
\end{equation*}
$$

Combining Eqs. 4.70 and 4.68, the integration can be carried out over the initial-state normal modes, leading to the following expression for the autocorrelation function,

$$
\begin{align*}
& \chi(t)=\sqrt{\frac{\operatorname{det}(\overline{\boldsymbol{a}} \overline{\overline{\boldsymbol{a}}})}{(2 \pi i \hbar)^{2 N}} \int \mathrm{~d} \overline{\overline{\boldsymbol{Q}}} \int \mathrm{~d} \overline{\overline{\boldsymbol{Q}}}^{\prime}} \exp \left(\frac{i}{\hbar}\left[\frac{1}{2} \overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{b}}} \overline{\overline{\boldsymbol{Q}}}+\frac{1}{2} \overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{b}}} \overline{\overline{\boldsymbol{Q}}}^{\prime}-\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{a}}}^{\overline{\boldsymbol{Q}}^{\prime}}\right]\right) \\
& \times \exp \{ \frac{i}{\hbar}\left[\frac{1}{2}\left(\boldsymbol{K}^{\mathrm{T}}+\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}^{\mathrm{T}}} \boldsymbol{J}^{\mathrm{T}}\right) \overline{\boldsymbol{b}}\left(\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}^{\prime}+\boldsymbol{K}\right)\right. \\
&+\frac{1}{2}\left(\boldsymbol{K}^{\mathrm{T}}+\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \boldsymbol{J}^{\mathrm{T}}\right) \overline{\boldsymbol{b}}(\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}+\boldsymbol{K}) \\
&\left.\left.-\left(\boldsymbol{K}^{\mathrm{T}}+\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \boldsymbol{J}^{\mathrm{T}}\right) \overline{\boldsymbol{a}}\left(\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}^{\prime}}+\boldsymbol{K}\right)\right]\right\} \tag{4.74}
\end{align*}
$$

The evaluation of the cross-correlation function from Eq. 4.74 is not practical, since the normal modes of the two states are coupled through matrices $\overline{\boldsymbol{a}}, \overline{\bar{a}}, \overline{\boldsymbol{b}}$ and $\overline{\bar{b}}$. Those couplings can be however removed by changing the coordinate system from $\left(\overline{\overline{\boldsymbol{Q}}}, \overline{\bar{Q}}^{\prime}\right)$ to $(\boldsymbol{Z}, \boldsymbol{U})$ through the following linear transformation,

$$
\begin{align*}
\boldsymbol{Z} & =\frac{1}{\sqrt{2}}\left(\overline{\overline{\boldsymbol{Q}}}+\overline{\overline{\boldsymbol{Q}}}^{\prime}\right)  \tag{4.75}\\
\boldsymbol{U} & =\frac{1}{\sqrt{2}}\left(\overline{\overline{\boldsymbol{Q}}}-\overline{\overline{\boldsymbol{Q}}}^{\prime}\right)
\end{align*}
$$

In the $(\boldsymbol{Z}, \boldsymbol{U})$ basis, the autocorrelation function can be efficiently expressed in terms of the $\boldsymbol{c}, \boldsymbol{d}, \boldsymbol{C}$ and $\boldsymbol{D}$ matrices as follows,

$$
\begin{align*}
& \chi(t)=\mathrm{Y}(t) \exp \left(-\boldsymbol{K}^{\mathrm{T}} \overline{\boldsymbol{d}} \boldsymbol{K}\right) \int \mathrm{d} \boldsymbol{Z} \exp \left(-\frac{1}{2} \boldsymbol{Z}^{\mathrm{T}} \boldsymbol{D} \boldsymbol{Z}-\sqrt{2} \boldsymbol{v}^{\mathrm{T}} \boldsymbol{Z}\right)  \tag{4.76}\\
& \times \int \mathrm{d} \boldsymbol{U} \exp \left(-\frac{1}{2} \boldsymbol{U}^{\mathrm{T}} \boldsymbol{C} \boldsymbol{U}\right)
\end{align*}
$$

where $\boldsymbol{v}^{T}=\boldsymbol{K}^{T} \overline{\boldsymbol{d}} \boldsymbol{J}$ and,

$$
\begin{equation*}
Y(t)=\sqrt{\frac{\operatorname{det}(\overline{\boldsymbol{a}} \overline{\overline{\boldsymbol{a}}})}{(2 \pi i \hbar)^{2 N}}} \tag{4.77}
\end{equation*}
$$

The main advantage of Eq. 4.76 over the previous formulations is that the integral over the $\boldsymbol{U}$ and $\boldsymbol{Z}$ coordinates are factorized, so they can be evaluated separately with the well-known analytic formula for the integral of a multidimensional Gaussian function, ${ }^{295}$

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d^{N} \boldsymbol{x} e^{-\boldsymbol{x}^{T} \boldsymbol{B} \boldsymbol{x}+\boldsymbol{v}^{T} \boldsymbol{x}}=\frac{(\sqrt{\pi})^{N}}{(\operatorname{det} \boldsymbol{B})^{1 / 2}} \exp \left(\frac{1}{4} \boldsymbol{v}^{T} \boldsymbol{B}^{-1} \boldsymbol{v}\right) \tag{4.78}
\end{equation*}
$$

Using Eq. 4.78 to solve the integrals in Eq. 4.76, the following final result is obtained,

$$
\begin{equation*}
\chi(t)=\sqrt{\frac{\operatorname{det}(\overline{\boldsymbol{a}} \overline{\overline{\boldsymbol{a}}})}{(i \hbar)^{2 N} \operatorname{det}(\boldsymbol{C D})}} \times \exp \left(-\boldsymbol{K}^{\mathrm{T}} \overline{\boldsymbol{d}} \boldsymbol{K}+\boldsymbol{v}^{\mathrm{T}} \boldsymbol{D}^{-1} \boldsymbol{v}\right) \tag{4.79}
\end{equation*}
$$

Eq. 4.79 is the key result for the TD formulation of vibronic spectroscopy. Indeed, it expresses analytically the transition dipole moment autocorrelation function for any time $t$, so that spectra can be computed at the FC level as discrete Fourier transform by means, for example, of a Fast Fourier Transform (FFT) algorithm.

### 4.4.2 Inclusion of HT terms

The autocorrelation function $\chi(t)$ is the only quantity needed to compute the spectrum at the FC level. When HT terms are also included in the expansion given in Eq. 4.17, the other tensors in Eq. 4.65 needs to be computed. Let us start begin from the first-order terms, namely $\chi_{l}(t)$ and $\chi^{l}(t)$. The same strategy employed for the FC case up to Eq. 4.68 is used here to recast $\chi_{l}(t)$ as,

$$
\begin{align*}
\chi_{l}(t)= & \int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}} \int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}^{\prime} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}}^{\prime}\langle\overline{\boldsymbol{Q}} \mid \overline{\overline{\boldsymbol{Q}}}\rangle  \tag{4.80}\\
& \langle\overline{\overline{\boldsymbol{Q}}}| \overline{\overline{\mathcal{Q}}}_{l} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left|\overline{\overline{\boldsymbol{Q}}}^{\prime}\right\rangle\left\langle\overline{\overline{\boldsymbol{Q}}}^{\prime} \mid \overline{\boldsymbol{Q}}^{\prime}\right\rangle\left\langle\overline{\boldsymbol{Q}}^{\prime}\right| e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle
\end{align*}
$$

$\left\langle\overline{\bar{Q}}_{l}\right|$ is an eigenbra of $\overline{\overline{\mathcal{Q}}}_{l}$, thus,

$$
\begin{equation*}
\langle\overline{\overline{\boldsymbol{Q}}}| \overline{\overline{\mathcal{Q}}}_{l} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left|\overline{\overline{\boldsymbol{Q}}}^{\prime}\right\rangle=\langle\overline{\overline{\boldsymbol{Q}}}| \overline{\bar{Q}}_{l} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left|\overline{\overline{\boldsymbol{Q}}}^{\prime}\right\rangle \tag{4.81}
\end{equation*}
$$

As a consequence, the integrand is simply scaled by a factor equal to $\overline{\bar{Q}}_{l}$, which can be rewritten in terms of $\mathbf{U}$ and $\mathbf{Z}$ from Eq. 4.75 as,

$$
\begin{align*}
\langle\overline{\boldsymbol{Q}}| \overline{\bar{Q}}_{l} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle= & \frac{1}{\sqrt{2}}\langle\overline{\boldsymbol{Q}}| U_{l} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} e^{-\overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle  \tag{4.82}\\
& +\frac{1}{\sqrt{2}}\langle\overline{\boldsymbol{Q}}| Z_{l} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle
\end{align*}
$$

With the previous equation, $\chi_{l}(t)$ can be computed in terms of the FC autocorrelation function $\chi(t)$ given in Eq. 4.76. First, the second term, involving $Z_{l}$, of the previous equation can be rewritten as,

$$
\begin{align*}
& \langle\overline{\boldsymbol{Q}}| Z_{l} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle=\mathrm{Y}(t) \exp \left(-\boldsymbol{K}^{\mathrm{T}} \overline{\boldsymbol{d}} \boldsymbol{K}\right)} \\
& \times \int \mathrm{d} \boldsymbol{Z} Z_{l} \exp \left(-\frac{1}{2} \boldsymbol{Z}^{\mathrm{T}} \boldsymbol{D} \boldsymbol{Z}-\sqrt{2} \boldsymbol{v}^{\mathrm{T}} \boldsymbol{Z}\right) \int \mathrm{d} \boldsymbol{U} \exp \left(-\frac{1}{2} \boldsymbol{U}^{\mathrm{T}} \boldsymbol{C} \boldsymbol{U}\right) \tag{4.83}
\end{align*}
$$

At a given time $t, \chi_{l}(t)$, is a function of $\boldsymbol{v}, \boldsymbol{C}$ and $\boldsymbol{D}$. The integral given in Eq. 4.83 can be expressed in terms of derivatives of $\chi(t)$ with respect to elements of $\boldsymbol{v}$ as,

$$
\begin{equation*}
\frac{\partial \chi(t)}{\partial v_{l}}=-\sqrt{2}\langle\overline{\boldsymbol{Q}}| Z_{l} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle \tag{4.84}
\end{equation*}
$$

The integral containing $U_{k}$ vanishes by symmetry since the integrand is odd with respect to $U_{k}$. The final result is thus,

$$
\begin{align*}
\chi_{l}(t)=-\frac{1}{2} \frac{\partial \chi(t)}{\partial v_{l}} & =-\frac{1}{2} \chi(t)\left[\sum_{m=1}^{N_{\text {vib }}} D_{l m}{ }^{-1} v_{m}+\sum_{m=1}^{N_{\text {vib }}} D_{m l}{ }^{-1} v_{m}^{\star}\right]  \tag{4.85}\\
& =-\frac{1}{2} \chi(t) \eta_{l}
\end{align*}
$$

where the derivative of the FC autocorrelation function has been evaluated by differentiation of the final result given in Eq. 4.79. The $\boldsymbol{\eta}$ vector has been defined as,

$$
\begin{equation*}
\boldsymbol{\eta}=\boldsymbol{D}^{-1} \boldsymbol{v}+\left\{\boldsymbol{D}^{-1}\right\}^{T} \boldsymbol{v}^{\star}=2 \boldsymbol{D}^{-1} \Re(\boldsymbol{v}) \tag{4.86}
\end{equation*}
$$

where the last equality follows from the fact that $D$ is symmetric. The calculation of $\chi^{l}(t)$ is analogous to $\chi_{l}(t)$, with the only difference that, when the closure relation given in Eq. 4.67 is applied, $\overline{\overline{\mathcal{Q}}}_{l}$ acts on the ket vector $\left|\overline{\overline{\boldsymbol{Q}}}^{\prime}\right\rangle$ instead of the $\langle\overline{\boldsymbol{Q}}|$ with eigenvalue $\overline{\bar{Q}}_{l}^{\prime}$. From Eq. 4.75, it follows that,

$$
\langle\overline{\boldsymbol{Q}}| e^{\left.-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}} \overline{\overline{\mathcal{Q}}}_{l} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle=\frac{1}{\sqrt{2}}\langle\overline{\boldsymbol{Q}}| e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left(Z_{l}-U_{l}\right) e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle . . . \begin{array}{ll} \tag{4.87}
\end{array}\right)}
$$

Hence, $\chi_{l}(t)=\chi^{l}(t)$, since the integral containing $U_{k}$ is null. The extension of this approach to higher-order correlation functions is straightforward. For example, the second-order tensor $\chi_{j}^{l}(t)$, which is the only quantity, in addition to $\chi_{l}(t)$ and $\chi^{l}(t)$, needed to compute spectra at the HT level, can be expressed as follows,

$$
\begin{equation*}
\chi_{j}^{l}(t)=\frac{1}{2}\langle\overline{\boldsymbol{Q}}|\left(Z_{j}+U_{j}\right) e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}}\left(Z_{l}-U_{l}\right) e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle \tag{4.88}
\end{equation*}
$$

As already discussed above, only terms containing odd powers of $\boldsymbol{U}$ are nonnull, thus Eq. 4.88 can be rewritten as,

$$
\begin{align*}
\chi_{j}^{l}(t)= & \frac{1}{2}\langle\overline{\boldsymbol{Q}}| Z_{j} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} Z_{l} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle  \tag{4.89}\\
& -\frac{1}{2}\langle\overline{\boldsymbol{Q}}| U_{j} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} U_{l} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle
\end{align*}
$$

Also in this case, the two terms of the previous equation can be efficiently computed as derivatives of $\chi(t)$. The first term can be expressed in two possible ways:

$$
\begin{equation*}
\langle\overline{\boldsymbol{Q}}| Z_{j} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} Z_{l} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle=-2 \frac{\partial \chi(t)}{\partial D_{j l}}=\frac{1}{2} \frac{\partial^{2} \chi(t)}{\partial v_{j} \partial v_{l}} \tag{4.90}
\end{equation*}
$$

To evaluate the previous expressions, the following properties of derivatives of a general matrix $\boldsymbol{A}$, are useful,

$$
\begin{aligned}
\frac{\partial \operatorname{det}(\boldsymbol{A})}{\partial A_{i j}} & =\operatorname{det}(\boldsymbol{A})\left(\boldsymbol{A}^{-1}\right)_{i j} \\
\frac{\partial A^{-1}{ }_{k l}}{\partial A_{i j}} & =-\left(\boldsymbol{A}^{-1}\right)_{k i}\left(\boldsymbol{A}^{-1}\right)_{j l}
\end{aligned}
$$

Using the previous relations, the quantity defined in Eq. 4.90 can be computed, starting with $\partial \chi(t) / \partial D_{j l}$ as,

$$
\begin{align*}
-2 \frac{\partial \chi(t)}{\partial D_{j l}} & =-\frac{1}{2 \operatorname{det}(\boldsymbol{D})} \frac{\partial \operatorname{det}(\boldsymbol{D})}{\partial D_{j l}} \chi(t)+\frac{\partial}{\partial D_{j l}}\left(\boldsymbol{v}^{T} \boldsymbol{D}^{-1} \boldsymbol{v}\right) \chi(t) \\
& =D^{-1}{ }_{j l} \chi(t)+2 \chi(t) \sum_{a, b=1}^{N_{\text {vib }}} D^{-1}{ }_{a l} D^{-1}{ }_{j b} v_{a}^{\star} v_{b}  \tag{4.91}\\
& =\chi(t)\left(2 \eta_{j} \eta_{l}+D^{-1}{ }_{j l}\right)
\end{align*}
$$

If instead the integral is computed from the second equality of Eq. 4.90, the following result is obtained:

$$
\begin{align*}
\frac{1}{2} \frac{\partial^{2} \chi(t)}{\partial v_{j} \partial v_{l}}=\frac{1}{2} \chi(t) & {\left[\sum_{m=1}^{N_{\text {vib }}} D_{j m}^{-1} v_{m}+\sum_{m=1}^{N_{\text {vib }}} D_{m j}-1 v_{m}^{\star}\right] } \\
& \times\left[\sum_{m=1}^{N_{\text {vib }}} D_{l m}{ }^{-1} v_{m}+\sum_{m=1}^{N_{\text {vib }}} D_{m l}-1 v_{m}^{\star}\right]+\frac{1}{2} \chi(t)\left(D^{-1}{ }_{j l}+D^{-1}{ }_{l j}\right) \\
& =\chi(t)\left[2 \eta_{j} \eta_{l}+\left(\boldsymbol{D}^{-1}\right)_{j l}\right] \tag{4.92}
\end{align*}
$$

which is, as expected, equivalent to Eq. 4.91. The calculation of the second term of Eq. 4.89 can be recast as,

$$
\begin{equation*}
\langle\overline{\boldsymbol{Q}}| U_{j} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} U_{l} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle=-2 \frac{\partial \chi(t)}{\partial C_{j l}} \tag{4.93}
\end{equation*}
$$

and the calculation of the derivative of the FC autocorrelation function with respect to $C_{j l}$ is easier, since the dependence of $\chi(t)$ on $C$ appears only in the prefactor $\mathrm{Y}(t)$ (see Eq. 4.79). By considering that,

$$
\begin{equation*}
\frac{\partial \chi(t)}{\partial C_{j l}}=-\frac{1}{2}\left(C^{-1}\right)_{j l} \chi(t) \tag{4.94}
\end{equation*}
$$

the final result is the following:

$$
\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{Q}}}_{j} e^{\left.\left.-\overline{\overline{\mathcal{H}}} \overline{\overline{\mathcal{H}}} \overline{\mathcal{Q}}_{l} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle=\left(\boldsymbol{C}^{-1}\right)_{j l} \chi(t)+\chi(t)\left[2 \eta_{j} \eta_{l}+\left(\boldsymbol{D}^{-1}\right)_{j l}\right] .\right] . \begin{array}{ll} 
 \tag{4.95}\\
\end{array}\right] .}
$$

Please note that only the real part of the matrix elements is used in the derivations. For the sake of readability, the real-part symbol was omitted, so that $\partial \chi(t) / \partial v_{l}$ should be read as $\partial \chi(t) / \partial \Re\left(v_{l}\right)$. The same holds for the derivatives with respect to elements of $C$.
To conclude, is is important to make a note on the computational cost associated to the evaluation of the autocorrelation function, both at the FC and at the FCHT level. As can be easily seen from Eq. 4.79, the bottleneck associated to the computation of $\chi(t)$ is the inversion of the $\boldsymbol{C}$ and $\boldsymbol{D}$ matrices that are, for the AH and VH models, non-diagonal. The calculation of the inverse is performed by means of LU decomposition, ${ }^{124}$ which allows to compute also the determinant of $\boldsymbol{C}$ and $\boldsymbol{D}$, entering in the prefactor $\mathrm{Y}(t)$ of Eq. 4.79. Since the cost of the LU decomposition grows with the third power of the dimension of the matrices, the scaling of the overall algorithm is $N_{\text {vib }}^{3}$. As already mentioned above, the Fourier integral is computed through a numerical evaluation, by sampling $\chi(t)$ on a discrete grid of $N_{\text {grid }}$ points, thus the overall scaling of the algorithm is $N_{\text {grid }} \times N_{\text {vib }}^{3}$. This scaling is much more favorable if $\boldsymbol{J}=\boldsymbol{I}$ as, for example, in the VG and AS cases. In those cases, the $\boldsymbol{C}$ and $\boldsymbol{D}$ matrices are defined as,

$$
\begin{equation*}
C=\overline{\bar{c}}+\bar{c} \quad D=\overline{\bar{c}}+\bar{d} \tag{4.96}
\end{equation*}
$$

and thus are both diagonal, so their inverses scale linearly with the number of modes $N_{\text {vib }}$.
The scaling increases if HT terms are included. First of all, the number of terms to be included in the expansion given in Eq. 4.64 grows as $\mathcal{O}\left(N_{\text {vib }}^{2}\right)$. The evaluation of each term requires the calculation of the $\boldsymbol{\eta}$ vector, since the elements of $\boldsymbol{C}^{-1}$ and $\boldsymbol{D}^{-1}$ are already available from the FC calculation. The cost of the evaluation of $\boldsymbol{\eta}$ is proportional to $N_{\text {vib }}^{2}$, thus is still negligible with respect to the matrix inversion. However, we note that, if the $\chi_{j}^{l}(t)$ tensors are evaluated directly using, for example, the first relation of Eq. 4.92 with an actual summation for each term, without storing the $\boldsymbol{\eta}$ vector as an intermediate quantity, the computational cost would increase significantly, since the elements of $\boldsymbol{\eta}$ would be computed several times for each iteration.

### 4.5 Selected applications

The theoretical framework presented above, including both the support of internal coordinates and the TD formulation is now applied to the simulation of vibronic spectra of two medium-sized organic molecules. The first case is imidazole, whose absorption spectrum will be studied both in vacuum and in solvent, where solvation effects will be included both with the Polarizable Continuum Model (PCM) and by performing QM calculation on a cluster consisting of imidazole and two explicit water molecules. As will be discussed in the following, the structural changes associated to the electronic excitation differ if solvent effects are included, and only a proper choice of the internal coordinates provides a reliable reproduction of the vibronic bandshape.
The second test-case studied here is a camphore derivative, namely the epicamphore. For this molecular system, the theoretical models outlined above will be used to simulate its ECD spectrum, with particular care on the impact of the choice of the vibronic model and of the coordinate system on the final spectrum. In all cases, the calculations were performed at the DFT (for ground states) and TD-DFT level (for excited states), using the B3LYP exchange-correlation functional and the SNSD basis set. ${ }^{296}$

### 4.5.1 OPA spectrum of imidazole in water

Imidazole derivatives are interesting models to more complex biological systems, like histidine, as their spectroscopic properties can provide some insights on the latter's. Therefore, several studies, both experimental and theoretical, are available for a wide range of imidazole derivatives. ${ }^{297,298,299}$ Here, we will study the onephoton absorption spectrum of imidazole, with particular care on the effect of the choice of the coordinates on the final bandshape. We will focus on the first band of the OPA spectrum of imidazole, corresponding to a $\pi \rightarrow \pi^{*}$ excitation, to the $S_{2}$ electronic excited state (see Fig. 4.2 for a representation


Figure 4.2: Graphical representation of the equilibrium geometry of the $S_{0}$ (in yellow) and $S_{2}$ (in blue) electronic states of imidazole, computed in vacuum at the B3LYP/SNSD level. of the equilibrium geometries in each electronic state).
The comparison of the computed OPA spectra obtained with Cartesian coordinates, DICs and WICs (see Sec. 4.2 for details) within both TD (solid lines) and TI (dashed lines) approaches is reported in Fig. 4.4. In all cases, solvent effects were neglected. Furthermore, vibronic simulations were performed at the $\mathrm{AH} \mid \mathrm{FC}$ level, thus explicitly optimizing the geometry of the $\mathrm{S}_{2}$ electronic state, and taking into account mode-mixing effects. We note that the bandshape of the three spectra obtained with the different coordinates systems
are very close. As noticed from Fig. 4.2, where the equilibrium geometries of the $S_{0}$ and $S_{2}$ states are reported after superposition, the geometrical deformation between the two electronic states is negligible. As mentioned above, for small geometrical rearrangements, all coordinate systems give equivalent results. It is also noteworthy that, within the same coordinates system, equivalent results are obtained with the TD and TI algorithms. In the same way, this is a consequence of the limited geometrical deformation between the two electronic states too since this means that mode-mixing effects (corresponding to off-diagonal terms of $\boldsymbol{J}$ ) are small, and the elements of the shift vector $\boldsymbol{K}$ have low magnitude. As a result, the efficiency of the prescreening scheme in the TI algorithm does not need to be particularly efficient, and a nearly complete convergence ( $>99 \%$ ) is easily obtained here. This means, in practice, that all non-negligible terms are included in the sum-over-states expansion, and thus the TI results must be equivalent to the TD ones, which are fully converged by definition.
In Fig. 4.5, the same comparison is reported for calculations performed including solvent effects (water) by means of the polarizable continuum model (PCM). Vibronic simulations were performed at the $\mathrm{AH} \mid \mathrm{FC}$ level with different coordinate systems, employing however only the TD algorithm. Indeed, TI calculations led to poor convergences ( $<$ $20 \%$ ) in all cases. As for calculations in vacuum, this trend can be understood on the basis of the geometrical deformation associated to the electronic excitation.
As shown in Fig. 4.3, in this case, even if the five-membered ring is planar in the $S_{0}$ electronic state, a significant out-of-plane deformation occurs after the transition to the $S_{2}$


Figure 4.3: Graphical representation of the equilibrium geometry of the $S_{0}$ (in yellow) and $\mathrm{S}_{2}$ electronic states of imidazole, computed at the B3LYP/SNSD level. Solvent effects (water) were included by means of PCM. excited state. As remarked before, those deformations are described inaccurately in Cartesian coordinates, resulting in a poor definition of the Duschinsky matrix $J$, with large, unphysical modecouplings that make a large number of vibronic progressions active, thus leading to an overestimation of the vibronic broadening. This is highlighted in Fig. 4.5, where, even if a relatively small half-width at half-maximum (HWHM) of $100 \mathrm{~cm}^{-1}$ is used to reproduce broadening effects for each vibronic peak, the overall broadening is clearly overestimated, with a band spanning over $20000 \mathrm{~cm}^{-1}$. This inaccuracy is corrected in the DIC and WIC spectra, and in both cases the overall broadening is smaller. We also note that the two internal coordinates sets (DICs and WICs) provide nearly equivalent results. This means that the non-redundant coordinates obtained from the SVD of the redundant $\boldsymbol{B}$ matrix already decouples internal coordinates of different types, and thus a further decoupling is not necessary.
As already mentioned above, the inaccurate description of large-amplitude motions in terms of Cartesian coordinates leads to large off-diagonal terms in




Figure 4.4: Theoretical OPA spectrum for the $\mathrm{S}_{2} \longleftarrow \mathrm{~S}_{0}$ transition of imidazole in vacuum at the TD (solid lines) and TI (dashed lines) AH|FC levels using Cartesian coordinates (red lines) DICs (green lines) and WICs (blue lines). Gaussian distribution functions with HWHM of $300 \mathrm{~cm}^{-1}$ have been used to simulate the broadening effects. The highest value of absorbance in cartesian coordinates is approximately 5.25 lower than the one obtained using DICs.
$\boldsymbol{J}$, which are not present in internal coordinates. The nearly block-diagonal structure of the Duschinsky matrix in internal coordinates opens the possibility of treating normal modes belonging to different blocks at different levels of approximation. For instance, anharmonic models may be used for a limited number of low-frequency modes, while the harmonic approximation is used for the other vibrations. The development of such anharmonic models will be described in details in Chapter 6, and here we will only verify the block-diagonal structure of $J$ in DICs. For imidazole, the reduceddimensionality scheme described above identifies five strongly mixed normal modes (the five lowest-energy ones), which are however decoupled from the others. Indeed, this block can be identified by setting $\eta=0.8$ in the algorithm used in the RD calculations. In Fig. 4.6, the spectrum obtained by neglecting the coupling elements of $\boldsymbol{J}$ between modes of different blocks is reported, together with the spectrum obtained using the full expression of $\boldsymbol{J}$. The overall shape of the two spectra is quite similar, with a slightly narrower and more resolved shape with the block-shaped $J$. This result confirms the fact that couplings between the modes belonging to different blocks are small. This also confirms that the effect of LAMs can be recovered, as a first approximation, with symmetric broadening functions, provided that internal coordinates are employed.


Figure 4.5: Theoretical OPA spectra of imidazole in water simulated at the TD AH|FC level with Cartesian coordinates (red line), DICs (green line) and WICs (blue line). Gaussian broadening functions with HWHMs of $100 \mathrm{~cm}^{-1}$ have been used to simulate broadening effects.

In order to test the impact of the choice of the vibronic model, the OPA spectrum of imidazole has been simulated also with VH as well. The theoretical spectra calculated at the TD VH|FC level using Cartesian coordinates and DICs are reported in Fig. 4.7. At the equilibrium geometry of $S_{0}$, two normal modes in the $S_{2}$ electronic state have imaginary frequencies, so they cannot be described at the harmonic level. As already mentioned for the RD scheme, a proper treatment of those normal modes would require the inclusion of anharmonicity. However, as a first approximation, they can be neglected, by


Figure 4.6: Theoretical OPA spectra of imidazole in water simulated at the TD AH|FC level using DICs with the full Duschinsky matrix $\boldsymbol{J}$ (solid green line) and a block Duschinsky matrix, where the coupling elements between the five lowest energy normal modes and the other modes have been neglected. Gaussian broadening functions with HWHM of $100 \mathrm{~cm}^{-1}$ have been used to simulate the broadening effects.


Figure 4.7: Theoretical OPA spectra of the $S_{2} \longleftarrow \mathrm{~S}_{0}$ transition of imidazole in water simulated at the TD VH|FC level using cartesian (red line) and delocalized internal coordinates (green line). Gaussian broadening functions with an HWHM of 100 $\mathrm{cm}^{-1}$ (solid line) and $300 \mathrm{~cm}^{-1}$ (dashed line) have been used to simulate broadening effects.
uncoupling them from the others using the RD scheme presented earlier. In the Cartesian case, $\eta$ must be set to 0.4 to remove only the two imaginary frequency modes, whereas in internal coordinates it can be set to 0.7 . This suggests that they are more mixed in the Cartesian representation than when DICs are used. Even if the theoretical spectra obtained using the different coordinates systems are nearly equivalent (only slight differences can be detected in the spectrum, where a broadening function with an HWHM of 100 $\mathrm{cm}^{-1}$ is used), the definition of the Duschinsky transformation changes significantly.


Figure 4.8: Graphical representation of the Duschinsky matrix $\boldsymbol{J}$ for the $S_{2} \longleftarrow S_{0}$ transition of imidazole in water at the VH|FC level using Cartesian (left panel) and internal coordinates (right panel). The representation is obtained as follows: the elements $J_{j i}^{2} /\left(\sum_{i=1}^{N_{\text {vib }}} J_{j i}^{2}\right)$ are calculated and a shade of gray is associated to each element $(j, i)$ in the figure based on the equivalence 0 : white; 1 : black.

As shown in the graphical representation of $\boldsymbol{J}$ reported in Fig. 4.8, the couplings between the two normal modes associated to imaginary frequencies and the others is larger in the Cartesian case than in the internal one. For example, mode $\overline{\overline{1}}$ (ring deformation) is mostly coupled to the mode $\overline{2}$ (ring deformation) in internal coordinates, whereas 4 modes ( $\overline{\overline{1}}-\overline{\overline{4}})$ are needed to describe the projection on the initial state modes in the Cartesian representation. As for the low-frequency modes discussed before, imaginary-frequency modes in internal coordinates are less coupled to the rest of the system, paving the route toward a more accurate treatment for them using, for example, low-dimensional anharmonic models. We should note however, that a notable coupling has been neglected to build the block, an approximation, which should be first tested before aiming at more accurate results.
Specific solvent effects have been simulated by including two explicit water


Figure 4.9: Graphical representation of the Sharp and Rosenstock matrix $C$ for the $S_{2} \longleftarrow S_{0}$ transition of imidazole in water at the $\mathrm{VH} \mid \mathrm{FC}$ level. The representation is obtained by calculating the square of the elements of $C$ and normalizing them with respect to the maximum value of $\left\{C_{i j}\right\}^{2}(0.51$ for Cart., 0.32 for DICs in both cases). In order to facilitate the visual comparison, the highest maximum (0.51) was used to divide each element of the three matrices. A shade of gray is associated to each element $(i, j)$ in the figure with white for 0 and black for 1 .
molecules in the QM calculation (a graphical representation of the imidazole$2\left(\mathrm{H}_{2} \mathrm{O}\right)$ cluster is reported in Fig. 4.10). The results of the vibronic simulations, carried out at the TD AH|FC level, are reported in Fig. 4.11. Even for this case, the spectrum in Cartesian coordinates is much more broadened with respect to the ones in internal coordinates. For the simulations performed using DICs (green lines), both the standard algorithm used to generate the molecular topology (dashed line), and the one developed to support the presence of hydrogen bonds described in Chapter 2 (solid line), have been used. Even if the results obtained with the two different algorithms are nearly equivalent, the definition of the Duschinsky transformation changes significantly. The most significant changes are visible in the Sharp and Rosenstock $C$ matrix. ${ }^{266,277}$ As discussed in the previous sec-


Figure 4.10: Structure of the cluster imidazole- $2 \mathrm{H}_{2} \mathrm{O}$ used in the vibronic simulations. tions, within the recursive formulation proposed by Ruhoff, ${ }^{279}$ the FC integrals between two vibronic states can be related to lower-quanta ones through those matrices, and the influence of the coupling between the final state modes on the FC integrals is directly related to $\boldsymbol{C}$. The $\boldsymbol{C}$ matrix calculated using Cartesian coordinates, DICs with the standard connectivity and DICs with modified connectivity in the presence of H bonds are reported in Fig. 4.9. We note that the number of off-diagonal couplings between the modes is larger in the Cartesian representation than for any internal coordinate set, which would mean a greater contribution from combination bands in theory and often more low-intensity transitions. Furthermore, using DICs, the structure of $\boldsymbol{C}$ changes with the topology used. Indeed, even if for the high-energy modes the elements of $C$ are nearly equivalent, for the lowest frequency modes, involving variations of the hydrogen bonds, the couplings with the other modes are significantly smaller when the modified topology is used. This example shows that, in the presence of weak bonds, such as hydrogen bonds, a careful choice of the coordinate system is critical to describe correctly the normal modes and especially to limit their coupling, even if those differences have a negligible impact on the final vibronic spectrum.

### 4.5.2 ECD spectrum of (1S)-dehydro-epicamphore

The third system, which has been chosen to test the reliability of our theoretical formulation is ( $1 \mathrm{~S}, 4 \mathrm{R}$ )-4,7,7-trimethylbicyclo[2.2.1]hept-5-en-2-one (the structure is reported in Fig. 4.12), also known as (1S)-dehydro-epicamphor. The molecule will be referred in the following simply as epicamphore.


Figure 4.11: Theoretical OPA spectra of the $S_{2} \longleftarrow S_{0}$ transition of imidazole in water, where solvent effects have been simulated adding two explicit water molecules in the QM calculation. All simulations have been performed at the TD AH|FC level, using cartesian (red line), delocalized (green line) and weighted internal coordinates (blue line) using the standard connectivity matrix (solid lines) and the one, which has been modified to support the presence of hydrogen bonds (dashed lines). Gaussian distribution functions with HWHM of 100 $\mathrm{cm}^{-1}$ have been used to reproduce broadening effects.

From a theoretical point of view, the definition of a non-redundant set of internal coordinates for this system and, more in general, for bicyclic compounds, is quite challenging. In fact, due to its complex topology, with two fused rings, the definition of a non-redundant Z-matrix is far from being straightforward. On the other hand, DICs and WICs can be easily built since only the molecular topology is required. While for several years only the ECD and the CPL spectra of (1R)-camphorquinone had been measured, ${ }^{300}$ an extensive study of the experimental ECD and CPL spectra of camphore derivatives has been provided recently by Longhi and co-workers. ${ }^{301}$ Thanks to this extensive experimental study, the reliability of the computational model can be


Figure 4.12: Graphical representation of the molecular structure of (1S)-dehydroepicamphor. checked on more systems. Here, we will focus on epicamphor since, because of its flexibility upon the electronic excitation, which makes the choice of the coordinates system critical to obtain a correct reproduction of the vibronic bandshape of the ECD spectrum.

The first bright absorption of epicamphor is associated to the $S_{1} \leftarrow S_{0}\left(\pi \rightarrow \pi^{*}\right)$ electronic transition. The graphical representation of the equilibrium geometries of the two electronic states, reported in Fig. 4.13, shows that the largest distortion involves an out-of-plane motion of the carbonyl group. This deformation, as already pointed out by Longhi and co-workers, ${ }^{301}$ defines the sign of the ECD and CPL spectrum according to the so-called octant rule. ${ }^{281}$
The ECD spectra of epicamphore calculated at the TD AH|FC level using different coordinates systems are reported in Fig. 4.14 Similarly to imidazole, DICs and WIC s give nearly equivalent results, therefore further supporting the reliability of the simpler DICs algorithm. However, the spectrum obtained in Cartesian coordinates is significantly broader and less intense (by a factor of about 10). For imidazole, the difference between the coordinate systems was detectable from a visual analysis of the structure of both the Duschinsky matrix $\boldsymbol{J}$ and the Sharp and Rosenstock $C$ matrix.
However, as shown in Fig. 4.15 (top panels), in this case little differences are visible between $\boldsymbol{J}_{\boldsymbol{x}}$ and $\boldsymbol{J}_{\boldsymbol{s}}$. The difference between the two sets of coordinates is more evident from the structure of the $C$ matrix, which is remarkably more diagonal when DICs are used, as shown in the lower panel of Fig. 4.15


Figure 4.14: Theoretical ECD spectrum for the $\mathrm{S}_{1} \longleftarrow \mathrm{~S}_{0}$ transition of epicamphor calculated at the TD AH|FC level using Cartesian coordinates (solid red line), DICs (solid green line) and WICs (solid blue line). Gaussian distribution functions with HWHMs of $100 \mathrm{~cm}^{-1}$ have been used to reproduce broadening effects.
(the plot of the matrices obtained with WICs are not reported, and are equivalent to DICs). In more detail, in Cartesian coordinates, a large coupling between the out-of-plane $\mathrm{C}=\mathrm{O}$ wagging (the lowest energy mode, number 1) and the $\mathrm{C}=\mathrm{O}$ stretching (mode 47), is present. This large coupling arises from the inaccurate description of out-of-plane motions as linear combinations of Cartesian coordinates, and it disappears when DICs are employed.
The theoretical results have been next compared with the spectrum recorded by Longhi and co-workers, ${ }^{301}$ shown in Fig. 4.16. It is noteworthy that, even if the resolution of the experimental spectrum is low, and single vibronic peaks cannot be detected, the reproduction of the overall bandshape is rather poor in Cartesian coordinates, since the convolution of all the vibronic transitions gives an excessively broadened spectrum. With DICs, the agreement between experimental and theoretical spectra becomes satisfactory, even if a constant shift between the two spectra is still present. Since the experimental spectrum has been recorded in ethanol solution, the optimized structures and frequencies of both electronic states have been calculated in this solvent too, using the IEF-PCM. ${ }^{302,303}$ At this level, the absolute position of the spectrum is reproduced satisfactorily, and the bandshape does not change significantly. For the sake of completeness, HT effects have been included in the simulation as well. However, unlike other camphore derivatives, ${ }^{304}$ in this case HT effects are negligible and the $\mathrm{AH} \mid \mathrm{FC}$ and the $\mathrm{AH} \mid \mathrm{FCHT}$ spectra are nearly superimposable.


Figure 4.15: Graphical representation of the Duschinsky matrix $\boldsymbol{J}$ (upper panels) and of the Sharp and Rosenstock matrix $\boldsymbol{C}$ (lower panels) for the $\mathrm{S}_{1} \longleftarrow \mathrm{~S}_{0}$ transition of epicamphor in vacuum simulated at the TD AH $\mid$ FC level using Cartesian coordinates (left panels) and DICs (right panels). The representations are the same as in Fig. 4.8 (for $\boldsymbol{J}$ ) and Fig. 4.9 (for $\boldsymbol{C}$ ).


Figure 4.16: Comparison between the experimental ECD spectrum for the $S_{1} \longleftarrow S_{0}$ transition of epicamphor (taken from Ref. ${ }^{301}$ ) and the theoretical results in Cartesian coordinates and DICs computed at the TD AH|FC levels in vacuum and solvent (ethanol). Solvent effects have been included by means of PCM. Gaussian distribution functions with HWHMs of 100 $\mathrm{cm}^{-1}$ have been used to reproduce the broadening effects.

### 4.6 Calculation of rate of non-radiative processes

In the previous sections, a general TD theoretical framework was applied to the calculation of different electronic spectra. However, the same framework can be generalized also to compute rates of radiative and non-radiative processes. In fact, in the previous derivation, the rate of absorption and emission of light was linked to their respective cross section, and then to experimental observable, through the Beer-Lambert law. However, the microscopic rates can be directly used to compute rates of different radiative and non-radiative processes.
This section is organized as follows: in the first part, the generalization of the TD method to the calculation of rates of three different processes, namely the inter-system crossing (ISC), the internal conversion (IC) and the fluorescence, withing an adiabatic picture, will be presented. Then, the framework will be extended to support a diabatic representation of the molecular states, highlighting the main different with the adiabatic case.

### 4.6.1 The adiabatic picture

As a first step, the formulation of the TD framework for the calculation of fluorescence and ISC rates will be presented. In fact, this extension is much simpler than the one needed to compute IC rates, which will be discussed later in detail.

Let us begin with the analysis of ISC processes. In ISC, the molecular transitions of interest involve vibrational levels of two electronic states of different spin symmetry, like a singlet and a triplet. The molecular Hamiltonian given in Eq. 2.1 does not depend on the spin variables, and thus it could not take into account transitions between states of different symmetry. However, it is well known ${ }^{36,305}$ that Eq. 2.1 holds only in the non-relativistic limit. When relativistic effects are included, couplings between states of different spin, known as spin-orbit coupling (SOC), appear. Without going into details, these terms will be collected here in a single operator $\mathcal{H}_{\mathrm{SO}}$, which has non-null cross matrix elements between electronic states of different spins. For non-heavy atoms, this term is usually small compared to the other interactions included in Eq. 2.1, thus its effect can be included through first-order perturbation theory, by taking as a reference $\mathcal{H}_{\mathrm{mol}}$. In this case too, we will employ the adiabatic representation, thus neglecting non-adiabatic effects. Within this framework, the initial and final vibronic states of a transition, where vibronic has the meaning given at the beginning of the chapter, can be represented as $|\bar{\phi}\rangle\left|\bar{\psi}_{i}\right\rangle$ and $|\bar{\phi}\rangle\left|\bar{\psi}_{f}\right\rangle$, where $\bar{\phi}$ and $\bar{\phi}$ are electronic states with different spin symmetry. As for the radiative case, also here the transition probability $p_{i f}$ between the two states introduced above can be derived through the FGR given Eq. 2.9. The main difference with the absorption case is that, in ISC, the perturbation is not represented by a time-dependent electromagnetic field, but by the time-independent Hamiltonian $\mathcal{H}_{\mathrm{sO}}$. A derivation similar to the one aready described above leads to the following relation, ${ }^{292,306,307}$

$$
\begin{equation*}
\left.k_{m n}=\frac{2 \pi}{\hbar}\left|\left\langle\bar{\phi} \bar{\psi}_{i}\right| \mathcal{H}_{\mathrm{SO}}\right| \overline{\bar{\phi}} \bar{\psi}_{f}\right\rangle\left.\right|^{2} \delta\left(\overline{\bar{E}}_{f}-\bar{E}_{i}\right) \tag{4.97}
\end{equation*}
$$

where $k_{i f}$ is the rate constant for the $\left|\bar{\phi} \bar{\psi}_{i}\right\rangle \rightarrow\left|\overline{\bar{\phi}} \overline{\bar{\psi}}_{f}\right\rangle$ transition. The overall rate constant $k^{\mathrm{ISC}}$ is obtained summing all the state-to-state constants $k_{i f}$ over all the possible initial and final states, by weighing the former by their respective population. In our derivation, thermal equilibrium for the initial electronic state will be assumed, thus the Boltzmann distribution is used. This approximation is valid if the ISC process is sufficiently slow, thus allowing the population of the initial state to reach equilibrium before the ISC begins. Under this approximation, the expression for the rate is the following:

$$
\begin{equation*}
\left.k^{\mathrm{ISC}}=\frac{2 \pi}{\mathrm{Z} \hbar} \sum_{i, f}\left|\left\langle\bar{\phi} \bar{\psi}_{i}\right| \mathcal{H}_{\mathrm{SO}}\right| \overline{\bar{\phi}} \bar{\psi}_{f}\right\rangle\left.\right|^{2} e^{-\beta \bar{E}_{i}} \delta\left(\left|\overline{\bar{E}}_{f}-\breve{\bar{E}}_{i}\right|+E_{\mathrm{ad}}\right) \tag{4.98}
\end{equation*}
$$

The main difference between Eq. 4.97 and its equivalent for the absorption case (see Eq. 4.51) is that the latter depends on the frequency of the incident light $\omega$, while this dependence is not present in the ISC case. The matrix element of the spin-orbit coupling $\mathcal{H}_{\text {SO }}$ can be approximated as a Taylor series, as done for the transition dipole moments,

$$
\begin{align*}
\left\langle\bar{\phi} \bar{\psi}_{i}\right| \mathcal{H}_{\mathrm{SO}}\left|\bar{\phi}_{\bar{\psi}}^{\bar{\psi}_{f}}\right\rangle & =H_{\mathrm{SO}}^{e}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)\left\langle\bar{\psi}_{i} \mid \overline{\bar{\psi}}_{f}\right\rangle \\
& +\sum_{i=1}^{N_{\mathrm{vib}}}\left(\frac{\partial H_{\mathrm{SO}}^{e}}{\partial Q_{i}}\right)_{\mathrm{eq}}\left\langle\bar{\psi}_{i}\right| Q_{i}\left|\overline{\bar{\psi}}_{f}\right\rangle \tag{4.99}
\end{align*}
$$

where the electronic component of the spin-orbit coupling $\mathcal{H}_{\mathrm{SO}}$ is given by,

$$
\begin{equation*}
\mathcal{H}_{\mathrm{SO}}^{e}=\langle\bar{\phi}| \mathcal{H}_{\mathrm{SO}}|\overline{\bar{\phi}}\rangle \tag{4.100}
\end{equation*}
$$

By combining the previous expansion with Eq. 4.98 and keeping, for the moment, only zeroth-order terms, $k^{\text {ISC }}$ can be expressed as, ${ }^{307,308}$

$$
\begin{equation*}
k^{\mathrm{ISC}}=\frac{2 \pi}{\hbar} H_{\mathrm{SO}}^{e}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)^{2} f\left(E_{\mathrm{ad}}, T\right) \tag{4.101}
\end{equation*}
$$

where the temperature-dependent FC weighted density of states (FC-DOS), $f\left(E_{\mathrm{ad}}, T\right)$ is defined as,

$$
\begin{equation*}
f\left(E_{\mathrm{ad}}, T\right)=\frac{1}{Z} \sum_{i, f}\left|\left\langle\bar{\psi}_{i} \mid \overline{\bar{\psi}}_{f}\right\rangle\right|^{2} e^{-\beta \bar{E}_{i}} \delta\left(\left|\stackrel{\overline{\bar{E}}}{f}-\breve{\bar{E}}_{i}\right|+E_{\mathrm{ad}}\right) \tag{4.102}
\end{equation*}
$$

As for the one-photon absorption and emission spectra, the TD formalism can be exploited to compute the FC-DOS. Following the same strategy used in the previous section, it is easy to show that, at the FC level, $k^{\mathrm{ISC}}$ can be computed as,

$$
\begin{equation*}
k^{\mathrm{ISC}}=H_{\mathrm{SO}}^{e}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)^{2} \int_{-\infty}^{+\infty} \mathrm{d} t e^{i E_{\mathrm{ad}} t} \chi(t) \tag{4.103}
\end{equation*}
$$

where the FC correlation function $\chi(t)$ has been given in Eq. 4.79. The extension of the previous expansion to HT effects is trivial, and $k^{\mathrm{ISC}}$ can be written in terms of the tensors defined in Eq. 4.65 as,

$$
\begin{align*}
k^{\mathrm{ISC}} & =\int_{-\infty}^{+\infty} \mathrm{d} t e^{i E_{\mathrm{ad}} t}\left[\chi(t) H_{\mathrm{SO}}^{e}\left(\overline{\bar{Q}}^{\mathrm{eq}}\right)^{2}+\sum_{k=1}^{N_{\mathrm{vib}}} H_{\mathrm{SO}}^{e}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)\left(\frac{\partial H_{\mathrm{SO}}^{e}}{\partial Q_{k}}\right) \chi_{k}(t)\right. \\
& \left.+\sum_{k=1}^{N_{\mathrm{vib}}} H_{\mathrm{SO}}^{e}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)\left(\frac{\partial H_{\mathrm{SO}}^{e}}{\partial Q_{k}}\right) \chi^{k}(t)+\sum_{k, l=1}^{N_{\mathrm{vib}}}\left(\frac{\partial H_{\mathrm{SO}}^{e}}{\partial Q_{k}}\right)\left(\frac{\partial H_{\mathrm{SO}}^{e}}{\partial Q_{l}}\right) \chi_{k}^{l}(t)\right] \tag{4.104}
\end{align*}
$$

A similar approach can be followed for the calculation of radiative processes, such as the fluorescence rate $k_{F}$. However, in this case, the transition is not induced by the SOC, but is determined by spontaneous emission processes, whose rate can be computed from the Einstein relation given in Eq. 4.52. The sum-over-state expression given in Eq. 4.53 provides the emitted intensity $I_{\mathrm{em}}$, which is equal to $\hbar \omega \sigma_{\mathrm{em}}$, where $\sigma_{\mathrm{em}}$ is the absorption cross section associated to the spontaneous emission. Thus, it is easy to show that, within the TD formalism, $\sigma_{\mathrm{em}}$ can be expressed, at the FC level, as,

$$
\begin{equation*}
\sigma_{\mathrm{em}}(\omega)=\frac{4 \omega^{3}}{3 \hbar c^{3}}\left|\boldsymbol{\mu}^{e}\right|^{2} \int_{-\infty}^{+\infty} \mathrm{d} t \chi(t) e^{i\left(\omega_{\mathrm{ad}}-\omega\right) t} \tag{4.105}
\end{equation*}
$$

By definition, the rate constant is equal to the overall cross section $\sigma_{\mathrm{em}}^{\text {tot }}$, which is given by the integral of $\sigma_{\mathrm{em}}(\omega)$ over all the possible frequencies, thus,

$$
\begin{equation*}
k^{\mathrm{F}}=\sigma_{\mathrm{em}}^{\mathrm{tot}}=\int \sigma_{\mathrm{em}}(\omega) d \omega \tag{4.106}
\end{equation*}
$$

Also in this case, the extension of the previous equation to support HT terms is trivial and can be done following the same strategy presented for onephoton spectroscopies.
The last type of non-adiabatic effect studied here is internal conversion (IC), thus non-radiative transitions induced by non-adiabatic couplings given in Eq. 2.5. The cross matrix element of the term in the molecular Hamiltonian associated to the non-adiabatic effects, reported in Eq. 4.107, between two molecular states $\bar{\phi} \times \bar{\psi}_{n}$ and $\overline{\bar{\phi}} \times \overline{\bar{\psi}}_{m}$, can be expressed as, ${ }^{293}$

$$
\begin{align*}
\left\langle\bar{\phi} \bar{\psi}_{i}\right| \mathcal{H}_{\mathrm{NAC}}\left|\overline{\bar{\phi}} \overline{\bar{\psi}}_{f}\right\rangle & =-\hbar^{2} \sum_{k=1}^{N_{\text {vib }}}\left\langle\bar{\phi} \bar{\psi}_{i} \left\lvert\, \frac{\partial \overline{\bar{\phi}}}{\partial \overline{\bar{Q}}_{k}} \frac{\partial \overline{\bar{\psi}}_{f}}{\partial \overline{\bar{Q}}_{k}}\right.\right\rangle \\
& =-\hbar^{2} \sum_{k=1}^{N_{\text {vib }}}\left\langle\bar{\psi}_{i}\right|\left\langle\bar{\phi} \left\lvert\, \frac{\partial \overline{\bar{\phi}}_{\overline{\bar{Q}_{k}}}}{\partial}\right.\right\rangle \frac{\partial}{\partial \overline{\bar{Q}}_{k}}\left|\overline{\bar{\psi}}_{f}\right\rangle  \tag{4.107}\\
& =\sum_{k=1}^{N_{\text {vib }}}\left\langle\bar{\psi}_{i}\right|\langle\bar{\phi}| \overline{\overline{\mathcal{P}}}_{k}|\overline{\bar{\phi}}\rangle \overline{\overline{\mathcal{P}}}_{k}\left|\overline{\bar{\psi}}_{f}\right\rangle
\end{align*}
$$

where $\overline{\overline{\mathcal{P}}}_{k}$ is the momentum operator associated to the $k$-th mode of the final state. We define the vector of the electronic non-adiabatic coupling $\Gamma$ as,

$$
\begin{equation*}
\Gamma_{k}(\boldsymbol{Q})=\langle\bar{\phi}| \overline{\mathcal{P}}_{k}|\overline{\bar{\phi}}\rangle \tag{4.108}
\end{equation*}
$$

where the elements of $\Gamma$ depend on the nuclear displacement $\boldsymbol{Q}$ through the wavefunctions $\bar{\phi}$ and $\bar{\phi}$. As in the previous case, at the FC level, $\Gamma$ can be approximated as a constant equal to its value at the equilibrium position $\boldsymbol{\Gamma}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)$ and, under those approximations, Eq. 4.107 can be rewritten as,

$$
\begin{equation*}
\left\langle\bar{\phi} \bar{\psi}_{i}\right| \mathcal{H}_{\mathrm{NAC}}\left|\overline{\bar{\phi}} \overline{\bar{\psi}}_{f}\right\rangle=\sum_{k=1}^{N_{\mathrm{vib}}} \Gamma_{k}\left(\boldsymbol{Q}^{\mathrm{eq}}\right)\left\langle\bar{\psi}_{i}\right| \overline{\mathcal{P}}_{k}\left|\overline{\bar{\psi}}_{f}\right\rangle \tag{4.109}
\end{equation*}
$$

Eq. 4.109 already highlights the peculiarity of the TD formulation of IC with respect to the previous approaches. Indeed, the matrix elements of the perturbation, even at the FC level, are not proportional to the FC integrals between the vibrational wavefunctions involved in the transition, but is determined by the expectation value of the momentum operator $\overline{\overline{\mathcal{P}}}_{k}$. Integrals involving the momentum operator have never been encountered up to this point, and thus a generalization of the TD framework is needed. To derive the TD expression for the rate of internal conversion $k_{\mathrm{IC}}$, the starting point is, as previously, the Fermi Golden Rule with $\mathcal{H}_{\text {NAC }}$ as a perturbation,

$$
\begin{equation*}
\left.k^{\mathrm{IC}}=\frac{2 \pi}{\mathrm{Z} \hbar} \sum_{i, f}\left|\left\langle\bar{\phi} \bar{\psi}_{i}\right| \mathcal{H}_{\mathrm{NAC}}\right| \overline{\bar{\phi}} \overline{\bar{\psi}}_{f}\right\rangle\left.\right|^{2} e^{-\beta \bar{E}_{i}} \delta\left(\left|\breve{\bar{E}}_{f}-\breve{\bar{E}}_{i}\right|+E_{\mathrm{ad}}\right) \tag{4.110}
\end{equation*}
$$

By combining the previous equation with the FC approximation of the nonadiabatic couplings given in Eq. 4.109, the following result is obtained,

$$
\begin{equation*}
k^{\mathrm{IC}}=\sum_{k, l=1}^{N_{\mathrm{vib}}} k_{k, l}^{\mathrm{IC}} \tag{4.111}
\end{equation*}
$$

where $k_{k, l}^{\mathrm{IC}}$ is the contribution of the $k$-th and $h$-th modes to the overall IC rate, which can be expressed in a sum-over-states form as,

$$
\begin{equation*}
k_{k, l}^{\mathrm{IC}}=\frac{2 \pi}{\hbar Z} \Gamma_{k l}^{e} \sum_{i, f} e^{-\beta \bar{E}_{i}}\left\langle\bar{\psi}_{i}\right| \overline{\overline{\mathcal{P}}}_{k}\left|\bar{\psi}_{i}\right\rangle\left\langle\bar{\psi}_{i}\right| \overline{\overline{\mathcal{P}}}_{l}\left|\overline{\bar{\psi}}_{f}\right\rangle \delta\left(\left|\overline{\bar{E}}_{f}-\bar{E}_{i}\right|-E_{\mathrm{ad}}\right) \tag{4.112}
\end{equation*}
$$

The $\Gamma e$ matrix has, as entries, the product of the electronic part of the nonadiabatic coupling,

$$
\begin{equation*}
\Gamma_{k h}^{e}=\langle\bar{\phi}| \overline{\mathcal{P}}_{k}|\overline{\bar{\phi}}\rangle\langle\bar{\phi}| \overline{\mathcal{P}}_{h}|\overline{\bar{\phi}}\rangle \tag{4.113}
\end{equation*}
$$

Starting from Eq. 4.112, a TD formulation of $k_{\mathrm{IC}}^{k, h}$ can be obtained. Following the same procedure presented above for one-photon spectroscopies, the rate constant can be expressed as, ${ }^{293,309}$

$$
\begin{equation*}
k_{k l}^{\mathrm{IC}}(t)=\frac{\Gamma_{k l}^{e}}{\mathrm{Z}} \int_{-\infty}^{+\infty} d t e^{i E_{\mathrm{ad}} t} \chi_{k l}^{\mathrm{IC}}(t) \tag{4.114}
\end{equation*}
$$

where the time-dependent correlation function $\chi_{k l}^{\mathrm{IC}}(t)$ is defined as,

$$
\begin{equation*}
\chi_{k l}^{\mathrm{IC}}=\int_{-\infty}^{+\infty} d \overline{\boldsymbol{Q}}\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{P}}}_{k} e^{-\overline{\overline{\mathcal{H}}} \overline{\overline{\mathcal{P}}}} \overline{\overline{\mathcal{P}}}_{l} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle \tag{4.115}
\end{equation*}
$$

The closure relations given in Eq. 4.67 can then be employed together with the expression for the propagator for an harmonic oscillator reported in Eq. 4.70 to express the previous integral as,

$$
\begin{align*}
\chi_{k l}^{\mathrm{IC}}(t)= & -\sqrt{\frac{\operatorname{det}(\overline{\boldsymbol{a}} \overline{\overline{\boldsymbol{a}}})}{(2 \pi i \hbar)^{2 N}}} \int d \overline{\overline{\boldsymbol{Q}}} \int d \overline{\overline{\boldsymbol{Q}}}^{\prime} \\
& \times \frac{\partial}{\partial \overline{\bar{Q}}_{k}} \exp \left(\frac{i}{\hbar}\left[\frac{1}{2} \overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{b}}} \overline{\overline{\boldsymbol{Q}}}+\frac{1}{2} \overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{b}}}_{\overline{\boldsymbol{Q}}^{\prime}}-\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\boldsymbol{a}}_{\overline{\boldsymbol{Q}}} \bar{\prime}^{\prime}\right]\right)  \tag{4.116}\\
& \times \frac{\partial}{\partial \overline{\bar{Q}}_{l}^{\prime}} \exp \left\{\frac { i } { \hbar } \left[\frac{1}{2}\left(\boldsymbol{K}^{\mathrm{T}}+{\overline{\boldsymbol{Q}^{\prime}}}^{\mathrm{T}} \boldsymbol{J}^{\mathrm{T}}\right) \overline{\boldsymbol{b}}\left(\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}^{\prime}+\boldsymbol{K}\right)\right.\right. \\
+ & \left.\left.\frac{1}{2}\left(\boldsymbol{K}^{\mathrm{T}}+\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \boldsymbol{J}^{\mathrm{T}}\right) \overline{\boldsymbol{b}}(\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}+\boldsymbol{K})-\left(\boldsymbol{K}^{\mathrm{T}}+\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \boldsymbol{J}^{\mathrm{T}}\right) \overline{\boldsymbol{a}}\left(\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}^{\prime}+\boldsymbol{K}\right)\right]\right\}
\end{align*}
$$

$$
=-\mathrm{Y}(t) \int d \overline{\overline{\boldsymbol{Q}}} \int d \overline{\overline{\boldsymbol{Q}}}^{\prime} \frac{\partial}{\partial \overline{\bar{Q}}_{k}} \exp \left[\bar{f}\left(\overline{\overline{\boldsymbol{Q}}}, \overline{\bar{Q}}^{\prime}\right)\right] \frac{\partial}{\partial \overline{\bar{Q}}_{l}^{\prime}} \exp \left[\overline{\bar{f}}\left(\overline{\overline{\boldsymbol{Q}}}, \overline{\bar{Q}}^{\prime}\right)\right]
$$

where, for the sake of simplicity the exponents of the exponential have been collected in functions $\bar{f}\left(\overline{\bar{Q}}, \overline{\bar{Q}}^{\prime}\right)$ and $\overline{\bar{f}}\left(\overline{\bar{Q}}, \overline{\bar{Q}^{\prime}}\right)$. Using the derivative with respect to the $l$-th mode, the following result is obtained,

$$
\begin{equation*}
\chi_{k l}^{\mathrm{IC}}(t)=-\mathrm{Y}(t) \int d \overline{\overline{\boldsymbol{Q}}} \int d \overline{\overline{\boldsymbol{Q}}}^{\prime}{\left.\left.\frac{\partial}{\overline{\bar{Q}}_{k}} \exp \left[\bar{f}\left(\overline{\overline{\boldsymbol{Q}}}, \overline{\bar{Q}}^{\prime}\right)\right] \gamma_{l} \exp \left[\overline{\bar{f}}\left(\overline{\overline{\boldsymbol{Q}}}, \overline{\bar{Q}}^{\prime}\right)\right] .\right] .\right] .} \tag{4.117}
\end{equation*}
$$

with the scaling factor $\gamma_{l}$ defined as,

$$
\begin{equation*}
\gamma_{l}=\left[\boldsymbol{J}^{T}(\overline{\boldsymbol{b}}-\overline{\boldsymbol{a}}) \boldsymbol{K}+\boldsymbol{J}^{T} \overline{\boldsymbol{b}} \boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}^{\prime}-\boldsymbol{J}^{T} \overline{\boldsymbol{a}} \boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}\right]_{l} \tag{4.118}
\end{equation*}
$$

where the $l$ subscript means that the $l$-th component of the vector has to be taken. Further derivation with respect to the $k$-th mode will return three terms. Two of them correspond to the derivative of the exponential functions, whereas the third one is associated to the derivative of the scaling factor $\gamma_{l}$. The final result is the following,

$$
\begin{equation*}
\chi_{k l}^{\mathrm{IC}}(t)=-\mathrm{Y}(t) \int d \overline{\overline{\boldsymbol{Q}}} \int d \overline{\overline{\boldsymbol{Q}}}^{\prime} \gamma_{l, k} \exp \left[\bar{f}\left(\overline{\overline{\boldsymbol{Q}}}, \overline{\overline{\boldsymbol{Q}}}^{\prime}\right)\right] \exp \left[\overline{\bar{f}}\left(\overline{\overline{\boldsymbol{Q}}}, \overline{\bar{Q}}^{\prime}\right)\right] \tag{4.119}
\end{equation*}
$$

where,

$$
\begin{equation*}
\gamma_{k, l}=\left[\gamma_{k} \gamma_{l}+\gamma_{h}\left(\overline{\overline{\boldsymbol{b}}} \overline{\overline{\boldsymbol{Q}}}-\overline{\overline{\boldsymbol{a}}} \overline{\overline{\boldsymbol{Q}}}^{\prime}\right)_{l}-\left(\boldsymbol{J}^{T} \overline{\boldsymbol{a}} \boldsymbol{J}\right)_{l k}\right] \tag{4.120}
\end{equation*}
$$

As expected, Eq. 4.120 contains powers of the position operator up to the second-order. This result had to be expected, since the initial formula contained two momentum operators. To obtain more compact relations, it is useful to introduce the following matrices;

$$
\begin{array}{ll}
\boldsymbol{E}=\boldsymbol{b}-\boldsymbol{a} & \boldsymbol{a}_{J}=\boldsymbol{J}^{T} \boldsymbol{a} \boldsymbol{J}  \tag{4.121}\\
\boldsymbol{G}=\boldsymbol{J}^{T} \boldsymbol{E} \boldsymbol{K} & \boldsymbol{b}_{J}=\boldsymbol{J}^{T} \boldsymbol{b} \boldsymbol{J}
\end{array}
$$

which are defined for both initial and final electronic states. Using the definition of these matrices, Eq. 4.120 can be rewritten as,

$$
\begin{align*}
\gamma_{l, k} & =-\left(\bar{a}_{J}\right)_{l k}+\left[G_{l}+\left(\overline{\boldsymbol{b}}_{J} \overline{\overline{\boldsymbol{Q}}}^{\prime}\right)_{l}-\left(\overline{\boldsymbol{a}}_{J} \overline{\overline{\boldsymbol{Q}}}\right)_{l}\right]  \tag{4.122}\\
& \times\left[G_{k}+\left(\overline{\boldsymbol{b}}_{J} \overline{\overline{\boldsymbol{Q}}}^{\prime}\right)_{k}-\left(\overline{\boldsymbol{a}}_{J} \overline{\overline{\boldsymbol{Q}}}\right)_{k}+\left(\overline{\overline{\boldsymbol{b}}} \overline{\overline{\boldsymbol{Q}}}-\overline{\overline{\boldsymbol{a}}} \overline{\overline{\boldsymbol{Q}}}^{\prime}\right)_{k}\right]
\end{align*}
$$

By collecting the previous terms based on the power of the coordinates, the following result is obtained;

$$
\begin{align*}
\gamma_{l, k}= & -\left(\overline{\boldsymbol{a}}_{J}\right)_{l k}+G_{k} G_{l} \\
& +G_{l}\left[\left(\overline{\overline{\boldsymbol{b}}}-\overline{\boldsymbol{a}}_{J}\right) \overline{\overline{\boldsymbol{Q}}}\right]_{k}-G_{k}\left(\overline{\boldsymbol{a}}_{J} \overline{\overline{\boldsymbol{Q}}}\right)_{l} \\
& +G_{l}\left[\left(\overline{\boldsymbol{b}}_{J}-\overline{\overline{\boldsymbol{a}}}\right) \overline{\overline{\boldsymbol{Q}}}^{\prime}\right]_{k}-G_{k}\left(\overline{\boldsymbol{b}}_{J}{\left.\overline{\overline{\boldsymbol{Q}}^{\prime}}\right)_{l}}+\left[\left(\overline{\overline{\boldsymbol{b}}}-\overline{\boldsymbol{a}}_{J}\right) \overline{\overline{\boldsymbol{Q}}}\right]_{k}\left(\overline{\boldsymbol{a}}_{J} \overline{\overline{\boldsymbol{Q}}}\right)_{l}+\left[\left(\overline{\boldsymbol{b}}_{J}-\overline{\overline{\boldsymbol{a}}}\right) \overline{\overline{\boldsymbol{Q}}}^{\prime}\right]_{k}\left(\overline{\boldsymbol{b}}_{J}{\left.\overline{\overline{\boldsymbol{Q}}^{\prime}}\right)_{l}}\right.\right.  \tag{4.123}\\
& -\left[\left(\overline{\overline{\boldsymbol{b}}}-\overline{\boldsymbol{a}}_{J}\right) \overline{\overline{\boldsymbol{Q}}}\right]_{k}\left(\overline{\boldsymbol{b}}_{J} \overline{\overline{\boldsymbol{Q}}}^{\prime}\right)_{l}-\left[\left(\overline{\boldsymbol{b}}_{J}-\overline{\overline{\boldsymbol{a}}}\right){\left.\overline{\overline{\boldsymbol{Q}}^{\prime}}\right]_{k}\left(\overline{\boldsymbol{a}}_{J} \overline{\overline{\boldsymbol{Q}}}\right)_{l}}^{2}\right.
\end{align*}
$$

Eq. 4.123 contains additional terms, which are not present in the transition dipole moment autocorrelation function of one-photon spectroscopies at the HT level. In Eq. 4.89, each second-order term involves the product of one component of $\overline{\overline{\boldsymbol{Q}}}$ and one component of $\overline{\overline{\boldsymbol{Q}}}^{\prime}$. However, if Eq. 4.123 is used together with Eq. 4.116, terms depending on the second power of $\overline{\bar{Q}}$ and on the second power of $\overline{\bar{Q}}^{\prime}$ also need to be computed. The evaluation of those terms requires the introduction of new correlation functions,

$$
\begin{align*}
& \chi^{l k}(t)=\langle\overline{\mathbf{0}}| \overline{\overline{\mathcal{Q}}}_{l} \overline{\overline{\mathcal{Q}}}_{k} e^{-i \overline{\overline{\mathcal{L}}} \bar{\tau}^{-i \overline{\mathcal{H}} \bar{\tau}}|\overline{\mathbf{0}}\rangle} \\
& \chi_{l k}(t)=\langle\overline{\mathbf{0}}| e^{-i \overline{\overline{\mathcal{H}}} \bar{\tau} \overline{\overline{\mathcal{Q}}}_{l}} \overline{\overline{\mathcal{Q}}}_{k} e^{-i \overline{\mathcal{H}} \bar{\tau}}|\overline{\mathbf{0}}\rangle \tag{4.124}
\end{align*}
$$

Following the same strategy as for OP spectroscopies, the two tensors defined in Eq. 4.124 can be expressed in terms of the $(\boldsymbol{Z}, \boldsymbol{U})$ set. Thanks to this transformation, the previous equations can be expressed as derivative of the FC time-dependent autocorrelation function $\chi(t)$ defined in Eq. 4.79, leading to the following relations,

$$
\begin{equation*}
\chi^{l k}(t)=\chi_{l k}(t)=\chi(t)\left(2 \eta_{k} \eta_{l}+\left(D^{-1}\right)_{k l}-\left(C^{-1}\right)_{k l}\right) \tag{4.125}
\end{equation*}
$$

which is equivalent to Eq. 4.95 , with the exception of the sign of the factor of $\left(C^{-1}\right)_{k l}$. The definition of these additional tensors allows to express Eq. 4.116 in the following way,

$$
\begin{align*}
\chi_{k l}^{\mathrm{IC}}(t) & =k_{k l}^{\mathrm{NAC}} \chi(t)+\sum_{i=1}^{\mathrm{Nvib}^{\mathrm{Na}}} k_{k l, i}^{\mathrm{NAC}} \chi_{i}(t) \\
& +\sum_{i, j=1}^{\mathrm{Nvib}}\left(k_{k l, i j}^{\mathrm{NAC}} \chi_{i j}(t)+k_{k l, i, j}^{\mathrm{NAC}} \chi_{i}^{j}(t)+k_{k l, i j}^{\mathrm{NAC}} \chi^{i, j}(t)\right) \tag{4.126}
\end{align*}
$$

where the $k_{k l}^{\mathrm{NAC}}$ tensors are defined as,

$$
\begin{align*}
k_{k l}^{\mathrm{NAC}}= & G_{k} G_{l}-\left(\overline{\boldsymbol{a}}_{J}\right)_{k l} \\
k_{k l, i}^{\mathrm{NAC}}= & G_{l}\left(\overline{\overline{\boldsymbol{b}}}+\overline{\boldsymbol{b}}_{J}-\overline{\boldsymbol{a}}_{J}-\overline{\overline{\boldsymbol{a}}}\right)_{l i}-G_{k}\left(\overline{\boldsymbol{a}}_{J}+\overline{\boldsymbol{b}}_{J}\right)_{l i} \\
= & G_{l}(\boldsymbol{B}-\boldsymbol{A})_{k i}-G_{k}\left(\overline{\boldsymbol{a}}_{J}+\overline{\boldsymbol{b}}_{J}\right)_{l i} \\
k_{k l, i j}^{\mathrm{NAC}}= & \sum_{i=1}^{N_{\text {vib }}}\left(\overline{\overline{\boldsymbol{b}}}-\overline{\boldsymbol{a}}_{J}\right)_{k i} \times \sum_{i=1}^{N_{\text {vib }}}\left(\overline{\boldsymbol{a}}_{J}\right)_{l i} \\
k_{k l, i j}^{\mathrm{NAC}}= & \sum_{i=1}^{N_{\text {vib }}}\left(\overline{\boldsymbol{b}}_{J}-\overline{\overline{\boldsymbol{a}}}\right)_{k i} \times \sum_{i=1}^{N_{\text {vib }}}\left(\overline{\boldsymbol{b}}_{J}\right)_{l i}  \tag{4.127}\\
k_{k l, i, j}^{\mathrm{NAC}}= & -\sum_{i=1}^{N_{\text {vib }}}\left(\overline{\overline{\boldsymbol{b}}}-\overline{\boldsymbol{a}}_{J}\right)_{k i} \times \sum_{i=1}^{N_{\text {vib }}}\left(\overline{\boldsymbol{b}}_{J}\right)_{l i} \\
& -\sum_{i=1}^{N_{\text {vib }}}\left(\overline{\boldsymbol{b}}_{J}-\overline{\overline{\boldsymbol{a}}}\right)_{k i} \times \sum_{i=1}^{N_{\text {vib }}}\left(\overline{\boldsymbol{a}}_{J}\right)_{l i}
\end{align*}
$$

Those relations, together with Eq. 4.114, allow to compute the correlation function $\chi_{k l}^{\text {IC }}$ at any time $t$, and then the rate constant $k^{\text {IC }}$ through a numerical evaluation of the Fourier transform. As for the ISC case, a complete Fourier transform of the correlation function is not needed, since the integral only needs to be known at the frequency corresponding to $\omega=E_{\text {ad }} / \hbar$. This makes the calculation of the Fourier integral faster than for one-photon spectroscopies.

### 4.6.2 Interconversion rates: a diabatic representation

For all the three phenomena treated above, the adiabatic representation of the molecular Hamiltonian was taken as reference, and the terms responsible for transitions between molecular states of two different electronic states, were introduced through first-order perturbation theory. However, as noted above, non-adiabatic effects can become large in several cases, such as for closely spaced electronic states. In those cases, a quasi-diabatic representation, where non-adiabatic effects are minimized, is better suited to perform the simulations.
As already reported in the previous section, for two electronic state, the diabatic representation of the molecular Hamiltonian can be defined as,

$$
\mathcal{H}^{\mathrm{ve}}=\left(\begin{array}{cc}
\overline{\mathcal{T}} & 0  \tag{4.128}\\
0 & \overline{\overline{\mathcal{T}}}
\end{array}\right)+\left(\begin{array}{cc}
\overline{\mathcal{V}}^{\text {dia }} & \mathcal{V}_{\mathrm{C}}^{\text {dia }} \\
\mathcal{V}_{\mathrm{c}}^{\text {dia }} & \overline{\overline{\mathcal{V}}}^{\text {dia }}
\end{array}\right)
$$

where the Hamiltonian given in Eq. 4.128 is obtained from the adiabatic one after an unitary transformation, parametrized through a rotation angle $\theta$, of the adiabatic electronic states, as already discussed in Chapter 2. For the sake of coherence with the notation used for one-photon spectroscopies, quantities relative to the initial state have been denoted with a single overbar, and those of the final electronic state with a double overbar. In the following
derivation, the Hamiltonian will be partitioned in a reference part $\mathcal{H}^{(0)}$ and a perturbation part $\Delta \mathcal{H}$,

$$
\mathcal{H}^{\text {ve }}=\underbrace{\left(\begin{array}{cc}
\overline{\mathcal{T}} & 0  \tag{4.129}\\
0 & \overline{\overline{\mathcal{T}}}
\end{array}\right)+\left(\begin{array}{cc}
\overline{\mathcal{V}}^{\text {dia }} & 0 \\
0 & \overline{\overline{\mathcal{V}}}^{\text {dia }}
\end{array}\right)}_{=\mathcal{H}^{(0)}}+\underbrace{\left(\begin{array}{cc}
0 & \mathcal{V}_{\mathrm{c}}^{\text {dia }} \\
\mathcal{V}_{\mathrm{c}}^{\text {dia }} & 0
\end{array}\right)}_{=\Delta \mathcal{H}}
$$

The rotation angle $\theta$, giving the transformation from the adiabatic to the diabatic representation, is related to the ratio between the off-diagonal and diagonal parts of the potential operator of the Hamiltonian given in Eq. 4.128 as, ${ }^{310}$

$$
\begin{equation*}
2 \theta(\boldsymbol{Q})=\arctan \left(\frac{2 \mathcal{V}_{\mathrm{c}}^{\text {dia }}(\boldsymbol{Q})}{\overline{\mathcal{V}}^{\text {dia }}(\boldsymbol{Q})+\overline{\mathcal{V}}^{\text {dia }}(\boldsymbol{Q})}\right) \tag{4.130}
\end{equation*}
$$

The inverse relations of the previous equation, expressing the diagonal and off-diagonal parts of the potential operator in the diabatic representation in terms of the rotation angle $\theta(\boldsymbol{Q})$, are the following,

$$
\begin{align*}
& \overline{\mathcal{V}}^{\text {dia }}(\boldsymbol{Q})=\cos ^{2} \theta(\boldsymbol{Q}) \overline{\mathcal{V}}^{\text {adia }}(\boldsymbol{Q})+\sin ^{2} \theta(\boldsymbol{Q}) \overline{\overline{\mathcal{V}}}^{\text {adia }}(\boldsymbol{Q}) \\
& \overline{\overline{\mathcal{V}}}^{\text {dia }}(\boldsymbol{Q})=\sin ^{2} \theta(\boldsymbol{Q}) \overline{\mathcal{V}}^{\text {adia }}(\boldsymbol{Q})+\cos ^{2} \theta(\boldsymbol{Q}) \overline{\overline{\mathcal{V}}}^{\text {adia }}(\boldsymbol{Q})  \tag{4.131}\\
& \mathcal{V}_{\mathrm{c}}^{\text {dia }}(\boldsymbol{Q})=\cos \theta(\boldsymbol{Q}) \sin \theta(\boldsymbol{Q}) \Delta E
\end{align*}
$$

where $\overline{\mathcal{V}}^{\text {adia }}$ and $\overline{\mathcal{V}}^{\text {adia }}$ are the potential operators of the adiabatic states and $\Delta E$ is their energetic separation $\left(\overline{\mathcal{V}}^{\text {adia }}(\boldsymbol{Q})-\overline{\mathcal{V}}^{\text {adia }}(\boldsymbol{Q})\right)$. From now on, for the sake of readability, the dependence of $\mathcal{V}$ and $\theta$ on the nuclear coordinates $(Q)$ will not be explicitly noted and implicitly assumed.
The diagonal part of the Hamiltonian can be approximated through a secondorder Taylor expansion in terms of the nuclear coordinates $\boldsymbol{Q}$, as in the adiabatic case. Thanks to this choice, the reference Hamiltonian $\mathcal{H}^{(0)}$ is an harmonic oscillator Hamiltonian, where however the frequencies changes with the rotation angle $\theta(\boldsymbol{Q})$. Several ways of approximating the off-diagonal part $\mathcal{V}_{\mathcal{C}}^{\text {dia }}(\boldsymbol{Q})$ have been proposed. In the simplest approximation, corresponding to a FC-like model, this coupling is assumed to be constant. ${ }^{307}$ As in the HT model, first-order terms can be included in the Taylor expansion, which corresponds to the widely used linear-coupling model (LCM). ${ }^{94,311}$. However, it has been shown that, in several cases, terms up to the second-order must be included in the treatment to correctly reproduce non-adiabatic effects. ${ }^{95,312}$ If $\mathcal{V}_{\mathrm{c}}^{\text {dia }}(\boldsymbol{Q})$ is expanded as a second-order Taylor series, the so-called quadratic vibronic coupling (QVC) model is obtained.
The first- and second-order terms of the Taylor expansion of the diabatic potential (both the diagonal and off-diagonal parts), which are the parameters defining the QVC model, can be related to the corresponding quantities in the adiabatic representation by direct differentiation of the three relations given in Eq. 4.131 with respect to the nuclear coordinates. The following final results are obtained,

$$
\begin{align*}
\left(\frac{\partial \overline{\mathcal{V}}^{\text {dia }}}{\partial Q_{i}}\right) & =-\sin 2 \theta\left(\frac{\partial \theta}{\partial Q_{i}}\right) \Delta E+\cos ^{2} \theta\left(\frac{\partial \overline{\overline{\mathcal{V}}}^{\text {adia }}}{\partial Q_{i}}\right)+\sin ^{2} \theta\left(\frac{\partial \overline{\mathcal{V}}^{\text {adia }}}{\partial Q_{i}}\right) \\
\left(\frac{\partial^{2} \overline{\mathcal{V}^{\text {dia }}}}{\partial Q_{i} \partial Q_{j}}\right) & =-2 \cos 2 \theta\left(\frac{\partial \theta}{\partial Q_{i}}\right)\left(\frac{\partial \theta}{\partial Q_{j}}\right) \Delta E \\
& -\sin 2 \theta\left[\left(\frac{\partial \theta}{\partial Q_{i}}\right)\left(\frac{\partial \Delta E}{\partial Q_{j}}\right)+\left(\frac{\partial \theta}{\partial Q_{j}}\right)\left(\frac{\partial \Delta E}{\partial Q_{i}}\right)\right] \\
& +\cos ^{2} \theta\left(\frac{\partial^{2} \overline{\mathcal{V}}^{\text {adia }}}{\partial Q_{i} \partial Q_{j}}\right)+\sin ^{2} \theta\left(\frac{\partial^{2} \overline{\mathcal{V}}^{\text {adia }}}{\partial Q_{i} \partial Q_{j}}\right) \tag{4.132}
\end{align*}
$$

A similar relation is obtained for the derivatives of the final state $\overline{\overline{\mathcal{V}}}{ }^{\text {dia }}$ starting from Eq. 4.132 by interchanging $\overline{\mathcal{V}}^{\text {adia }}$ and $\overline{\overline{\mathcal{V}}}$ adia. The following relation can be derived for the first-order derivative of $\mathcal{V}_{c}^{\text {dia }}$ :

$$
\begin{equation*}
\left(\frac{\partial \mathcal{V}_{\mathrm{c}}^{\text {dia }}}{\partial Q_{i}}\right)=\cos 2 \theta\left(\frac{\partial \theta}{\partial Q_{i}}\right) \Delta E+\frac{1}{2} \sin 2 \theta\left(\frac{\partial \Delta E}{\partial Q_{i}}\right) \tag{4.133}
\end{equation*}
$$

and, for the second derivatives,

$$
\begin{gather*}
\left(\frac{\partial^{2} \mathcal{V}_{\mathrm{c}}^{\text {dia }}}{\partial Q_{i} \partial Q_{j}}\right)=-2 \sin 2 \theta\left(\frac{\partial \theta}{\partial Q_{i}}\right)\left(\frac{\partial \theta}{\partial Q_{j}}\right) \Delta E+\cos 2 \theta\left(\frac{\partial^{2} \theta}{\partial Q_{i} \partial Q_{j}}\right) \\
+\cos 2 \theta\left(\frac{\partial \theta}{\partial Q_{i}}\right)\left(\frac{\partial \Delta E}{\partial Q_{j}}\right)+\cos 2 \theta\left(\frac{\partial \Delta E}{\partial Q_{i}}\right)\left(\frac{\partial \theta}{\partial Q_{j}}\right)+\frac{1}{2} \sin 2 \theta\left(\frac{\partial^{2} \Delta E}{\partial Q_{i} \partial Q_{j}}\right) \tag{4.134}
\end{gather*}
$$

Up to this point, no assumptions on the vibronic model employed in the simulation have been made in the derivation of Eqs. 4.132, 4.133 and 4.134. However, the expansion of the potential energy surface (PES) is usually performed about the stationary point of at least one of the two adiabatic PESs, thus the gradient of this reference PES is null. For this reason, the gradient of $\Delta E$ coincides with the gradient of one of the two PESs. A further simplification of the previous equations is obtained within the so-called weak coupling limit. ${ }^{313}$ The weak coupling limit is obtained from our formulation by neglecting mode-mixing effects, as well as the terms proportional to the gradient of $\Delta E$. Under those assumptions, Eq. 4.132 becomes,

$$
\begin{equation*}
\left(\frac{\partial^{2} \overline{\mathcal{V}}^{\text {dia }}}{\partial Q_{i} \partial Q_{j}}\right)=2 \cos 2 \theta\left(\frac{\partial \theta}{\partial Q_{i}}\right)\left(\frac{\partial \theta}{\partial Q_{j}}\right) \Delta E+\cos ^{2} \theta\left(\frac{\partial^{2} \overline{\mathcal{V}}^{\text {adia }}}{\partial Q_{i} \partial Q_{j}}\right) \tag{4.135}
\end{equation*}
$$

Taking the diagonal part of the previous equation and using Eq. 4.133, the final result is obtained,

$$
\begin{equation*}
\left(\omega_{i}^{\text {dia }}\right)^{2}=\left(\omega_{i}^{\text {adia }}\right)^{2}+\frac{1}{\Delta E}\left(\frac{\partial \mathcal{V}_{\mathrm{c}}^{\text {dia }}}{\partial Q_{i}}\right)^{2} \tag{4.136}
\end{equation*}
$$

which is equivalent to the relation employed in Ref. 313 for the weak coupling regime.
The previous derivation is not sufficient to compute the derivative of the diabatic couplings $\mathcal{V}_{\mathrm{c}}^{\text {dia }}$, since the derivatives of the angle $\theta$ have no formal definition. Those quantities are commonly computed numerically, ${ }^{314}$ by finite differentiation. The main advantage of numerical approaches is their generality, since they can be applied to any diabatization scheme. Their main drawback is the dependence of the results (i.e. their accuracy and their stability) on the grid used for the numerical differentiation. This issue is solved with analytical approaches, where the derivatives are computed at a single reference geometry, using closed-form expressions. Analytical approaches cannot be applied to all diabatization schemes, and those, for which this analytical derivation is possible are particularly appealing for vibronic calculations. As already remarked in Chapter 2, in this thesis the DQФ method ${ }^{149,315}$ will be employed, for which analytical expressions for the derivatives of the off-diagonal diabatic couplings $\mathcal{V}_{\mathrm{c}}^{\text {dia }}$ can be easily determined in terms of the derivatives of three quantities, the dipole- and quadrupole moments and the electrostatic potential. Those derivatives are readily available for most electronic structure methods, ${ }^{32,316,317}$ thus the derivatives of the diabatic potential can be obtained with a limited computational cost.
The starting point for our derivation is Eq. 4.133, which relates the derivatives of the diabatic potential $\left(\frac{\partial \nu_{c i a}^{\text {dia }}}{\partial Q_{i}}\right)$ to the gradient of the adiabatic PESs, available from electronic structure calculations, and to the derivative of the angle $\theta$ with respect to the normal modes. A closed-form expression for the latter can be obtained by direct differentiation of Eq. 2.65:

$$
\begin{equation*}
\frac{\partial \theta}{\partial Q_{i}}=\frac{B \frac{\partial A}{\partial Q_{i}}-A \frac{\partial B}{\partial Q_{i}}}{\left(A^{2}+B^{2}\right)^{2}} \tag{4.137}
\end{equation*}
$$

where $A$ and $B$ are defined in Eqs. 2.64 and 2.63 , respectively. Analytical expressions for the first-order derivatives of $A$ and $B$ with respect to the normal coordinates can, in turn, be obtained from the first-order derivatives of the dipole and quadrupole moments, by direct differentiation of Eqs. 2.63 and 2.64. Assuming that only the electric dipole contributes to $A$ and $B, i . e ., \alpha=0$ and $\beta=0$, the first derivatives are,

$$
\begin{align*}
& \frac{\partial A}{\partial Q_{i}}=-\frac{1}{2}\left(\overline{\boldsymbol{\mu}} \frac{\partial \overline{\boldsymbol{\mu}}}{\partial Q_{i}}+\overline{\overline{\boldsymbol{\mu}}} \frac{\partial \overline{\overline{\boldsymbol{\mu}}}}{\partial Q_{i}}+4 \boldsymbol{\mu}_{\mathrm{c}} \frac{\partial \boldsymbol{\mu}_{\mathrm{c}}}{\partial Q_{i}}+\overline{\boldsymbol{\mu}} \frac{\partial \overline{\overline{\boldsymbol{\mu}}}}{\partial Q_{i}}+\overline{\overline{\boldsymbol{\mu}}} \frac{\partial \overline{\boldsymbol{\mu}}}{\partial Q_{i}}\right)  \tag{4.138}\\
& \frac{\partial B}{\partial Q_{i}}=\boldsymbol{\mu}_{\mathrm{c}} \cdot\left(\frac{\partial \overline{\boldsymbol{\mu}}}{\partial Q_{i}}-\frac{\partial \overline{\overline{\boldsymbol{\mu}}}}{\partial Q_{i}}\right)+\frac{\partial \boldsymbol{\mu}_{\mathrm{c}}}{\partial Q_{i}} \cdot(\overline{\boldsymbol{\mu}}-\overline{\overline{\boldsymbol{\mu}}})
\end{align*}
$$

The generalization of the previous equation to support the quadrupole moments and electrostatic potential is straightforward. The same procedure can
be applied also to second-order derivatives, in order to support QVC models, provided that the second derivatives of the properties are also available.

$$
\begin{align*}
\frac{\partial^{2} \theta}{\partial Q_{i} \partial Q_{j}}= & \frac{1}{A^{2}+B^{2}}\left[\left(\frac{\partial B}{\partial Q_{j}}\right)\left(\frac{\partial A}{\partial Q_{i}}\right)-\left(\frac{\partial B}{\partial Q_{i}}\right)\left(\frac{\partial A}{\partial Q_{j}}\right)\right. \\
& \left.+B\left(\frac{\partial^{2} A}{\partial Q_{i} \partial Q_{j}}\right)-A\left(\frac{\partial^{2} B}{\partial Q_{i} \partial Q_{j}}\right)\right]  \tag{4.139}\\
& -\frac{1}{\left(A^{2}+B^{2}\right)^{2}}\left(2 A \frac{\partial A}{\partial Q_{j}}+2 B \frac{\partial B}{\partial Q_{j}}\right) \times\left(B \frac{\partial A}{\partial Q_{j}}-A \frac{\partial B}{\partial Q_{j}}\right)
\end{align*}
$$

The theoretical derivation presented up to this point is enough to determine all the parameters of the diabatic Hamiltonian introduced in Eq. 4.128. The internal conversion rate, which is related to the off-diagonal diabatic couplings (see the partition of the Hamiltonian presented in Eq. 4.129), can be computed in the same way as the ISC and IC rates in the adiabatic representation. Thus, the IC rate constant is computed as,

$$
\begin{equation*}
k^{\mathrm{IC}, \mathrm{dia}}=\frac{1}{\mathrm{Z}} \int_{-\infty}^{+\infty} \mathrm{d} t e^{i E_{\mathrm{ad}} t} \operatorname{Tr}\left(\mathcal{V}_{\mathrm{c}}^{\text {dia }} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}} \mathcal{V}_{\mathrm{c}}^{\text {dia }} e^{-\bar{\tau} \overline{\mathcal{H}}}\right) \tag{4.140}
\end{equation*}
$$

Since $\mathcal{V}_{\mathrm{c}}^{\text {dia }}$ is a function of the position operator like the transition dipole moment, Eq. 4.140 can be evaluated in the same way as for the radiative decay. However, as mentioned above, in the most complete QVC model, second derivatives of the diabatic coupling $\mathcal{V}_{\mathrm{c}}^{\text {dia }}$ are needed too, and the treatment of such terms within the TD framework has not been described yet. However, thanks to the flexibility of our methodology, those terms can be easily computed as well. The additional contribution to the time-dependent correlation, collected here in the $\chi^{\text {dia }}(t)$ function, is the following,

$$
\begin{align*}
\chi^{\text {dia }}(t)= & \int_{-\infty}^{+\infty} d \boldsymbol{Q}\left[\frac{1}{2} \sum_{j, k=1}^{N_{\text {vib }}} \mathcal{V}_{c}^{\text {dia }}\left(\boldsymbol{Q}^{\text {eq }}\right)\left(\frac{\partial^{2} \mathcal{V}_{c}^{\text {dia }}}{\partial \overline{\bar{Q}}_{j} \partial \overline{\bar{Q}}_{k}}\right)\langle\overline{\boldsymbol{Q}}| e^{-\overline{\overline{\mathcal{H}}} \overline{\mathcal{\mathcal { Q }}}_{j}} \overline{\overline{\mathcal{Q}}}_{k} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle\right. \\
& +\frac{1}{2} \sum_{j, k=1}^{N_{\text {vib }}}\left(\frac{\partial^{2} \mathcal{V}_{c}^{\text {dia }}}{\partial \overline{\bar{Q}}_{j} \partial \overline{\bar{Q}}_{k}}\right) \mathcal{V}_{c}^{\text {dia }}\left(\boldsymbol{Q}^{\text {eq }}\right)\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{Q}}}_{j} \overline{\overline{\mathcal{Q}}}_{k} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle} \\
& +\frac{1}{2} \sum_{j k l=1}^{N_{\text {vib }}}\left(\frac{\partial \mathcal{V}_{c}^{\text {dia }}}{\partial \overline{\bar{Q}}_{j}}\right)\left(\frac{\partial^{2} \mathcal{V}_{c}^{\text {dia }}}{\partial \overline{\bar{Q}}_{k} \partial \overline{\bar{Q}}_{l}}\right)\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{Q}}}_{j} e^{-\overline{\bar{\tau}} \overline{\overline{\mathcal{H}}}_{\overline{\mathcal{Q}}_{k}}^{\overline{\mathcal{Q}}_{l}} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle} \\
& +\frac{1}{2} \sum_{j k l=1}^{N_{\text {vib }}}\left(\frac{\partial^{2} \mathcal{V}_{c}^{\text {dia }}}{\partial \overline{\bar{Q}}_{j} \partial \overline{\bar{Q}}_{k}}\right)\left(\frac{\partial \mathcal{V}_{c}^{\text {dia }}}{\partial \overline{\bar{Q}}_{l}}\right)\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{Q}}}_{j} \overline{\overline{\mathcal{Q}}}_{k} e^{-\overline{\bar{\tau}} \overline{\mathcal{H}}_{\overline{\mathcal{Q}}_{l}} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle} \\
& \left.+\frac{1}{4} \sum_{j k l m=1}^{N_{\text {vib }}}\left(\frac{\partial^{2} \mathcal{V}_{c}^{\text {dia }}}{\partial \overline{\bar{Q}}_{j} \partial \overline{\bar{Q}}_{k}}\right)\left(\frac{\partial^{2} \overline{\mathcal{V}}_{c}^{\text {dia }}}{\partial \overline{\bar{Q}}_{l} \partial \overline{\bar{Q}}_{m}}\right)\langle\overline{\boldsymbol{Q}}| \overline{\overline{\mathcal{Q}}}_{j} \overline{\overline{\mathcal{Q}}}_{k} e^{-\bar{\tau} \overline{\overline{\mathcal{H}}} \overline{\overline{\mathcal{Q}}}_{l}} \overline{\overline{\mathcal{Q}}}_{m} e^{-\bar{\tau} \overline{\mathcal{H}}}|\overline{\boldsymbol{Q}}\rangle\right] \tag{4.141}
\end{align*}
$$

The first two terms have been derived within the TD framework for the IC rate constants. The other three terms (that, following the notation introduced in Eq. 4.66, are $\chi_{j}^{k l}(t), \chi_{j k}^{l}(t)$ and $\chi_{j k}^{l m}(t)$, contain three and four different position operators, which need to be derived. The formulas become more cumbersome and difficult to treat, but all those matrix elements can be obtained as successive derivatives of the FC autocorrelation function $\chi(t)$ with respect to the elements of the matrix $\boldsymbol{C}$ and the vector $\boldsymbol{v}$ as,

$$
\begin{align*}
\chi_{j}^{k l}(t)= & -\frac{\partial^{2} \chi(t)}{\partial C_{k j} \partial v_{l}}-\frac{\partial^{2} \chi(t)}{\partial C_{l j} \partial v_{k}}+\frac{\partial^{2} \chi(t)}{\partial C_{k l} \partial v_{j}}-\frac{1}{4} \frac{\partial^{3} \chi(t)}{\partial v_{k} \partial v_{l} \partial v_{j}} \\
\chi_{j k}^{l}(t)= & -\frac{\partial^{2} \chi(t)}{\partial C_{k j} \partial v_{l}}+\frac{\partial^{2} \chi(t)}{\partial C_{l j} \partial v_{k}}+\frac{\partial^{2} \chi(t)}{\partial C_{k l} \partial v_{j}}-\frac{1}{4} \frac{\partial^{3} \chi(t)}{\partial v_{k} \partial v_{l} \partial v_{j}} \\
\chi_{j k}^{l m}(t)= & -\frac{\partial^{2} \chi(t)}{\partial C_{k l} \partial C_{m j}}-\frac{1}{4} \frac{\partial^{3} \chi(t)}{\partial C_{k l} \partial v_{j} \partial v_{m}}+\frac{1}{4} \frac{\partial^{3} \chi(t)}{\partial C_{k j} \partial v_{l} \partial v_{m}}+\frac{1}{4} \frac{\partial^{3} \chi(t)}{\partial C_{l j} \partial v_{k} \partial v_{m}} \\
& +\frac{1}{4} \frac{\partial^{3} \chi(t)}{\partial C_{k m} \partial v_{l} \partial v_{j}}+\frac{1}{4} \frac{\partial^{3} \chi(t)}{\partial C_{l m} \partial v_{k} \partial v_{j}}-\frac{1}{4} \frac{\partial^{3} \chi(t)}{\partial C_{j m} \partial v_{k} \partial v_{l}} \\
& +\frac{1}{16} \frac{\partial^{4} \chi(t)}{\partial v_{k} \partial v_{l} \partial v_{m} \partial v_{j}} \tag{4.142}
\end{align*}
$$

By exploiting, as done before, the simple properties of the derivative of an exponential function, it is possible to obtain analytic expression also for the higher order derivatives present in Eq. 4.142. The result are all reported in the following equation:

$$
\begin{align*}
\frac{\partial^{2} \chi(t)}{\partial C_{k l} \partial v_{j}}= & -\frac{1}{2} \chi(t)\left(\boldsymbol{C}^{-1}\right)_{k l} \eta_{j} \\
\frac{\partial^{3} \chi(t)}{\partial C_{k l} \partial v_{j} \partial v_{m}}= & -\frac{1}{2} \chi(t)\left(\boldsymbol{C}^{-1}\right)_{k l}\left[\left(\boldsymbol{D}^{-1}\right)_{j m}+\left(\boldsymbol{D}^{-1}\right)_{m j}+\eta_{j} \eta_{m}\right] \\
\frac{\partial^{2} \chi(t)}{\partial C_{k l} \partial C_{j m}}= & -\frac{1}{2} \chi(t)\left[\left(\boldsymbol{C}^{-1}\right)_{l k}\left(\boldsymbol{C}^{-1}\right)_{m j}-\left(\boldsymbol{C}^{-1}\right)_{m k}\left(\boldsymbol{C}^{-1}\right)_{l j}\right] \\
\frac{\partial^{3} \chi(t)}{\partial v_{k} \partial v_{l} \partial v_{j}}= & \chi(t)\left[\left(\left(\boldsymbol{D}^{-1}\right)_{j k}+\left(\boldsymbol{D}^{-1}\right)_{k j}\right) \eta_{l}+\left(\left(\boldsymbol{D}^{-1}\right)_{j l}+\left(\boldsymbol{D}^{-1}\right)_{l j}\right) \eta_{k}\right. \\
& \left.+\left(\left(\boldsymbol{D}^{-1}\right)_{k l}+\left(\boldsymbol{D}^{-1}\right)_{l k}\right) \eta_{j}+\eta_{l} \eta_{k} \eta_{j}\right] \tag{4.143}
\end{align*}
$$

$$
\begin{aligned}
\frac{\partial^{4} \chi(t)}{\partial v_{k} \partial v_{l} \partial v_{j} \partial v_{m}}= & \chi(t)\left\{\left(\left(\boldsymbol{D}^{-1}\right)_{j k}+\left(\boldsymbol{D}^{-1}\right)_{k j}\right) \eta_{l} \eta_{m}\right. \\
& +\left(\left(\boldsymbol{D}^{-1}\right)_{j l}+\left(\boldsymbol{D}^{-1}\right)_{l j}\right) \eta_{k} \eta_{m} \\
& +\left(\left(\boldsymbol{D}^{-1}\right)_{k l}+\left(\boldsymbol{D}^{-1}\right)_{l k}\right) \eta_{j} \eta_{m} \\
& +\left(\left(\boldsymbol{D}^{-1}\right)_{k j}+\left(\boldsymbol{D}^{-1}\right)_{j k}\right)\left(\left(\boldsymbol{D}^{-1}\right)_{l m}+\left(\boldsymbol{D}^{-1}\right)_{m l}\right) \\
& +\left(\left(\boldsymbol{D}^{-1}\right)_{l j}+\left(\boldsymbol{D}^{-1}\right)_{j l}\right)\left(\left(\boldsymbol{D}^{-1}\right)_{k m}+\left(\boldsymbol{D}^{-1}\right)_{m k}\right) \\
& \left.+\left(\left(\boldsymbol{D}^{-1}\right)_{k l}+\left(\boldsymbol{D}^{-1}\right)_{l k}\right)\left(\left(\boldsymbol{D}^{-1}\right)_{j m}+\left(\boldsymbol{D}^{-1}\right)_{m j}\right)\right\}
\end{aligned}
$$

### 4.7 Calculation of rates: selected applications

### 4.7.1 Rate of $\mathbf{T}_{1} \rightarrow \mathbf{S}_{0}$ ISC in biphenyl

The first test-case studied here is biphenyl, for which the ISC rate has been computed. Following the same computational protocol already employed in the previous applications, all electronic structure calculations have been performed at the B3LYP/SNSD level. A graphical representation of the equilibrium geometries of the ground singlet $\left(\mathrm{S}_{0}\right)$ and triplet $\left(\mathrm{T}_{1}\right)$ states is reported in Fig. 4.17.


Figure 4.17: Graphical representation of the superimposed equilibrium geometries of the $S_{0}$ (red) and $\mathrm{T}_{1}$ (blue) electronic states of biphenyl computed at the B3LYP/SNSD level.

This graphical representation shows that a large geometrical shift is present between the equilibrium geometries of the two electronic states. In fact, the angle between the two phenyl rings is $40^{\circ}$ for $\mathrm{S}_{0}$ and near null for $\mathrm{T}_{1}$. Thus,
a large-amplitude distortion is involved in the electronic transition and, as a consequence, the choice of the coordinates system used in the simulation is expected to play a key role on the description of vibronic effects. Following the same procedure already presented in the previous section for imidazole and epicamphore, the difference between two coordinates systems can be highlighted through a graphical representation of the Sharp and Rosenstock matrices, as well as of the Duschinsky matrix $\boldsymbol{J}$ and of the shift vector $\boldsymbol{K}$. The graphical representation of the shift vector in Cartesian coordinates ( $\boldsymbol{K}_{\boldsymbol{x}}$ ) and DICs $\left(\boldsymbol{K}_{\boldsymbol{s}}\right)$, reported in Fig. 4.18, shows that the overall structure of $\boldsymbol{K}$ is similar in the two representations, but discrepancies are detected for the higher-energy modes (highest index, corresponding to $\mathrm{C}-\mathrm{H}$ stretching modes).


Figure 4.18: Representation of the shift vector between the normal coordinates of the $T_{1}$ and $\mathrm{S}_{0}$ states of biphenyl using Cartesian coordinates (left panel) and DICs (right). Blue bars correspond to positive displacements and red bars to negative ones.

These modes have a slightly higher shift in the Cartesian representation than in DICs. This effect is a direct consequence of the poor description of torsionial modes as linear combination of Cartesian coordinates, which leads to an incorrect definition of the Duschinsky transformation. Since, as mentioned above, the magnitude of a vibronic progression of a mode is proportional, when mode-mixing effects are neglected, to the component of the shift vector $\boldsymbol{K}$ of this mode, this difference will have a major impact on the reproduction of vibronic effects. The effect is much more evident from the graphical representations of the Sharp and Rosenstock $C$ in the two coordinates systems reported in Fig. 4.19. First of all, the diagonal elements of $\boldsymbol{C}$ for the $\mathrm{C}-\mathrm{H}$ stretching modes are larger in Cartesian coordinates than in DICs. As discussed above, the $i$-th diagonal element of $\boldsymbol{C}$ determine the intensity of
progressions of the $i$-th mode, thus this further confirms that FC integrals involving excitations $\mathrm{C}-\mathrm{H}$ modes will be larger in Cartesian coordinates. Furthermore, $\boldsymbol{C}$ is much sparser in Cartesian coordinates, FC integrals involving combination bands of these modes will be larger as well. This difference in the relative weights of the FC integrals will have an impact on the computed ISC rate.


Figure 4.19: Graphical representation of the Sharp and Rosenstock $C$ matrix associated to the $\mathrm{T}_{1} \rightarrow \mathrm{~S}_{0}$ transition of biphenyl, computed in Cartesian coordinates (left panel) DICs (right panel), based on $\mathrm{AH} \mid \mathrm{FC}$ calculations. The same normalization factor of 0.33 , corresponding to the highest magnitude of the two coupling matrices, has been used to facilitate the visual comparison. The representation is obtained as in Fig. 4.9

To further check the difference between Cartesian coordinates and DICs, the phosphorescence spectrum has been computed in the two representations. In fact, as discussed in the theoretical section, at the FC level, the ISC rate is proportional to the corresponding vibronic spectrum (i.e. the phosphorescence spectrum) computed at $\omega=E_{\text {ad }} / \hbar$. Thus, a large difference in the computed spectrum has a direct impact on the ISC rate. As shown in Fig. 4.20, the phosphorescence spectrum computed at the TI AH|FC level for this transition is reproduced correctly only using internal coordinates, whereas significant discrepancies compared to experiment are present in Cartesian coordinates. Let us remark that the simulation of the phosphorescence spectrum has been carried out using the reduced-dimensionality scheme presented in Ref. 275 to neglect the contributions due to the torsional normal mode. In the Cartesian case, also an in-plane ring deformation mode, which is strongly mixed to the torsion through the Duschinsky matrix, has been neglected.
The main difference between the two spectra is related to the presence of intense vibronic transition also in the low-energy range of the spectrum (19000$21000 \mathrm{~cm}^{-1}$ ) for the Cartesian spectrum, which are not present in its counterpart in DICs. The presence of those transitions can be explained on the basis of the analysis of the structure of the shift vector $\boldsymbol{K}$. In fact, in Cartesian coordinates the shift of the $\mathrm{C}-\mathrm{H}$ stretching modes is higher, and thus the progressions of these modes are more intense. This explains the presence



Figure 4.20: Comparison of the $T_{1} \rightarrow S_{0}$ phosphorescence spectrum of biphenyl computed at the TI AH|FC level in Cartesian coordinates (upper panel) and DICs (lower panel) with the experimental one (dashed curve), taken from Ref. 318
of higher-energy transition when Cartesian coordinates are used. Furthermore, the coupling of these modes with the other vibrations is higher in the Cartesian representation, as highlighted by the sparse structure of $C$, and this increases the intensity of combination bands involving $\mathrm{C}-\mathrm{H}$ stretching modes, thus explaining the higher number of intense transition with respect to the spectrum obtained in DICs.
Based on those observations, the ISC rate has been computed at the AH|FC level. The equilibrium value of the spin-orbit coupling calculated at the $\operatorname{CASSCF}(6,6) / 6-311+\mathrm{G}^{*}$ level of theory is $0.2 \mathrm{~cm}^{-1}$. By combining this value with the vibronic density of states (see Eq. 4.102), the ISC rate constant was found to be $4.64 \times 10^{4} \mathrm{~s}^{-1}$. The calculated value (in vacuum) is in fair agreement with the experimental values of the ISC rate, which are $2 \times 10^{4} \mathrm{~s}^{-1}$ in methylcyclohexane-isopentane, ${ }^{319}$ or $0.74-0.80 \times 10^{4} \mathrm{~s}^{-1}$ in $n$-hexane. ${ }^{320}$ The experimental data were obtained at 300 K , thus temperature effects were included in our simulations. As shown in Fig. 4.21, temperature effects are relevant, and leads to a constant decrease of the ISC rate.


Figure 4.21: Temperature dependence of the rate constant for the $\mathrm{T}_{1} \rightarrow \mathrm{~S}_{0}$ ISC of biphenyl in gas phase.

In order to further improve the agreement with the experimental data, calculations were performed also by including solvent effects by means of PCM ( $n$-hexane) in the calculation of the electronic spin-orbit coupling. For the vibronic part, the density of states obtained in vacuum was employed. The computed $k^{\mathrm{ISC}}$ is in this case $1.16 \times 10^{4} \mathrm{~s}^{-1}$, which is in a better agreement with the experimental data. ${ }^{320}$

### 4.7.2 Temperature dependence of IC rate of [123]-tetramantane

The second system studied in this section is [123]-tetramantane, whose structure is reported in Fig. 4.22, for which the IC rate constant $k^{\text {IC }}$ has been computed.

Also in this case, electronic structure calculations were performed at the (TD-)DFT level, using the B3LYP functional and the TZVP basis set. On the basis of the analysis of the electronic excited states, the fourth excited singlet state ( $\mathrm{S}_{4}$, which is mainly a $\mathrm{HOMO} \rightarrow$ (LUMO+1) transition) is the one displaying the highest oscillator strength, which is seven times more intense than for the $S_{0} \rightarrow S_{1}$ transition (corresponding to the HOMO-LUMO excitation). Since the $S_{1}$ and $S_{4}$ states are relatively close in energy (energy gap of 0.45 eV at the $\mathrm{S}_{0}$ equilibrium geometry), it is possible that, after electronic excitation to the $S_{4}$ state, the molecule decays to $S_{1}$ by internal conversion, followed by a fluorescent emission to $S_{0}$. For this reason, the rate constant of internal conversion from the $S_{4}$ to the $S_{1}$ state is of interest and was studied here. For the vibronic


Figure 4.22: Optimized ground-state geometry of [123]-tetramantane computed at the B3LYP/TZVP level of theory. The brown and white spheres represent, the C and H atoms respectively. part, equilibrium geometries and harmonic frequencies were computed at the TD-DFT level. The non-adiabatic couplings were determined with $\operatorname{CASSCF}(6,5) / 6-311 G^{*}$ calculations performed at the equilibrium geometry of the lower state. In order to limit the computational cost of the simulation, only the sum over the diagonal elements $k_{i i}^{\text {IC }}$ were included in the sum given in Eq. 4.111. This choice is based on an earlier theoretical study on azulene ${ }^{293}$ has shown that about $96 \%$ of the total rate constant comes from the diagonal terms. This approximation allows to save an $N$-fold increase of computation time, $N$ being the number of vibrational normal modes of the system, which in case of [123]-tetramantane is equal to 144. The resulting IC rate constant, computed at 300 K , is $1.44 \times 10^{10} \mathrm{~s}^{-1}$.

It is interesting to analyze the temperature dependence of the IC rate constant. As shown in Fig. 4.23, where the value of $k^{\mathrm{IC}}$ at different temperatures is reported, the rate constant increases gradually with temperature in the given range, the relative increase from 0 K to 300 K being about $55 \%$. Once again, this trend can be ascribed entirely to vibronic effects, since the nonadiabatic coupling vector does not vary with temperature. This variation has a contrasting nature compared to that of ISC in the previous example. This might stem from the fact that for the former, the rate expression goes beyond the Franck-Condon level of approximation. As already remarked above, the IC rate consists of both FC- and HT-like terms. This might be the cause for the change in the behavior of the overall function with temperature.
Comparing to the experimentally determined ${ }^{321}$ excited state decay rate ( $\sim$ $2.4 \times 10^{9} \mathrm{~s}^{-1}$ ) of [123]-tetramantane, it can be predicted that internal conversion might be an important decay channel for the excited state relaxation of diamondoids, especially in the presence of a large number of close excited electronic states.


Figure 4.23: Temperature dependence of the rate constant for the $\mathrm{S}_{4} \rightarrow \mathrm{~S}_{1}$ IC of [123]-tetramantane in the gas phase.

## Chapter 5

## Non-linear spectroscopies

In the theoretical framework presented in the previous section, the Fermi Golden Rule was used to compute transition probabilities between different molecular levels, giving spectroscopic observables and rate constants. In the present section, we will discuss how this framework can be extended to support spectroscopic techniques relying on non-linear optical effects, and whose description is not possible within first-order time-dependent perturbation theory. We will focus on two spectroscopic techniques, namely resonance Raman (RR) and its chiral extension, resonance Raman Optical Activity (RROA). First, the expression of the molecular properties that are related to the spectroscopic observables in RR and RROA experiments will be derived. This will serve as basis for the extension of the TD framework introduced in the previous chapter to RR and RROA spectroscopies. Finally, the theory will be tested on two medium-sized organic molecules.

### 5.1 General theory of RR and RROA scattering

To describe non-linear optical effects, like the ones on which RR and RROA are based, first-order time-dependent perturbation theory is insufficient, and higher-order effects must be included. As for the OP case, we will assume the time-dependent perturbation to correspond to a monochromatic electromagnetic wave with frequency $\omega$. In the previous part, only the electric and magnetic dipole terms were kept in the expansion of the perturbing potential for the simulation of the spectra. By including also the interaction terms associated to the magnetic dipole and electric quadrupole, the perturbing potential can be expressed as, ${ }^{46,322}$

$$
\begin{equation*}
\Delta \mathcal{V}(t)=-\sum_{\eta=x, y, z}\left[E_{\eta}(t) \mu_{\eta}+B_{\eta}(t) m_{\eta}+\frac{1}{3} \sum_{\rho=x, y, z}\left(\frac{\partial E_{\eta}(t)}{\partial R_{\rho}}\right) \Theta_{\eta \rho}\right] \tag{5.1}
\end{equation*}
$$

where $\boldsymbol{\Theta}$ the electric quadrupole moment. The previous equation can be used to compute the first-order correction $\left|\Psi_{n}^{(1)}\right\rangle$ to the $n$-th molecular state $\left|\Psi_{n}^{(0)}\right\rangle$ (where the (0) superscript highlights that the eigenfunction is obtained without the perturbing potential) as,

$$
\begin{align*}
\left|\Psi_{n}^{(1)}\right\rangle=\sum_{m \neq n} & {\left[\sum_{\eta=x, y, z} a_{\eta}^{m n} E_{\eta}+\sum_{\eta=x, y, z} b_{\eta}^{m n} E_{\eta}^{\star}\right.} \\
& +\sum_{\eta=x, y, z} c_{\eta}^{m n} B_{\eta}+\sum_{\eta=x, y, z} d_{\eta}^{m n} B_{\eta}^{\star}  \tag{5.2}\\
& \left.+\sum_{\eta, \rho=x, y, z} e_{\eta \rho}^{m n}\left(\frac{\partial E_{\eta}}{\partial R_{\rho}}\right)+\sum_{\eta, \rho=x, y, z} e_{\eta \rho}^{m n}\left(\frac{\partial E_{\eta}^{\star}}{\partial R_{\rho}}\right)\right]\left|\Psi_{m}^{(0)}\right\rangle
\end{align*}
$$

We note that the previous expansion contains first-order powers of the electric field and its gradient, as well as of its magnetic field. Through first-order perturbation theory, the following expressions for the coefficients of Eq. 5.2 is obtained:

$$
\begin{align*}
a_{\eta}^{m n} & =\frac{\left\langle\Psi_{m}\right| \mu_{\eta}\left|\Psi_{n}\right\rangle}{2\left(\omega_{n m}-\omega\right)} & b_{\eta}^{m n} & =\frac{\left\langle\Psi_{m}\right| \mu_{\eta}\left|\Psi_{n}\right\rangle}{2\left(\omega_{n m}+\omega\right)} \\
c_{\eta}^{m n} & =\frac{\left\langle\Psi_{m}\right| m_{\eta}\left|\Psi_{n}\right\rangle}{2\left(\omega_{n m}-\omega\right)} & d_{\eta}^{m n} & =\frac{\left\langle\Psi_{m}\right| m_{\eta}\left|\Psi_{n}\right\rangle}{2\left(\omega_{n m}+\omega\right)}  \tag{5.3}\\
e_{\eta \rho}^{m n} & =\frac{\left\langle\Psi_{m}\right| \Theta_{\eta \rho}\left|\Psi_{n}\right\rangle}{6\left(\omega_{n m}-\omega\right)} & f_{\eta \rho}^{m n} & =\frac{\left\langle\Psi_{m}\right| \Theta_{\eta \rho}\left|\Psi_{n}\right\rangle}{6\left(\omega_{n m}+\omega\right)}
\end{align*}
$$

Combining Eqs. 5.2 and 5.3, the first-order correction to the wavefunction can be expressed in terms of the transition electric dipole, electric quadrupole and magnetic dipole moments. The first-order correction to the wavefunction can be used to compute the correction to the average of any molecular properties. For example, the average of the dipole operator over the $n$-th state $\left(\left\langle\mu_{\eta}\right\rangle_{n n}\right)$ can be expressed in terms of the components of the electromagnetic field as follows,

$$
\begin{align*}
\left\langle\mu_{\eta}\right\rangle_{n n}=\sum_{\rho=x, y, z}[ & \alpha_{\eta \rho} E_{\rho}+\frac{1}{\omega} \alpha_{\eta \rho}^{\prime}\left(\frac{\partial E_{\rho}}{\partial t}\right)+\mathcal{G}_{\eta \rho} B_{\rho}+\frac{1}{\omega} \mathcal{G}_{\eta \rho}^{\prime}\left(\frac{\partial B_{\rho}}{\partial t}\right) \\
& \left.+\sum_{\rho^{\prime}=x, y, z} \frac{1}{3}\left(\mathcal{A}_{\eta, \rho \rho^{\prime}}\left(\frac{\partial E_{\rho}}{\partial R_{\rho}^{\prime}}\right)+\frac{1}{\omega} \mathcal{A}_{\eta, \rho \rho^{\prime}}^{\prime}\left(\frac{\partial^{2} E_{\rho}}{\partial R_{\rho^{\prime}} \partial t}\right)\right)\right] \tag{5.4}
\end{align*}
$$

where the six tensors $\boldsymbol{\alpha}, \boldsymbol{\alpha}^{\prime}$ (polarizability tensors), $\mathcal{G}, \mathcal{G}^{\prime}$ (electric dipolemagnetic dipole tensors), $\mathcal{A}$ and $\mathcal{A}^{\prime}$ (electric dipole-electric quadrupole tensors) are defined as,

$$
\begin{align*}
\alpha_{\eta \rho} & =\frac{2}{\hbar} \sum_{m \neq n} \frac{\omega_{m n} \Re\left(\left\langle\Psi_{n}\right| \mu_{\eta}\left|\Psi_{m}\right\rangle\left\langle\Psi_{m}\right| \mu_{\rho}\left|\Psi_{n}\right\rangle\right)}{\omega_{m n^{2}}{ }^{2}-\omega^{2}} \\
\alpha_{\eta \rho}^{\prime} & =-\frac{2}{\hbar} \sum_{m \neq n} \frac{\omega_{m n} \Im\left(\left\langle\Psi_{n}\right| \mu_{\eta}\left|\Psi_{m}\right\rangle\left\langle\Psi_{m}\right| \mu_{\rho}\left|\Psi_{n}\right\rangle\right)}{\omega_{m n^{2}}-\omega^{2}} \\
\mathcal{G}_{\eta \rho} & =\frac{2}{\hbar} \sum_{m \neq n} \frac{\omega_{m n} \Re\left(\left\langle\Psi_{n}\right| \mu_{\eta}\left|\Psi_{m}\right\rangle\left\langle\Psi_{m}\right| m_{\rho}\left|\Psi_{n}\right\rangle\right)}{\omega_{m n^{2}-\omega^{2}}} \\
\mathcal{G}_{\eta \rho}^{\prime} & =-\frac{2}{\hbar} \sum_{m \neq n} \frac{\omega_{m n} \Im\left(\left\langle\Psi_{n}\right| \mu_{\eta}\left|\Psi_{m}\right\rangle\left\langle\Psi_{m}\right| m_{\rho}\left|\Psi_{n}\right\rangle\right)}{\omega_{m n^{2}-\omega^{2}}}  \tag{5.5}\\
\mathcal{A}_{\eta, \rho \rho^{\prime}} & =\frac{2}{\hbar} \sum_{m \neq n} \frac{\omega_{m n} \Re\left(\left\langle\Psi_{n}\right| \mu_{\eta}\left|\Psi_{m}\right\rangle\left\langle\Psi_{m}\right| \Theta_{\rho \rho^{\prime}}\left|\Psi_{n}\right\rangle\right)}{\omega_{m n^{2}-\omega^{2}}^{\omega_{m n^{2}}-\omega^{2}}} \\
\mathcal{A}_{\eta, \rho \rho^{\prime}}^{\prime} & =-\frac{2}{\hbar} \sum_{m \neq n} \frac{\omega_{m n} \Im\left(\left\langle\Psi_{n}\right| \mu_{\eta}\left|\Psi_{m}\right\rangle\left\langle\Psi_{m}\right| \Theta_{\rho \rho^{\prime}}\left|\Psi_{n}\right\rangle\right)}{\omega_{m}}
\end{align*}
$$

Eq. 5.4 can be rewritten in a complex form as,

$$
\begin{equation*}
\left\langle\mu_{\eta}\right\rangle_{n n}=\sum_{\rho=x, y, z}\left[\tilde{\alpha}_{\eta \rho} E_{\rho}+\tilde{\mathcal{G}}_{\eta \rho} B_{\rho}+\frac{1}{3} \sum_{\rho^{\prime}=x, y, z} \tilde{\mathcal{A}}_{\eta, \rho \rho^{\prime}}\left(\frac{\partial E_{\rho}}{\partial R_{\rho}^{\prime}}\right)\right] \tag{5.6}
\end{equation*}
$$

where,

$$
\begin{align*}
\tilde{\alpha}_{\eta \rho} & =\alpha_{\eta \rho}-i \alpha_{\eta \rho}^{\prime} \\
\tilde{\mathcal{G}}_{\eta \rho} & =\mathcal{G}_{\eta \rho}-i \mathcal{G}_{\eta \rho}^{\prime}  \tag{5.7}\\
\tilde{\mathcal{A}}_{\eta, \rho \rho^{\prime}} & =\mathcal{A}_{\eta, \rho \rho^{\prime}}-i \mathcal{A}_{\eta, \rho \rho^{\prime}}^{\prime}
\end{align*}
$$

For a monochromatic wave, the magnetic field and the gradient of the electric field are related to the electric field through the following relations,

$$
\begin{equation*}
\boldsymbol{B}=\frac{1}{c} \boldsymbol{n}_{I} \times \boldsymbol{E} \quad\left(\frac{\partial \boldsymbol{E}}{\partial R_{i}}\right)=\frac{\omega}{c}\left(\boldsymbol{n}_{I}\right)_{i} \boldsymbol{E} \tag{5.8}
\end{equation*}
$$

where $\boldsymbol{n}_{I}$ is a unit vector pointing in the direction of the light propagation. Using Eq. 5.8, Eq. 5.6 can be expressed as,

$$
\begin{equation*}
\left\langle\mu_{\eta}\right\rangle_{n n}=\tilde{\alpha}_{\eta \rho} E_{\rho}+\tilde{\mathcal{G}}_{\eta \rho} \epsilon_{\rho \delta \lambda} n_{\mathrm{I}, \delta} E_{\lambda}+\frac{\omega}{3 c} \mathcal{A}_{\eta, \rho \rho^{\prime}} n_{\rho^{\prime}} E_{\rho} \tag{5.9}
\end{equation*}
$$

where the Einstein convention has been used to implicitly carry out the summation over the repeated indexes. The previous relation is more practical than the one given in Eq. 5.6 when applied to scattering problems. Higherorder corrections like the product between the magnetic dipole and electric quadrupole moments could be, in principle, included in Eq. 5.4. The electric dipole moment is the leading term in the expansion of Eq. 5.1 thus these terms can be, as a first approximation, neglected. When the frequency $\omega$ approaches any transition frequency $\omega_{m n}$, the transition tensors given in Eq. 5.5
diverge. This is a direct consequence of the failure of first-order perturbation theory when absorption processes become relevant. This divergence is however not present if we consider that each molecular state $\left|\Psi_{m}\right\rangle$ has a finite lifetime $\gamma_{m}$, due to energy relaxation processes (such as internal conversion or spontaneous emission). The finite lifetime can be included in the previous relations by substituting the transition frequency $\omega_{m n}$ by $\omega_{m n}-i \gamma_{m}$. In this way, when $\omega$ matches a transition frequency, the denominator of the fractions present in Eq. 5.5 have a residual, pure imaginary component which prevents divergences.
Up to now, only averages of molecular properties have been considered. As already stressed in Chapter 2, spectra are in most cases determined by transition values of operators, and not on vibrational averages. Following the same strategy already used for the derivation of Eq. 5.4, the transition dipole moment can be written as, ${ }^{46,58}$

$$
\begin{equation*}
\langle\boldsymbol{\mu}\rangle_{m n}=\left\langle\Psi_{m}\right| \boldsymbol{\mu}\left|\Psi_{n}\right\rangle+\left\langle\Psi_{m}\right| \boldsymbol{\mu}\left|\Psi_{n}\right\rangle^{\star} \tag{5.10}
\end{equation*}
$$

In order to derive the perturbation to the transition dipole moment induced by the presence of an electromagnetic oscillating field, the first-order correction to the molecular wavefunction given in Eq. 5.2 must be combined with the previous expression. By including only terms associated to the electric dipole moment, the following final result is obtained,

$$
\begin{equation*}
\left\langle\mu_{\eta}\right\rangle_{m n}=\sum_{\rho=x, y, z} \alpha_{m n, \eta \rho} E_{\rho} e^{-i\left(\omega-\omega_{m n}\right) t} \tag{5.11}
\end{equation*}
$$

where,

$$
\begin{align*}
\alpha_{m n, \tau \rho} & =\frac{1}{\hbar} \sum_{j \neq n, m} \frac{\left\langle\Psi_{m}\right| \mu_{\tau}\left|\Psi_{j}\right\rangle\left\langle\Psi_{j}\right| \mu_{\rho}\left|\Psi_{n}\right\rangle}{\omega_{j n}-\omega-i \gamma_{j}} \\
& +\frac{1}{\hbar} \sum_{j \neq n, m} \frac{\left\langle\Psi_{m}\right| \mu_{\rho}\left|\Psi_{j}\right\rangle\left\langle\Psi_{j}\right| \mu_{\tau}\left|\Psi_{n}\right\rangle}{\omega_{j n}+\omega+i \gamma_{j}} \tag{5.12}
\end{align*}
$$

and similar equations are obtained for the transition electric dipole-magnetic dipole coupling tensors $\mathcal{G}_{m n, \eta \rho}$ and $\mathcal{G}_{m n, \eta \rho}^{\prime}$, as well as for the electric dipoleelectric quadrupole tensors $\mathcal{A}_{m n, \eta, \rho \rho^{\prime}}$ and $\mathcal{A}_{m n, \eta, \rho \rho^{\prime}}^{m n^{\prime}}$. Eq. 5.12 is also known as Placzeck formula for the transition probability tensor, ${ }^{323}$ and is the starting point for the simulation of spectra based on light-scattering phenomena, like Raman effect.
These new transition tensors are the key quantities needed to provide a description of scattering processes. Within a classical model of light scattering phenomena, a sample is irradiated by an electromagnetic radiation of frequency $\omega_{\mathrm{I}}$, which induces an oscillating electron density (and, for magnetic systems, currents). The density can oscillate at the same frequency of the incident light $\left(\omega_{\mathrm{I}}\right)$, leading to elastic (or Rayleigh) scattering. However, the frequency of oscillation can be different to $\omega_{\mathrm{I}}$, leading to inelastic (or Raman)
scattering. The oscillating density leads to the emission of the electromagnetic radiation, with an electric field, which is related to its multipolar moments through the following relation:

$$
\begin{align*}
\boldsymbol{E}(\boldsymbol{R}, t)=\frac{\omega_{\mathrm{I}}^{2}}{4 \pi} e^{i\left(\boldsymbol{k} \boldsymbol{R}-\omega_{\mathrm{I}} t\right)}[ & \left(1-\boldsymbol{n}_{\mathrm{D}} \boldsymbol{n}_{\mathrm{D}}^{T}\right) \boldsymbol{\mu}-\frac{1}{c} \boldsymbol{n}_{\mathrm{D}} \times \boldsymbol{m}  \tag{5.13}\\
& \left.-\frac{i \omega_{\mathrm{I}}}{3 c}\left(\boldsymbol{\Theta} \boldsymbol{n}_{\mathrm{D}}-\boldsymbol{n}_{\mathrm{D}}\left(\boldsymbol{n}_{\mathrm{D}}^{T} \boldsymbol{\Theta} \boldsymbol{n}_{\mathrm{D}}\right)\right)\right]
\end{align*}
$$

where $n_{\mathrm{D}}$ is the unit vector pointing in the direction along which the scattered radiation is recorded. The quantum counterpart of Eq. 5.13 can be derived by substituting the classical vectors $\boldsymbol{\mu}, \boldsymbol{m}$ and $\boldsymbol{\Theta}$ with their averages $\langle\boldsymbol{\mu}\rangle_{n n},\langle\boldsymbol{m}\rangle_{n n}$ and $\langle\boldsymbol{\Theta}\rangle_{n n}$ over the state $\left|\Psi_{n}\right\rangle$ of interest. The previous relation must be modified to support also non-elastic scattering. As can be proven using quantum electrodynamics, ${ }^{324}$ Raman scattering can occur only if $\omega_{\text {I }}-\omega_{\text {S }}$ correspond to a transition frequency $\omega_{m n}$, where $\omega_{\mathrm{S}}$ is the frequency of the scattered radiation. In this case, the electric field of the scattered radiation is still given by Eq. 5.13, provided that transition properties are used in place of the state-bound ones. The induced dipoles are obtained from Eq. 5.4 and, combined with Eq. 5.13, can be used to express the scattered wave in terms of the transition tensors,

$$
\begin{equation*}
E_{\mathrm{D}, \text { eta }}=\frac{\omega_{\mathrm{S}}^{2}}{4 \pi R} e^{i \omega_{\mathrm{S}}(R / c-t)} \sum_{\rho=x, y, z} a_{m n, \eta \rho} E_{\rho} \tag{5.14}
\end{equation*}
$$

where $R=|\boldsymbol{R}|$ and, ${ }^{325}$

$$
\begin{equation*}
a_{\eta \rho}^{m n}=\alpha_{\eta \rho}^{m n}+\frac{1}{c}\left[\epsilon_{\delta \lambda \rho} n_{\mathrm{I}, \lambda} \mathcal{G}_{\eta \delta}^{m n}+\epsilon_{\delta \lambda \eta} n_{\mathrm{D}, \lambda} \mathcal{A}_{\delta \rho}^{\prime m n}+\frac{1}{3} i \omega\left(n_{\mathrm{I}, \delta} \mathcal{A}_{\eta, \delta \rho}^{m n}-n_{\mathrm{I}, \delta} \mathcal{A}_{\rho, \delta \eta}^{\prime m n}\right)\right] \tag{5.15}
\end{equation*}
$$

Particular care must be paid when using the previous equation since, in Eq. 5.14, the electric fields are expressed with respect to a space-fixed frame, whereas the transition tensors are, in most cases, computed in a moleculefixed frame. For this reason, the latter representation must be converted to the former before using Eq. 5.14. Only after this transformation, can the scattered intensity be obtained from the square value of the electric field $\boldsymbol{E}^{\mathrm{D}}$ starting from Eq. 5.14. The final result will depend on the transition frequency, on the relative polarization of the light, as well as on the orientation of the molecule. ${ }^{325}$ In most applications, Raman experiments are performed on isotropic sample, where the molecules are randomly oriented, and thus each value of the cosine director angles is equally probable. Thus, the dependence on the molecular orientation can be removed by doing an isotropic average of the scattering intensity.
The quantity which is recorded in actual Raman experiments depend on the experimental setup. In standard Raman experiments, the intensity of the scattered light $I_{S}$ is directly recorded. $I$ is a function of the polarization of the incident $\left(p_{\mathrm{I}}\right)$ and scattered $\left(p_{\mathrm{S}}\right)$ light, as well as in the angle $\theta$ between $n_{\mathrm{I}}$ and
$\mathrm{n}_{\mathrm{D}}$, and is thus usually referred to as $I\left(p_{\mathrm{I}}, p_{\mathrm{S}}, \theta\right)$, In the most standard configuration, the polarization of the incident light is perpendicular to the direction of propagation, and the scattered light is recorded with $\theta=90^{\circ}$ and with polarization parallel to the direction of propagation. The resulting intensity is indicated as $I\left(\perp_{\mathrm{I}}, \|_{\mathrm{S}}, 90^{\circ}\right)$. Within this configuration, the scattered intensity is given by the following relation,

$$
\begin{equation*}
I_{\mathrm{S}}\left(\frac{\pi}{2} ; \|^{\mathrm{S}}+\perp^{\mathrm{S}} ; \perp^{\mathrm{I}} ; \omega_{\mathrm{I}}, \omega_{\mathrm{S}}\right)=k \omega_{\mathrm{S}}{ }^{2} I_{\mathrm{I}} \frac{45 a^{2}+7 g^{2}+5 d^{2}}{45} \tag{5.16}
\end{equation*}
$$

where $a$ (isotropic polarizability), $g$ (symmetric anisotropy) and $d$ (asymmetric anisotropy) are given by,

$$
\begin{align*}
a= & \frac{1}{3}\left(\alpha_{m n, x x}+\alpha_{m n, y y}+\alpha_{m n, z z}\right) \\
g^{2}= & \frac{1}{2}\left(\left|\alpha_{m n, x x}-\alpha_{m n, y y}\right|^{2}+\left|\alpha_{m n, x x}-\alpha_{m n, z z}\right|^{2}+\left|\alpha_{m n, z z}-\alpha_{m n, y y}\right|^{2}\right) \\
& +\frac{3}{4}\left(\left|\alpha_{m n, x y}+\alpha_{m n, y x}\right|^{2}+\left|\alpha_{m n, x z}+\alpha_{m n, z x}\right|^{2}+\left|\alpha_{m n, y z}+\alpha_{m n, z y}\right|^{2}\right) \\
d^{2}= & \frac{3}{4}\left(\left|\alpha_{m n, x y}-\alpha_{m n, y x}\right|^{2}+\left|\alpha_{m n, x z}-\alpha_{m n, z x}\right|^{2}+\left|\alpha_{m n, y z}-\alpha_{m n, z y}\right|^{2}\right) \tag{5.17}
\end{align*}
$$

Changing the scattering geometry, a different relation compared to the one given in Eq. 5.16 is obtained. However, in all cases the intensity can be expressed in terms only of $a, g^{2}$ and $d^{2}$ since, as discussed, for example, in Ref. 46 , those are the only components of the transition tensors giving non-null contributions after the isotropic averaging. To derive the previous relation, contributions arising from $\mathcal{G}$ and $\mathcal{A}$ tensors have been neglected, since they are smaller than the ones proportional to $\alpha$.
In the chiral counterpart of Raman, namely Raman Optical Activity (ROA), the difference of the intensity of the scattered light obtained with an incident light with right-handed $\left(I_{\mathrm{S}}^{r}\right)$ and left-handed $\left(I_{\mathrm{S}}^{l}\right)$ polarization is recorded. This difference is usually known as circularly intensity difference (CID), and is non-null only for chiral samples. Being related to $I_{S}$, also the CID is a function of $p_{\mathrm{I}}, p_{\mathrm{S}}$ and $\theta$. However, unlike Raman, a wider range of experimental setups is employed in ROA, which can be divided in three main classes:

1. incident circular polarization (ICP), where the spectrum is reported as the difference of the intensity of the scattered light obtained with left and right-handed circularly polarized light, without imposing a polarization of the scattered light.
2. scattered circular polarization (SCP), where the spectrum is reported as the difference of the intensity of the scattered light obtained with left and right-handed circularly polarized light, without imposing a polarization of the incident light.
3. dual circular polarization (DCP), in which the relative polarization of the incident and scattered lights is modulated either in phase $\left(\mathrm{DCP}_{I}\right)$ or out-of-phase ( $\mathrm{DCP}_{I I}$ ).

In addition to the polarization, the relative angle between the directions of the incident and the scattered light can be modified. In most experiments, the relative angle is set to $0^{\circ}$ (forward scattering), $90^{\circ}$ (right angle scattering) or $180^{\circ}$ (backward scattering). A third parameter which can be modified is the relative angle between the between the transmission axis of the linear polarization analyzer and the plane of the scattered light. The most interesting values are,

1. $0^{\circ}$, corresponding to the depolarized scattering (referred to in the following with a $z$ subscript)
2. $90^{\circ}$, corresponding to the polarized scattering (referred to in the following with a $x$ subscript)
3. the so-called magic angle (which corresponds approximately to $54^{\circ}$ ) scattering, which allows to remove the contributions due to the $\mathcal{A}$ and $\mathcal{A}^{\prime}$ tensors (referred to in the following with a $*$ subscript)
4. all possible angles are averaged out, which corresponds to the so-called unpolarized scattering

The isotropic distribution of the molecules can be used to express the intensity in terms of a limited number of invariants, that are given in the following, ${ }^{46,325,326}$

$$
\begin{align*}
\alpha^{2} & =\frac{1}{9} \Re\left(\alpha_{m n, \rho \rho}^{s}\left\{\alpha_{m n, \eta \eta}^{s}\right\}^{\star}\right)  \tag{5.18}\\
\beta_{s}(\alpha)^{2} & =\frac{1}{2} \Re\left(3 \alpha_{m n, p \eta}^{s}\left\{\alpha_{m n, p \eta}^{s}\right\}^{\star}-\alpha_{m n, \rho \rho}^{s}\left\{\alpha_{m n, \eta \eta}^{s}\right\}^{\star}\right)  \tag{5.19}\\
\beta_{a}(\alpha)^{2} & =\frac{3}{2} \Re\left(3 \alpha_{m n, \rho \eta}^{a}\left\{\alpha_{m n, \rho \eta}^{a}\right\}^{\star}\right)  \tag{5.20}\\
\alpha \mathcal{G} & =\frac{1}{9} \Im\left(\alpha_{m n, \rho \rho}^{s}\left\{\mathcal{G}_{m n \eta \eta}^{s}\right\}^{\star}\right)  \tag{5.21}\\
\beta_{s}(\mathcal{G})^{2} & =\frac{1}{2} \Im\left(3 \alpha_{m n, p \eta}^{s}\left\{\mathcal{G}_{m n, \rho \eta}^{s}\right\}^{\star}-\alpha_{m n, \rho \rho}^{s}\left\{\mathcal{G}_{m n, \eta \eta}^{s}\right\}^{\star}\right)  \tag{5.22}\\
\beta_{a}(\mathcal{G})^{2} & =\frac{3}{2} \Im\left(3 \alpha_{m n, \rho \eta}^{a}\left\{\mathcal{G}_{m n, \rho \eta}^{a}\right\}^{\star}\right)  \tag{5.23}\\
\alpha \mathcal{G}^{\prime} & =\frac{1}{9} \Im\left(\alpha_{m n, \rho \rho}^{s}\left\{\mathcal{G}_{m n, \eta \eta}^{\prime}\right\}^{\star}\right)  \tag{5.24}\\
\beta_{s}\left(\mathcal{G}^{\prime}\right)^{2} & =\frac{1}{2} \Im\left(3 \alpha_{m n, p \eta}^{s}\left\{\mathcal{G}_{m n, \rho \eta}^{\prime}\right\}^{\star}-\alpha_{m n, \rho \rho}^{s}\left\{\mathcal{G}_{m n, \eta \eta}^{\prime}\right\}^{\star}\right)  \tag{5.25}\\
\beta_{a}\left(\mathcal{G}^{\prime}\right)^{2} & =\frac{3}{2} \Im\left(3 \alpha_{m n, p \eta}^{a}\left\{\mathcal{G}_{m n, \rho \eta}^{\prime a}\right\}^{\star}\right)  \tag{5.26}\\
\beta_{s}(\mathcal{A})^{2} & =\frac{\omega}{2} \Im\left(i \alpha_{m n, \rho \eta}^{s}\left(\epsilon_{\rho \delta \lambda} \mathcal{A}_{m n, \delta, \lambda \eta}\right)^{s \star}\right) \tag{5.27}
\end{align*}
$$

$$
\begin{align*}
& \beta_{a}(\mathcal{A})^{2}=\frac{\omega}{2} \Im\left(i \alpha_{m n, p \eta}^{a}\left(\epsilon_{\rho \delta \lambda} \mathcal{A}_{m n, \delta, \lambda \eta}\right)^{a \star}+i \alpha_{m n, p \eta}^{a}\left(\epsilon_{\rho \lambda \delta} \mathcal{A}_{m n, \lambda, \delta \lambda}\right)^{a \star}\right)  \tag{5.28}\\
& \beta_{s}\left(\mathcal{A}^{\prime}\right)^{2}=\frac{\omega}{2} \Im\left(i \alpha_{m n, p \eta}^{s}\left(\epsilon_{\rho \delta \lambda} \mathcal{A}_{m n, \delta, \lambda \eta}^{\prime}\right)^{s \star}\right)  \tag{5.29}\\
& \beta_{a}(\mathcal{A})^{2}=\frac{\omega}{2} \Im\left(i \alpha_{m n, p \eta}^{a}\left(\epsilon_{\rho \delta \lambda} \mathcal{A}_{m n, \delta, \lambda \eta}^{\prime}\right)^{a \star}+i \alpha_{m n, \rho \eta}^{a}\left(\epsilon_{\rho \eta \delta} \mathcal{A}_{m n, \lambda, \delta \lambda}^{\prime}\right)^{a \star}\right) \tag{5.30}
\end{align*}
$$

where the complex conjugate is represented by the $\star$ superscript, whereas the $s$ and $a$ superscripts indicate the symmetric and antisymmetric components of a bidimensional tensor, defined as follows:

$$
\begin{align*}
T_{m n, \rho \eta}^{s} & =\frac{T_{m n, \rho \eta}+T_{m n, \eta \rho}}{2} \\
T_{m n, \rho \eta}^{a} & =\frac{T_{m n, \rho \eta}-T_{m n, \eta \rho}}{2} \tag{5.31}
\end{align*}
$$

where $\boldsymbol{T}$ can be any one of the five scattering tensor. We note that $\epsilon_{\rho \delta \lambda} \mathcal{A}_{m n, \delta, \lambda \eta}$ and $\epsilon_{\rho \eta \delta} \mathcal{A}_{m n, \lambda, \delta \lambda}$ are two-dimensional tensors, with indexes $\rho$ and $\eta$, since a contractions over $\delta$ and $\lambda$ are implicitly performed in their definition. For each combination of scattering geometries, the CID is expressed as a different linear combination of the invariants reported above. The definition of the CID for the most common experimental setups employed in ROA experiments is reported in Tab. 5.1.

### 5.1.1 Vibronic theory of RR and RROA

The theoretical framework derived presented in the previous section showed that the key quantity for the simulation of RR and RROA spectra are the five tensors $\boldsymbol{\alpha}, \mathcal{G}, \mathcal{G}^{\prime}, \mathcal{A}$ and $\mathcal{A}^{\prime}$. In order to develop a single theoretical derivation, supporting both RR and RROA, it is useful to introduce the following general tensor, ${ }^{327}$

$$
\begin{align*}
T_{m n, p \eta}=\frac{1}{\hbar} \sum_{j \neq m, n}[ & \frac{\left\langle\Psi_{m}\right| P_{\rho}^{\mathrm{A}}\left|\Psi_{j}\right\rangle\left\langle\Psi_{j}\right| P_{\eta}^{\mathrm{B}}\left|\Psi_{n}\right\rangle}{\omega_{j n}-\omega_{\mathrm{I}}+i \gamma_{j}} \\
& \left.+\frac{\left\langle\Psi_{m}\right| P_{\rho}^{\mathrm{B}}\left|\Psi_{j}\right\rangle\left\langle\Psi_{j}\right| P_{\eta}^{\mathrm{A}}\left|\Psi_{n}\right\rangle}{\omega_{j n}+\omega_{\mathrm{I}}-i \gamma_{j}}\right] \tag{5.32}
\end{align*}
$$

$\boldsymbol{P}^{\mathrm{A}}$ and $\boldsymbol{P}^{\mathrm{B}}$ are general operators, which can be the electric dipole, the magnetic dipole or the electric quadrupole operator. The equivalence rules given in Tab. 5.2 can be used to recover the definition of all the five transition tensors. For $\mathcal{A}_{m n}$ and $\mathcal{A}_{m n}^{\prime}$, the index $\eta$ in Eq. 5.32 collects both the indexes corresponding to the quadrupole operator.
Within the theoretical framework described up to this point, no particular assumption has been made on the value of the frequency of the incident light $\omega_{\mathrm{I}}$. However, as mentioned above, we will focus on the resonant version of Raman and ROA spectroscopies. Resonance conditions are satisfied when

| $\operatorname{ICP}\left(0^{\circ}\right)$ | $8\left(45 \alpha G+7 \beta_{s}(G)^{2}+5 \beta_{a}(G)^{2}+\beta_{s}(A)^{2}-\beta_{a}(A)^{2}-45 \alpha \mathcal{G}+5 \beta_{s}(\mathcal{G})^{2}-5 \beta_{a}(\mathcal{G})^{2}-3 \beta_{s}(\mathcal{A})^{2}+\beta_{a}(\mathcal{A})^{2}\right)$ |
| :---: | :---: |
| $\mathrm{ICP}_{x}\left(90^{\circ}\right)$ | $4\left(45 \alpha G+7 \beta_{s}(G)^{2}+5 \beta_{a}(G)^{2}+\beta_{s}(A)^{2}-\beta_{a}(A)^{2}\right)$ |
| $\mathrm{ICP}_{z}\left(90^{\circ}\right)$ | $8\left(3 \beta_{s}(G)^{2}+5 \beta_{a}(G)^{2}-\beta_{s}(A)^{2}+\beta_{a}(A)^{2}\right)$ |
| $\mathrm{ICP}_{\star}\left(90^{\circ}\right)$ | $\frac{40}{3}\left(9 \alpha G+2 \beta_{s}(G)^{2}+2 \beta_{s}(G)^{2}\right)$ |
| $\mathrm{ICP}_{u}\left(90^{\circ}\right)$ | $4\left(45 \alpha G+13 \beta_{s}(G)^{2}+15 \beta_{a}(G)^{2}-\beta_{s}(A)^{2}+\beta_{a}(A)^{2}\right.$ |
| $\operatorname{ICP}\left(180^{\circ}\right)$ | $8\left(45 \alpha G+7 \beta_{s}(G)^{2}+5 \beta_{a}(G)^{2}+\beta_{s}(A)^{2}-\beta_{a}(A)^{2}+45 \alpha \mathcal{G}-5 \beta_{s}(\mathcal{G})^{2}+5 \beta_{a}(\mathcal{G})^{2}+3 \beta_{s}(\mathcal{A})^{2}-\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\operatorname{SCP}\left(0^{\circ}\right)$ | $8\left(-45 \alpha G-7 \beta_{s}(G)^{2}-5 \beta_{a}(G)^{2}+\beta_{s}(A)^{2}+\beta_{a}(A)^{2}+45 \alpha \mathcal{G}-5 \beta_{s}(\mathcal{G})^{2}+5 \beta_{a}(\mathcal{G})^{2}-3 \beta_{s}(\mathcal{A})^{2}-\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\mathrm{SCP}_{x}\left(90^{\circ}\right)$ | $4\left(-45 \alpha \mathcal{G}-13 \beta_{s}(\mathcal{G})^{2}-15 \beta_{a}(\mathcal{G})^{2}-\beta_{s}(\mathcal{A})^{2}-\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\mathrm{SCP}_{z}\left(90^{\circ}\right)$ | $4\left(-3 \beta_{s}(\mathcal{G})^{2}-5 \beta_{a}(\mathcal{G})^{2}-\beta_{s}(\mathcal{A})^{2}-\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\mathrm{SCP}{ }_{\star}\left(90^{\circ}\right)$ | $8\left(-3 \beta_{s}(\mathcal{G})^{2}-5 \beta_{a}(\mathcal{G})^{2}-\beta_{s}(\mathcal{A})^{2}-\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\mathrm{SCP}_{u}\left(90^{\circ}\right)$ | $\frac{40}{3}\left(-9 \alpha \mathcal{G}-2 \beta_{s}(\mathcal{G})^{2}-2 \beta_{a}(\mathcal{G})^{2}\right)$ |
| $\operatorname{SCP}\left(180^{\circ}\right)$ | $8\left(-45 \alpha G-7 \beta_{s}(G)^{2}-5 \beta_{a}(G)^{2}+\beta_{s}(A)^{2}+\beta_{a}(A)^{2}+-45 \alpha \mathcal{G}+5 \beta_{s}(\mathcal{G})^{2}-5 \beta_{a}(\mathcal{G})^{2}+3 \beta_{s}(\mathcal{A})^{2}+\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\mathrm{DCP}_{I}\left(0^{\circ}\right)$ | $8\left(45 \alpha G+\beta_{s}(G)^{2}+5 \beta_{a}(G)^{2}-\beta_{s}(A)^{2}-\beta_{a}(A)^{2}+-45 \alpha \mathcal{G}-\beta_{s}(\mathcal{G})^{2}-5 \beta_{a}(\mathcal{G})^{2}-\beta_{s}(\mathcal{A})^{2}-\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\mathrm{DCP}_{I}\left(90^{\circ}\right)$ | $2\left(45 \alpha G+13 \beta_{s}(G)^{2}+15 \beta_{a}(G)^{2}-\beta_{s}(A)^{2}+\beta_{a}(A)^{2}+-45 \alpha \mathcal{G}-13 \beta_{s}(\mathcal{G})^{2}-15 \beta_{a}(\mathcal{G})^{2}-\beta_{s}(\mathcal{A})^{2}-\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\mathrm{DCP}_{I}\left(180^{\circ}\right)$ | $16\left(3 \beta_{s}(G)^{2}+\beta_{s}(A)^{2}-3 \beta_{s}(\mathcal{G})^{2}+\beta_{s}(\mathcal{A})^{2}\right)$ |
| $\mathrm{DCP}_{I I}\left(0^{\circ}\right)$ | $16\left(3 \beta_{s}(G)^{2}+\beta_{s}(A)^{2}+3 \beta_{s}(\mathcal{G})^{2}-\beta_{s}(\mathcal{A})^{2}\right)$ |
| $\mathrm{DCP}_{I I}\left(90^{\circ}\right)$ | $2\left(45 \alpha G+13 \beta_{s}(G)^{2}+15 \beta_{a}(G)^{2}-\beta_{s}(A)^{2}+\beta_{a}(A)^{2}++45 \alpha \mathcal{G}+13 \beta_{s}(\mathcal{G})^{2}+15 \beta_{a}(\mathcal{G})^{2}+\beta_{s}(\mathcal{A})^{2}+\beta_{a}(\mathcal{A})^{2}\right)$ |
| $\mathrm{DCP}_{\text {II }}\left(180^{\circ}\right)$ | $8\left(45 \alpha G+\beta_{s}(G)^{2}+5 \beta_{a}(G)^{2}-\beta_{s}(A)^{2}-\beta_{a}(A)^{2}++45 \alpha \mathcal{G}+\beta_{s}(\mathcal{G})^{2}+5 \beta_{a}(\mathcal{G})^{2}+\beta_{s}(\mathcal{A})^{2}-\beta_{a}(\mathcal{A})^{2}\right)$ |

TABLE 5.1: Equivalence table to obtain the definition of the ROA intensity $\mathrm{I}_{\text {ROA }}$ in terms of linear combinations of ROA invariants for different experimental setups.

| $\boldsymbol{T}$ | $\boldsymbol{\alpha}$ | $\mathcal{G}$ | $\mathcal{G}^{\prime}$ | $\mathcal{A}$ | $\mathcal{A}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $P^{\mathrm{A}}$ | $\mu$ | $\mu$ | $m$ | $\mu$ | $\boldsymbol{\Theta}$ |
| $\boldsymbol{P}^{\mathrm{B}}$ | $\mu$ | $\boldsymbol{m}$ | $\mu$ | $\boldsymbol{\Theta}$ | $\mu$ |

Table 5.2: Equivalence table to build the five transition tensors required in ROA spectroscopy using Eq. 5.32.
the energy of the incident light matches the energy of a single electronic excited state (the case of multiple resonant states will be treated in the following), and for the resonance case Eq. 5.32 can be simplified. In fact, the denominator of the first term is small for all vibrational levels of the intermediatestate, and thus the second term is negligible with respect to the first one, and can be discarded. For the same reason, the sum over $j$ can be restricted to the vibrational levels of the intermediate-state. Here, an additional approximation will be performed, since temperature effects will be neglected. This way, the initial state $\left|\Psi_{n}\right\rangle$ is the vibrational ground state of the electronic ground state $\left(|\bar{\phi}\rangle\left|\bar{\psi}_{0}\right\rangle\right.$, following the notation introduced in the previous chapter). Using those approximations, Eq. 5.32 can be expressed as,

$$
\begin{equation*}
T_{0 k, p \eta}=\frac{1}{\hbar} \sum_{j=1}^{+\infty} \frac{\left\langle\bar{\psi}_{k}\right| P_{\rho}^{\mathrm{A}, e}\left|\overline{\bar{\psi}}_{j}\right\rangle\left\langle\overline{\bar{\psi}}_{j}\right| P_{\eta}^{\mathrm{B}, e}\left|\bar{\psi}_{0}\right\rangle}{\omega_{j 0}-\omega_{\mathrm{I}}-i \gamma} \tag{5.33}
\end{equation*}
$$

where the BO approximation has been used to simplify $\Psi_{j}$ and $\Psi_{m}$. Furthermore, $\boldsymbol{P}^{\mathrm{A}, e}$ and $\boldsymbol{P}^{\mathrm{B}, e}$ are the electric components of the general transition properties $P^{\mathrm{A}}$ and $\boldsymbol{P}^{\mathrm{B}}$ associated to the intermediate electronic state. We note that Eq. 5.33 holds only for vibrational transitions, where the final state $\left|\bar{\psi}_{k}\right\rangle$ corresponds to a vibrational level of the electronic ground state.
Using Eq. 5.33, the transition tensor $\boldsymbol{T}$ can be computed based on TI and TD approaches, as for one-photon vibronic spectroscopy. Here, we will briefly describe the TI route, and in the next section the TD method will be described more in detail.
In the TI method, Eq. 5.33 is expressed in terms of Franck-Condon integrals using the expansion of the transition property given in Eq. 4.17. As already mentioned for one-photon spectroscopies, within the harmonic approximation, FC integrals can be evaluated through either analytical ${ }^{278,328}$ or recursive ${ }^{279,329}$ expressions, thus it is in principle possible to evaluate the transition tensors by carrying out explicitly the sum in Eq. 5.33. Several TI-based approaches have been proposed in the literature and their main limitation is the lack of reliable prescreening systems for the selection of the most relevant transitions. ${ }^{330,331,332}$ In order to overcome those limitations of the TI approach, a time-dependent (TD) model, which will be described in the next section, is better suited to perform RR and RROA simulations. The prescreening scheme proposed for OPA/OPE can be modified to support RR and RROA, ${ }^{333}$ but its application suffers from several limitations. First, contrary to one-photon spectroscopies, the transition moments involving $\boldsymbol{P}^{\mathrm{A}, e}$
and $P^{B, e}$ are not symmetric, so this means in theory keeping track and combining two separate terms, with the difficulty of establishing a reliable prediction pattern to select the most intense transitions. The latter point is a second difficulty for this prescreening since, as already noted for ECD and CPL, it generally performs worse if intensity and transition probability are not directly connected. Those limitations could be overcome by selecting more transitions to compute per class, and checking a posteriori the reliability. However, the latter is not possible for RR and RROA, where analytical sum rules are not available due to the frequency appearing in the denominator. While more complete prescreening scheme could be devised, the impossibility of evaluating rigorously their reliability strongly hampers their use in black-box procedures.

### 5.2 Time-dependent formulation

In this section, the general TD framework introduced in the previous chapter will generalized to RR and RROA spectroscopies. Let us begin from RR, whose simulation requires only the polarizability tensor $\boldsymbol{\alpha}_{m n}$. The starting point of the TD theory is the expression of the sum-over-states formula given in Eq. 5.33 in the time domain using the mathematical properties of the Fourier transform. For RR, the transition from the frequency domain to the time domain is done trough the following relation, ${ }^{334,335,336,337,338}$

$$
\begin{equation*}
\frac{1}{x}=\frac{i}{\hbar} \int_{0}^{+\infty} e^{-i x t / \hbar} \mathrm{d} t \tag{5.34}
\end{equation*}
$$

which can be used to express the polarizability tensor as,

$$
\begin{equation*}
\alpha_{0 k, p \eta}=\frac{i}{\hbar^{2}} \sum_{j=1}^{+\infty} \int_{0}^{+\infty} \mathrm{d} t\left\langle\bar{\psi}_{k}\right| \mu_{\rho}^{e}\left|\bar{\psi}_{j}\right\rangle\left\langle\bar{\psi}_{j}\right| \mu_{\eta}^{e}\left|\bar{\psi}_{0}\right\rangle e^{-i t\left(\omega_{j 0}-\omega_{1}-i \gamma\right)} \tag{5.35}
\end{equation*}
$$

Following the same strategy already employed for the TD formulation of one-photon spectroscopies, the previous equation can be expressed in a more compact form in terms of the time-evolution operator $e^{-i \overline{\mathcal{H}} \bar{\tau}}$ as,

$$
\begin{align*}
& \alpha_{0 k, \rho \eta}^{k}=\frac{i}{\hbar^{2}} \int_{0}^{+\infty} \mathrm{d} t\left\langle\bar{\psi}_{k}\right| \mu_{\rho}^{e} e^{-i \overline{\mathcal{H}}} \overline{\bar{\tau}}  \tag{5.36}\\
& \mu_{\eta}^{e}\left|\bar{\psi}_{0}\right\rangle e^{-i t\left(\omega_{\mathrm{ad}}-\omega_{\mathrm{I}}-i \gamma\right)} \\
&=\frac{i}{\hbar^{2}} \int_{0}^{+\infty} \mathrm{d} t \chi_{\mathrm{full}, 0 k, \rho \eta}^{\mathrm{RR}}(t) e^{-i t\left(\omega_{\mathrm{ad}}-\omega_{\mathrm{I}}-i \gamma\right)}
\end{align*}
$$

where the cross-correlation function $\chi_{k}^{\mathrm{RR}}(t)$ is defined as,

$$
\begin{equation*}
\chi_{\text {full }, 0 k}^{\mathrm{RR}}=\left\langle\bar{\psi}_{k}\right| \boldsymbol{\mu}^{e} \otimes e^{-i \overline{\overline{\mathcal{H}} \bar{\tau}}} \boldsymbol{\mu}^{e}\left|\bar{\psi}_{0}\right\rangle \tag{5.37}
\end{equation*}
$$

The cross-correlation function above is the counterpart of the auto-correlation function $\chi_{\text {full }}(t)$ given in Eq. 4.62 for RR spectroscopy. Before describing how $\chi_{\text {full, } 0 k}^{\mathrm{RR}}$ can be computed, it is useful to highlight the differences between
$\chi_{\text {full }, 0 k}^{\mathrm{RR}}$ and $\chi_{\text {full }}(t)$. As discussed in the previous chapter, $\chi_{\text {full }}(t)$ can be expressed as a trace, since the wavefunction appearing in the bra and the ket are equal. As a result, it can be evaluated as the trace in the basis formed by the eigenfunction of the position operator by exploiting the Feynmann path integral theory. This simplification is not possible for the cross-correlation function $\chi_{\text {full, } 0 k}^{\mathrm{RR}}$, since the wavefunctions appearing on the bra and on the ket are different. A further difference between $\chi_{\text {full }}(t)$ and $\chi_{\text {full }, 0 k}^{\mathrm{RR}}$ is that the former includes two time-evolution operators ( $e^{-i \overline{\mathcal{H}} \bar{\tau}}$ and $e^{-i \overline{\mathcal{H}} \bar{\tau}}$ ), whereas only $e^{-i \overline{\mathcal{H}} \bar{\tau}}$ appears in Eq. 5.37. This is a consequence of neglecting the temperature effects. In fact, in this case, $\left|\bar{\psi}_{0}\right\rangle$ is the only populated vibrational level of the initial electronic state, thus the trace is equivalent to the expectation value over $\left|\bar{\psi}_{0}\right\rangle$.
Several strategies can be implemented to compute $\boldsymbol{\alpha}_{0 k}$ starting from Eq. 5.36. In the most accurate methods, the time-evolution of the cross-correlation function is simulated using full quantum dynamics approaches, by solving explicitly the time-dependent Schrödinger equation. ${ }^{339,340}$ The computational cost of those approaches is usually high, since an accurate sampling of the intermediate-state PES is usually required and make them applicable only to small-size systems. To limit the computational cost, both PESs can be approximated as harmonic, as already done for OP spectroscopies. In this case, closed-form expression can be derived for $\chi_{\text {full,ok }}^{\mathrm{RR}}$. Such approaches have already been employed in the literature, but in most cases were combined with simplified vibronic models, based on the FC approximation ${ }^{336,337,341,342}$ and neglecting mode-mixing effects. ${ }^{97,98}$ Furthermore, the extension to RROA has been proposed, up to our knowledge, only in Refs. 343 and 344, where however the so-called short-time approximation is used to compute the RROA spectra, which is well suited for pre-resonance conditions, but is ill-suited to describe strong resonances. The TD formulation has been used also in Ref. ${ }^{327}$ to derive formal properties of the different transition tensors, but in practice the simulations were performed at the TI level, using the independent mode harmonic oscillator model (IMDHO, equivalent to the VG model described in Chapter 4). ${ }^{97,335,337}$ Here, since the TD framework introduced in Chapter 4 is extended to RR and RROA spectroscopies, it includes a full support, at the harmonic level, of mode-mixing and HT effects, as well as the possibility of performing calculations in internal coordinates. We note that, for OP spectroscopies, the TI and TD approaches are complementary, since the latter gives access to the overall bandshape with a limited computational cost, whereas the former allows to assign individual vibronic bands. This is not true for RR spectroscopy, where the two approaches provide the same information, so that the TD approach is usually preferred due to its higher numerical stability and reliability.
The TD equivalent of Eq. 5.33 can be derived starting from Eq. 5.36 and using the general transition properties $P^{\mathrm{A}}$ and $\boldsymbol{P}^{\mathrm{B}}$ instead of the electric transition dipole moment,

$$
\begin{equation*}
T_{0 k, p \eta}^{j}=\frac{i}{\hbar^{2}} \int_{0}^{+\infty} \mathrm{d} t\left\langle\bar{\psi}_{k}\right| P_{\rho}^{\mathrm{A}, e} e^{-i \overline{\overline{\mathcal{H}}} \bar{\tau}}\left\{P_{\eta}^{\mathrm{B}, e}\right\}^{\star}\left|\bar{\psi}_{0}\right\rangle e^{-i t\left(\omega_{\mathrm{ad}}-\omega_{\mathrm{I}}-i \gamma\right)} \tag{5.38}
\end{equation*}
$$

For the sake of simplicity, the vibrational ground state $\left|\bar{\psi}_{0}\right\rangle$ will be labeled in the following as $|\overline{\mathbf{0}}\rangle$. As already mentioned above, only fundamental transitions will be included in the treatment, so that in the final state only one mode, with index $k$, is singly excited. Using the Dirac notation, the final state will be labeled as $\left|\overline{\mathbf{1}}_{k}\right\rangle=\left|\overline{\mathbf{0}}+1_{k}\right\rangle$. At the FC level (the inclusion of HT effects will be discussed in the next subsection), Eq. 5.38 can be rewritten as,

$$
\begin{equation*}
T_{0 k, \rho \eta}=\frac{i}{\hbar^{2}} \mathrm{P}_{\rho}^{\mathrm{A}, e}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right)\left\{\mathrm{P}_{\eta}^{\mathrm{B}, e}\right\}^{\star}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right) \int_{0}^{+\infty} \mathrm{d} t\left\langle\overline{\mathbf{1}}_{k}\right| e^{-i \overline{\overline{\mathcal{H}}} \overline{\bar{\tau}}}|\overline{\mathbf{0}}\rangle e^{-i t\left(\omega_{\mathrm{ad}}-\omega_{\mathrm{I}}-i \gamma\right)} \tag{5.39}
\end{equation*}
$$

The cross-correlation function $\left\langle\overline{\mathbf{1}}_{k}\right| e^{-i \overline{\overline{\mathcal{H}}} \overline{\bar{\tau}}}|\overline{\mathbf{0}}\rangle$, labeled in the following as $\chi_{0 k}^{\mathrm{RR}}(t)$, can be expressed as follows, following the same strategy adopted for the autocorrelation function,

$$
\begin{align*}
\chi_{0 k}^{\mathrm{RR}}(t)= & \sqrt{\frac{\operatorname{det} \overline{\overline{\boldsymbol{a}}}}{(2 \pi \hbar)^{N_{\mathrm{vib}}}}} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}}^{\prime} \\
& \times\left\langle\overline{\mathbf{1}}_{k} \mid \overline{\boldsymbol{Q}}^{\prime}\right\rangle \exp \left(\frac{i}{\hbar}\left[\frac{1}{2} \overline{\boldsymbol{Q}}^{\mathrm{T}} \overline{\overline{\boldsymbol{b}}} \overline{\overline{\boldsymbol{Q}}}^{\prime}+\frac{1}{2} \overline{\boldsymbol{Q}}^{\mathrm{T}} \overline{\overline{\boldsymbol{b}}} \overline{\overline{\boldsymbol{Q}}}-\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{a}}} \overline{\overline{\boldsymbol{Q}}}^{\prime}\right]\right)\langle\overline{\boldsymbol{Q}} \mid \overline{\mathbf{0}}\rangle \tag{5.40}
\end{align*}
$$

where the definition of $\overline{\bar{a}}$ and $\overline{\bar{b}}$ was given in the previous chapter. The coordinates representation of the vibrational wavefunctions $|\overline{\mathbf{0}}\rangle$ and $\left|\overline{\mathbf{1}}_{k}\right\rangle$ is the following,

$$
\begin{align*}
\langle\overline{\boldsymbol{Q}} \mid \overline{\mathbf{0}}\rangle & =\prod_{i=1}^{N_{\mathrm{vib}}}\left(\frac{\bar{\omega}_{i}}{\pi \hbar}\right)^{1 / 4} \exp \left(-\frac{\bar{\omega}_{i} \bar{Q}_{i}^{2}}{2 \hbar}\right)=\frac{(\operatorname{det} \overline{\boldsymbol{\Gamma}})^{1 / 4}}{\pi^{N_{\mathrm{vib}} / 4}} \exp \left(-\frac{\overline{\boldsymbol{Q}}^{T} \overline{\boldsymbol{\Gamma}} \overline{\boldsymbol{Q}}}{2}\right) \\
\left\langle\overline{\mathbf{1}}_{k} \mid \overline{\boldsymbol{Q}}^{\prime}\right\rangle & =\sqrt{\frac{\bar{\omega}_{k}}{2 \hbar}} \bar{Q}_{k}^{\prime} \prod_{i=1}^{\prod_{\mathrm{vib}}}\left(\frac{\bar{\omega}_{i}}{\pi \hbar}\right)^{1 / 4} \exp \left(-\frac{\bar{\omega}_{i} \bar{Q}_{i}^{\prime 2}}{2 \hbar}\right) \\
& =\sqrt{\frac{\bar{\Gamma}_{k}}{2} \bar{Q}_{k}^{\prime}} \frac{(\operatorname{det} \bar{\Gamma})^{1 / 4}}{\pi^{N_{\mathrm{vib}} / 4}} \exp \left(-\frac{\overline{\boldsymbol{Q}}^{\prime T} \overline{\boldsymbol{\Gamma}} \overline{\boldsymbol{Q}}^{\prime}}{2}\right) \tag{5.41}
\end{align*}
$$

with $\bar{\Gamma}$ being the diagonal matrix with the reduced frequencies of the initial state. By including the previous definitions in Eq. 5.40, the following result is obtained,

$$
\begin{align*}
& \chi_{0 k}^{\mathrm{RR}}(t)=\sqrt{\frac{\operatorname{det} \overline{\overline{\boldsymbol{\Gamma}}} \overline{\overline{\boldsymbol{a}}}}{(2 \pi \hbar)^{2 N_{\mathrm{vib}}}}} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}^{\prime}} \sqrt{\frac{\bar{\omega}_{k}}{2 \hbar}} \bar{Q}_{k}^{\prime} \\
& \times \exp \left(\frac{i}{\hbar}\left[\frac{1}{2} \overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{b}}}^{\overline{\boldsymbol{Q}}^{\prime}}+\frac{1}{2} \overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{b}}} \overline{\overline{\boldsymbol{Q}}}-\overline{\overline{\boldsymbol{Q}}}^{\mathrm{T}} \overline{\overline{\boldsymbol{a}}} \overline{\overline{\boldsymbol{Q}}}^{\prime}\right]\right) \\
& \times \exp \left(-\frac{\left(\boldsymbol{K}^{T}+\overline{\overline{\boldsymbol{Q}}}^{T} \boldsymbol{J}^{T}\right) \overline{\boldsymbol{\Gamma}}(\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}}+\boldsymbol{K})}{2}\right)  \tag{5.42}\\
& \times \exp \left(-\frac{\left(\boldsymbol{K}^{T}+\overline{\overline{\boldsymbol{Q}}}^{\prime T} \boldsymbol{J}^{T}\right) \overline{\boldsymbol{\Gamma}}\left(\boldsymbol{J} \overline{\overline{\boldsymbol{Q}}^{\prime}}+\boldsymbol{K}\right)}{2}\right) \\
& =\sqrt{\frac{\operatorname{det} \overline{\overline{\boldsymbol{\Gamma}}} \overline{\overline{\boldsymbol{a}}}}{(2 \pi \hbar)^{2 N_{\text {vib }}}}} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}} \int_{-\infty}^{+\infty} d \overline{\overline{\boldsymbol{Q}}^{\prime}} \sqrt{\frac{\bar{\omega}_{k}}{2 \hbar}} \bar{Q}_{k}^{\prime} \chi(t, 0)
\end{align*}
$$

where $\chi(t, 0)$ corresponds to the FC autocorrelation function $\chi(t)$ in the limit $\mathrm{T} \rightarrow 0 \mathrm{~K}$. In fact, in the limit of null temperature, $\beta \rightarrow+\infty$, which means that $\overline{\boldsymbol{a}} \rightarrow \mathbf{0}$ and $\overline{\boldsymbol{b}} \rightarrow \overline{\boldsymbol{\Gamma}}$ since,

$$
\begin{align*}
& \sinh \left(\hbar \bar{\tau} \bar{\omega}_{i}\right) \longrightarrow+\infty  \tag{5.43}\\
& \tanh \left(\hbar \bar{\tau} \bar{\omega}_{i}\right) \longrightarrow 1
\end{align*}
$$

From Eq. 4.73, this means that also $\overline{\boldsymbol{c}} \rightarrow \overline{\boldsymbol{\Gamma}}$ and $\overline{\boldsymbol{d}} \rightarrow \overline{\boldsymbol{\Gamma}}$. By substituting these relations in Eq. 4.79, Eq. 5.42 is recovered. $\chi(t, 0)$ can be expressed as,

$$
\begin{equation*}
\chi(t, 0)=\langle\overline{\mathbf{0}}| e^{-i \overline{\overline{\mathcal{H}} \bar{\tau}}}|\overline{\mathbf{0}}\rangle \tag{5.44}
\end{equation*}
$$

and computed from Eq. 4.79. For OP spectroscopies, the tensors $\chi_{i j k \ldots}^{l m n}(t)$ were introduced to compute the autocorrelation function at the HT level. Their counterpart at 0 K are obtained as,

$$
\begin{equation*}
x_{i j k \ldots}^{l m n \ldots}(t, 0)=\langle\overline{\mathbf{0}}| \overline{\overline{\mathcal{Q}}}_{i} \overline{\mathcal{Q}}_{j} \overline{\mathcal{Q}}_{k} \ldots e^{-i \overline{\mathcal{H}} \bar{\tau}} \overline{\overline{\mathcal{Q}}}_{l} \overline{\overline{\mathcal{Q}}}_{m} \overline{\overline{\mathcal{Q}}}_{n} \ldots|\overline{\mathbf{0}}\rangle \tag{5.45}
\end{equation*}
$$

Unlike OP spectroscopies, where $\chi(t)$ is the only quantity needed to simulate the spectrum at the FC level, for RR and RROA $\chi(t, 0)$ is not sufficient to perform FC simulations. In fact, in the integral given in Eq. 5.42, the autocorrelation function $\chi(t, 0)$ is scaled by $\bar{Q}_{k}^{\prime}$. The Duschinsky transformation can be used to express $\bar{Q}_{k}^{\prime}$ as,

$$
\begin{equation*}
{\overline{Q^{\prime}}}_{k}^{\prime}=\sum_{l=1}^{N_{\text {vib }}} J_{k l} \overline{\bar{Q}}_{l}^{\prime}+K_{k} \tag{5.46}
\end{equation*}
$$

This allows expressing Eq. 5.44 in terms of the general tensors defined in Eq. 5.45 as,

$$
\begin{align*}
\chi_{0 k}^{\mathrm{RR}}(t) & =\sqrt{\frac{\bar{\Gamma}_{k}}{2}}\left(\sum_{l=1}^{N_{\text {vib }}} J_{k l}\langle\overline{\mathbf{0}}| \overline{\overline{\mathcal{Q}}}_{l} e^{-i \overline{\overline{\mathcal{H}}} \overline{\bar{\tau}}}|\overline{\mathbf{0}}\rangle+K_{k}\langle\overline{\mathbf{0}}| e^{-i \overline{\overline{\mathcal{H}}} \overline{\bar{\tau}}}|\overline{\mathbf{0}}\rangle\right)  \tag{5.47}\\
& =\sqrt{\frac{\bar{\Gamma}_{k}}{2}}\left(\sum_{l=1}^{N_{\mathrm{vib}}} J_{k l} \chi_{l}(t, 0)+K_{k} \chi(t, 0)\right)
\end{align*}
$$

The tensor $\chi_{l}(t, 0)$ can be computed using Eq. 4.85 in terms of the element of the $\boldsymbol{\eta}$ vector introduced in Eq. 4.86 as follows,

$$
\begin{equation*}
\chi_{0 k}^{\mathrm{RR}}(t)=\sqrt{\frac{\bar{\Gamma}_{k}}{2}}\left(-\frac{1}{\sqrt{2}} \sum_{l=1}^{N_{\text {vib }}} J_{k l} \eta_{l}+K_{k}\right) \chi(t, 0) \tag{5.48}
\end{equation*}
$$

where $\boldsymbol{\eta}$ is computed Eq. 4.86 by setting $\overline{\boldsymbol{d}}=\boldsymbol{I}$. Combining Eqs. 5.39 and 5.48, the element $(\rho \eta)$ of the general transition operator $\boldsymbol{T}_{0 k}$ is the following:

$$
\begin{align*}
T_{0 k, p \eta}= & \frac{i}{\hbar} \sqrt{\frac{\bar{\Gamma}_{k}}{2}} P_{\rho}^{\mathrm{A}, e}\left(\overline{\bar{Q}}^{\mathrm{eq}}\right) P_{\eta}^{\mathrm{B}, e}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right)  \tag{5.49}\\
& \times \int_{0}^{+\infty} \mathrm{d} t\left(\mathbf{K}-\frac{1}{\sqrt{2}} \mathbf{J} \eta\right)_{k} \chi(t, 0) e^{-i t\left(\omega_{\mathrm{ad}}-\omega_{\mathrm{I}}-i \gamma\right)}
\end{align*}
$$

It should be noted that the evaluation of the previous integral does not increase the computational time with respect to the OP case, since $\boldsymbol{\eta}$ is already needed to compute $\chi(t, 0)$. Furthermore, the multiplication by the Duschinsky matrix, that would, in principle, increase the computational time, can be performed after the integration, since $\mathbf{J}$ is a time-independent quantity.
In Eq. 5.49, the transition tensor $\boldsymbol{T}_{0 k}$ is factorized as the product between a purely electronic term and the Fourier transform of the cross-correlation function, that is determined only by nuclear properties. A direct consequence of this factorization is that only a limited subset of the invariants among the ones given in Eqs. 5.18-5.30 are actually needed to compute the RROA spectrum. In fact, by choosing, without loss of generality, the $z$ axis of the reference system along the electric dipole moment $\mu$, the only non-null element of $\boldsymbol{\alpha}_{0 k}$ is $\alpha_{0 k, z z}$. As a consequence, $\boldsymbol{\alpha}_{0 k}^{a}=0$ and $\beta_{a}(\mathcal{G})=\beta_{a}\left(\mathcal{G}^{\prime}\right)=\beta_{a}(\mathcal{A})=$ $\beta_{a}\left(\mathcal{A}^{\prime}\right)=0$. Furthermore, $\beta_{s}(A)=\mathbf{0}$, since, in Eq. 5.27, $\alpha_{0 k, p \eta} \neq 0$ only for $\rho=\eta=z$ and, for the same reason, $\mathcal{A}_{0 k, \delta, \lambda \eta}^{S} \neq 0$ only for $\delta=z$, but in those cases $\epsilon_{z z \eta}=0$, and therefore $\beta_{s}(\mathcal{A})=0$. For the same reason, $\beta_{s}\left(\mathcal{A}^{\prime}\right)=0$. The same relations have been derived by Nafie and co-workers in Refs. 63 and 345 within the so-called single electronic state limit (SES), where modemixing and frequency change effects are neglected by including only one resonant electronic state. However, the previous discussion shows that the same relations hold also if mode-mixing and frequency changes effects are included, provided that the Franck-Condon approximation is used and a single intermediate-state is considered.

When multiple excited states are included in the treatment, the RROA spectrum can be computed from the relations given in Eqs. 5.18-5.30, provided that the general transition tensors is obtained as a sum over all the $N_{\text {res }}$ resonant states,

$$
\begin{equation*}
\boldsymbol{T}_{0 k}=\sum_{l=1}^{N_{\mathrm{res}}} \boldsymbol{T}_{0 k}^{l} \tag{5.50}
\end{equation*}
$$

where $\boldsymbol{T}_{0 k}^{l}$ is the transition tensor obtained for the $l$-th resonant state. ${ }^{327,333}$ In this case, the transition dipole moments for each transition has, in general, a different orientation, and therefore it is not possible to choose a coordinates system where each transition dipole moment is aligned along the same axis. Therefore, the simplified relations derived for the FC case do not hold for multiple resonant excited states. ${ }^{346,347}$

### 5.2.1 Inclusion of HT effects

The generalization of the previous theoretical framework to the inclusion of HT effects can be done following the same strategy employed for the FC case. By combining the expansion of the transition dipole moment given in Eq. 4.17 and the SOS expression given in Eq. 5.33 , it is possible to derive the following relation,

$$
\begin{align*}
T_{0 k, p \eta}= & \frac{1}{\hbar} \sum_{k=1}^{+\infty}\left[P_{\rho}^{\mathrm{A}, e}\left(\overline{\bar{Q}}^{\mathrm{eq}}\right)\left\{P_{\eta}^{\mathrm{B}, e}\right\}^{\star}\left(\overline{\bar{Q}}^{\mathrm{eq}}\right) \frac{\left\langle\bar{\psi}_{k} \mid \overline{\bar{\psi}}_{j}\right\rangle\left\langle\overline{\bar{\psi}}_{j} \mid \bar{\psi}_{0}\right\rangle}{\omega_{j 0}-\omega_{\mathrm{I}}-i \gamma}\right. \\
& +\sum_{m=1}^{N_{\mathrm{vib}}}\left(\frac{\partial P_{\rho}^{\mathrm{A}, e}}{\partial \overline{\bar{Q}}_{m}}\right)_{\mathrm{eq}}\left\{P_{\eta}^{\mathrm{B}, e}\right\}^{\star}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right) \frac{\left\langle\bar{\psi}_{k}\right| \overline{\overline{\mathcal{Q}}}_{m}\left|\overline{\bar{\psi}}_{j}\right\rangle\left\langle\overline{\bar{\psi}}_{j} \mid \bar{\psi}_{0}\right\rangle}{\omega_{j 0}-\omega_{\mathrm{I}}-i \gamma} \\
& +\sum_{m=1}^{N_{\text {vib }}} P_{\rho}^{\mathrm{A}, e}\left(\overline{\bar{Q}}^{\mathrm{eq}}\right)\left(\frac{\partial P_{\eta}^{\mathrm{B}, e}}{\partial \overline{\bar{Q}}_{j}}\right)_{\mathrm{eq}}^{\star} \frac{\left\langle\bar{\psi}_{k} \mid \overline{\bar{\psi}}_{j}\right\rangle\left\langle\overline{\bar{\psi}}_{j}\right| \overline{\overline{\mathcal{Q}}}_{m}\left|\bar{\psi}_{0}\right\rangle}{\omega_{j 0}-\omega_{\mathrm{I}}-i \gamma} \\
& \left.+\sum_{l, m=1}^{N_{\mathrm{vib}}}\left(\frac{\partial P_{\rho}^{\mathrm{A}, e}}{\partial \overline{\bar{Q}}_{l}}\right)_{\mathrm{eq}}\left(\frac{\partial P_{\eta}^{\mathrm{B}, e}}{\partial \overline{\bar{Q}}_{m}}\right)_{\mathrm{eq}}^{\star} \frac{\left\langle\bar{\psi}_{k}\right| \overline{\overline{\mathcal{Q}}}_{l}\left|\overline{\bar{\psi}}_{j}\right\rangle\left\langle\overline{\bar{\psi}}_{j}\right| \overline{\overline{\mathcal{Q}}}_{m}\left|\bar{\psi}_{0}\right\rangle}{\omega_{j 0}-\omega_{\mathrm{I}}-i \gamma}\right] \tag{5.51}
\end{align*}
$$

where the first term correspond to the pure FC contribution, the second and the third ones to the mixed FC/HT terms, and the last one to the pure HT contribution. Using Eq. 5.34 to express the previous relation in the time domain, the last three terms can be computed as Fourier Transform of the following cross-correlation function,

$$
\begin{align*}
\chi_{0 k}^{\mathrm{RR}, j} & =\left\langle\overline{\mathbf{1}}_{k}\right| e^{-i \overline{\overline{\mathcal{H}}} \overline{\overline{\mathcal{Q}}}} \overline{\mathcal{Q}}_{k}|\overline{\mathbf{0}}\rangle \\
\chi_{0 k, j}^{\mathrm{RR}} & =\left\langle\overline{\mathbf{1}}_{k}\right| \overline{\overline{\mathcal{Q}}}_{k} e^{-i \overline{\overline{\mathcal{H}}} \bar{\tau}}|\overline{\mathbf{0}}\rangle  \tag{5.52}\\
\chi_{0 k, j}^{\mathrm{RR}, l} & =\left\langle\overline{\mathbf{1}}_{k}\right| \overline{\overline{\mathcal{Q}}}_{j} e^{-i \overline{\overline{\mathcal{H}}} \overline{\bar{\tau}}} \overline{\overline{\mathcal{Q}}}_{l}|\overline{\mathbf{0}}\rangle
\end{align*}
$$

Starting from Eq. 5.52, it is easy to show that the cross-correlation functions given in the previous equation can be related to the autocorrelation functions at 0 K as follows,

$$
\begin{align*}
\chi_{0 k, j}^{\mathrm{RR}} & =\frac{i}{\hbar} \sqrt{\frac{\bar{\Gamma}_{k}}{2}}\left(K_{k} \chi_{j}(t, 0)+\sum_{i=1}^{N_{\mathrm{vib}}} J_{k i} \chi_{i j}(t, 0)\right) \\
\chi_{0 k}^{\mathrm{RR}, j} & =\frac{i}{\hbar} \sqrt{\frac{\bar{\Gamma}_{k}}{2}}\left(K_{k} \chi^{j}(t, 0)+\sum_{i=1}^{N_{\text {vib }}} J_{k i} \chi_{i}^{j}(t, 0)\right)  \tag{5.53}\\
\chi_{0 k, j}^{\mathrm{RR}, l}= & \frac{i}{\hbar} \sqrt{\frac{\bar{\Gamma}_{k}}{2}}\left(K_{k} \chi_{j}^{l}(t, 0)+\sum_{i=1}^{N_{\mathrm{vib}}} J_{k i} \chi_{i j}^{l}(t, 0)\right)
\end{align*}
$$

where the tensors $\chi_{j}(t, 0), \chi^{j}(t, 0), \chi_{i j}(t, 0), \chi_{j}^{l}(t, 0)$ and $\chi_{i j}^{l}(t, 0)$ can be computed using the relations derived in the previous chapter. Also in this case, it is useful to compare the computational cost of the simulation of a RR spectrum at the FCHT level with the OP equivalent. The only additional tensor that needs to be computed is $\chi_{i j}^{l}(t, 0)$, which is a three-indexes tensor and whose calculation increases the computational cost by a factor of $N_{\mathrm{vib}}$, as can be understood from Eq. 4.142.
The general transition tensor $\boldsymbol{T}_{0 k}$ defined in Eq. 5.32 can be expressed, using the definitions introduced in Eq. 5.38, as follows:

$$
\begin{equation*}
\boldsymbol{T}_{0 k}=\frac{i}{\hbar} \sqrt{\frac{\bar{\Gamma}_{k}}{2}} \int_{0}^{+\infty} \mathrm{d} t\left[\chi_{0 k}^{\mathrm{FC}}+\chi_{0 k}^{\mathrm{FCHT}, 1}+\chi_{0 k}^{\mathrm{FCHT}, 2}+\chi_{0 k}^{\mathrm{HT}}\right] \tag{5.54}
\end{equation*}
$$

where the cross-correlation function matrices $\chi_{0 k}^{\mathrm{FCHT}, 1}, \chi_{0 k}^{\mathrm{FCHT}, 2}$ and $\chi_{0 k}^{\mathrm{HT}}$ ) are defined as,

$$
\begin{align*}
\chi_{0 k}^{\mathrm{FC}} & =\boldsymbol{P}^{\mathrm{A}, e}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right) \otimes\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{\star}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right) \chi_{0 k}^{\mathrm{RR}}(t) \\
\chi_{0 k}^{\mathrm{FCHT}, 1} & =\sum_{l=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \boldsymbol{P}^{\mathrm{A}, e}}{\partial \overline{\bar{Q}}_{l}}\right)_{\mathrm{eq}} \otimes\left\{\boldsymbol{P}^{\mathrm{B}, e}\right\}^{\star}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right) \chi_{0 k, l}^{\mathrm{RR}} \\
\chi_{0 k}^{\mathrm{FCHT}, 2} & =\sum_{l=1}^{N_{\mathrm{vib}}} \boldsymbol{P}^{\mathrm{A}, e}\left(\overline{\overline{\boldsymbol{Q}}}^{\mathrm{eq}}\right) \otimes\left(\frac{\partial \boldsymbol{P}^{\mathrm{B}, e}}{\partial \overline{\bar{Q}}_{l}}\right)_{\mathrm{eq}}^{\star} \chi_{0 k}^{\mathrm{RR} l}  \tag{5.55}\\
\chi_{0 k}^{\mathrm{HT}} & =\sum_{l, m=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \boldsymbol{P}^{\mathrm{A}, e}}{\partial \overline{\bar{Q}}_{l}}\right)_{\mathrm{eq}} \otimes\left(\frac{\partial \boldsymbol{P}^{\mathrm{B}, e}}{\partial \overline{\bar{Q}}_{m}}\right)_{\mathrm{eq}}^{\star} \chi_{0 k, l}^{\mathrm{RR}, m}
\end{align*}
$$

### 5.2.2 Gauge invariance

As has been already discussed in the literature, $344,346,348,349,350$ for a given molecular structure, the definition of the transition properties $\boldsymbol{\mu}_{m n}, \boldsymbol{m}_{m n}$ and $\boldsymbol{\Theta}_{m n}$ changes with the origin of the reference axes used in the simulation. This effect is usually known as gauge-dependence. Let us consider, for example,
two reference systems with origin in $x^{0}$ and $x^{0}+\boldsymbol{a}$, respectively. The transition properties in the first $\left(\boldsymbol{\mu}_{m n}\left(\boldsymbol{x}^{0}\right), \boldsymbol{m}_{m n}\left(\boldsymbol{x}^{0}\right), \boldsymbol{\Theta}_{m n}\left(\boldsymbol{x}^{0}\right)\right)$ and in the second reference system $\left(\boldsymbol{\mu}_{m n}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right), \boldsymbol{m}_{m n}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right), \boldsymbol{\Theta}_{m n}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right)\right)$ are related by the following transformation:

$$
\begin{align*}
\boldsymbol{\mu}_{m n}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right) & =\boldsymbol{\mu}_{m n}\left(\boldsymbol{x}^{0}\right) \\
\boldsymbol{m}_{m n}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right) & =\boldsymbol{m}_{m n}\left(\boldsymbol{x}^{0}\right)+\frac{1}{2} \boldsymbol{a} \times \boldsymbol{p}_{m n}  \tag{5.56}\\
\Theta_{m n, \rho \eta}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right) & =\boldsymbol{\Theta}_{m n, \rho \eta}\left(\boldsymbol{x}^{0}\right)-\frac{3}{2} a_{\rho} \mu_{m n, \eta}-\frac{3}{2} a_{\eta} \mu_{m n, \rho}+\boldsymbol{a} \cdot \boldsymbol{\mu}_{m n} \delta_{\rho \eta}
\end{align*}
$$

The relations given in Eq. 5.56 can be used to express the transition properties as Taylor expansion (as in Eq. 4.17) and to derive relations between the equilibrium value of the transition property and its derivatives in the two different coordinates systems. For the sake of simplicity, we will now use the FC approximation to derive those relations, with a single resonant state. Under those approximations, the following relations can be derived, ${ }^{346}$

$$
\begin{align*}
\boldsymbol{\alpha}_{m n}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right) & =\boldsymbol{\alpha}_{m n}\left(\boldsymbol{x}^{0}\right) \\
\mathcal{G}_{m n, \rho \eta}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right) & =\mathcal{G}_{m n, \rho \eta}\left(\boldsymbol{x}^{0}\right)+\frac{i}{2} \omega_{\mathrm{ad}} \epsilon_{\eta \lambda \delta} a_{\lambda} \alpha_{m n, \rho \delta} \\
\mathcal{G}_{m n, \rho \eta}^{\prime}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right) & =\mathcal{G}_{m n, \rho \eta}^{\prime}\left(\boldsymbol{x}^{0}\right)+\frac{i}{2} \omega_{\mathrm{ad}} \epsilon_{\eta \lambda \delta} a_{\lambda} \alpha_{m n, \rho \delta} \\
\mathcal{A}_{m n, \rho, \eta \delta}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right) & =\mathcal{A}_{m n, \rho, \eta \delta}\left(\boldsymbol{x}^{0}\right)-\frac{3}{2} a_{\eta} \alpha_{m n, \delta \rho}-\frac{3}{2} a_{\delta} \alpha_{m n, \rho \eta}+\delta_{\eta \delta} a_{\lambda} \alpha_{m n, \rho \lambda} \\
\mathcal{A}_{m n, \rho, \eta \delta}^{\prime}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right) & =\mathcal{A}_{m n, \rho, \eta \delta}^{\prime}\left(\boldsymbol{x}^{0}\right)-\frac{3}{2} a_{\eta} \alpha_{m n, \delta \rho}-\frac{3}{2} a_{\delta} \alpha_{m n, \rho \eta}+\delta_{\eta \delta} a_{\lambda} \alpha_{m n, \rho \lambda} \tag{5.57}
\end{align*}
$$

Despite the origin-dependence of the individual transition tensors, by using Eq. 5.57 to compute the invariants, it can be shown that all the terms depending on the origin shift $\boldsymbol{a}$ cancel out. However, the transformation rules given in Eq. 5.56 holds only for electronic wavefunctions obtained with a complete basis-set. When a finite-size basis set is employed, the relation between $\boldsymbol{m}_{m n}\left(\boldsymbol{x}^{0}+\boldsymbol{a}\right)$ and $\boldsymbol{m}_{m n}\left(\boldsymbol{x}^{0}\right)$ does not hold anymore, ${ }^{351}$ and therefore the gauge-invariance of the RROA intensities is not guaranteed. This limitation can be overcome with the so-called gauge-independent atomic orbitals (GIAO), ${ }^{352,353}$ in which a magnetic field-dependent phase factor is included in order to remove the gauge dependence of the transition magnetic dipole moment also for finite basis sets. Another solution is to compute the electric transition dipole and quadrupole moments using the so-called velocity representation (labeled in the following as $\boldsymbol{\mu}_{m n}^{p}$ and $\boldsymbol{\Theta}_{m n}^{p}$, respectively). ${ }^{351,354}$. The relation between $\boldsymbol{\mu}_{m n}^{p}$ and $\boldsymbol{\Theta}_{m n}^{p}$ and their length-gauge counterpart is,

$$
\begin{align*}
\boldsymbol{\mu}_{m n} & =-\frac{i \hbar}{E_{m}-E_{n}} \sum_{a=1}^{N_{\text {at }}}\left\langle\phi_{m}\right| \boldsymbol{p}_{a}\left|\phi_{n}\right\rangle=-\frac{i \hbar}{E_{m}-E_{n}} \boldsymbol{\mu}_{m n}^{p}  \tag{5.58}\\
\boldsymbol{\Theta}_{m n} & =-\frac{i \hbar}{E_{m}-E_{n}} \sum_{a=1}^{N_{\text {at }}}\left\langle\phi_{m}\right| \boldsymbol{p}_{a} \otimes \boldsymbol{r}_{a}\left|\phi_{n}\right\rangle=-\frac{i \hbar}{E_{m}-E_{n}} \boldsymbol{\Theta}_{m n}^{p}
\end{align*}
$$

where $E_{m}$ and $E_{n}$ are the energies of the electronic states involved in the transition, computed at the same geometry used for the calculation of the transition properties. The transition tensors in the velocity representation are origin-dependent too, but this dependence cancels out for the invariants. ${ }^{346}$ However, at variance with the length representation, in this case the gaugeinvariance holds also for finite basis sets in this case, and so is valid in practice for quantum-chemical calculations. Therefore, in the following, all transition properties will be computed in the velocity representation.
The previous discussion is valid only at the FC level and including only a single intermediate-state. As discussed in Ref. 346, the further inclusion of HT effects requires the transformation of the first-order derivatives of the transition properties from the length to the velocity representation. This can be done by differentiation of both sides of Eq. 5.58 with respect to the normal mode $Q_{k},{ }^{346}$

$$
\begin{align*}
\frac{\partial \boldsymbol{\mu}_{m n}}{\partial Q_{k}} & =\frac{i \boldsymbol{\mu}_{m n}^{p}}{\omega_{m n}^{2}} \frac{\partial \omega_{m n}}{\partial Q_{k}}-\frac{i}{\omega_{m n}} \frac{\partial \boldsymbol{\mu}_{m n}^{p}}{\partial Q_{k}}  \tag{5.59}\\
\frac{\partial \boldsymbol{\Theta}_{m n}}{\partial Q_{k}} & =\frac{i \boldsymbol{\Theta}_{m n}^{p}}{\omega_{m n}^{2}} \frac{\partial \omega_{m n}}{\partial Q_{k}}-\frac{i}{\omega_{m n}} \frac{\partial \boldsymbol{\Theta}_{m n}^{p}}{\partial Q_{k}}
\end{align*}
$$

where $\omega_{m n}=\left(E_{m}-E_{n}\right) / \hbar$ and $\partial \omega_{m n} / \partial Q_{k}$ can be expressed as $\left(\overline{\bar{g}}_{k}-\bar{g}_{k}\right) / \hbar$, where $\overline{\boldsymbol{g}}$ and $\overline{\overline{\boldsymbol{g}}}$ are the gradient of the initial- and intermediate-state PESs computed at the same geometry as the one used to compute the transition properties. This reference geometry is different whether adiabatic or vertical models are used. For vertical models, all the quantities are computed at the equilibrium geometry of the ground electronic state, and therefore $\overline{\boldsymbol{g}}=\mathbf{0}$ and $\overline{\bar{g}}$ is the gradient of the intermediate-state PES which is used to build the Duschinsky transformation. ${ }^{268}$ Furthermore, the energy separation $\omega_{m n}$ is the vertical excitation energy. The calculation is less trivial for adiabatic models, since the transition properties are computed at the equilibrium geometry of the intermediate-state PES. For this nuclear configuration, $\overline{\bar{g}}=\mathbf{0}$, whereas $\bar{g}$ is in general non null and not available, since it is not involved in the definition of the Duschinsky transformation. In order to avoid an additional gradient computation, $\overline{\boldsymbol{g}}$ can be extrapolated using the harmonic approximation of the initial state PES as follows,

$$
\begin{equation*}
\overline{\mathbf{g}}=\frac{1}{\hbar} \overline{\boldsymbol{H}}\left(\overline{\overline{\boldsymbol{x}}}^{\mathrm{eq}}-\overline{\boldsymbol{x}}^{\mathrm{eq}}\right) \tag{5.60}
\end{equation*}
$$

where $\overline{\boldsymbol{H}}$ is the Hessian of the initial state, whereas $\overline{\boldsymbol{x}}^{\mathrm{eq}}$ and $\overline{\overline{\boldsymbol{x}}}{ }^{\mathrm{eq}}$ are the equilibrium geometries of the initial and intermediate electronic states, respectively. The energy separation $\omega_{m}$ can be computed using the same extrapolation, which gives the following result,

$$
\begin{equation*}
\omega_{m n}=\frac{1}{\hbar}\left[\overline{\bar{E}}-\bar{E}+\frac{1}{2}\left(\overline{\boldsymbol{x}}^{\mathrm{eq}}-\overline{\boldsymbol{x}}^{\mathrm{eq}}\right)^{T} \overline{\boldsymbol{H}}\left(\overline{\overline{\boldsymbol{x}}}^{\mathrm{eq}}-\overline{\boldsymbol{x}}^{\mathrm{eq}}\right)\right] \tag{5.61}
\end{equation*}
$$

where $\bar{E}$ and $\overline{\bar{E}}$ are the adiabatic energies of the ground and intermedate electronic states. In Ref. 346 it is shown that, even if the derivatives of the transition properties are computed within the velocity representation using the transformation given in Eq. 5.59, the gauge-invariance of the RROA intensities is not ensured. In fact, in order for the invariants $\beta_{s}(\mathcal{G})^{2}, \beta_{a}(\mathcal{G})^{2}$, $\beta_{s}(\mathcal{A})^{2}, \beta_{a}(\mathcal{A})^{2}$ (as well as their counterpart obtained using $\mathcal{G}^{\prime}$ and $\mathcal{A}^{\prime}$ ) to be gauge invariant, the polarizability tensor must be symmetric, and this is not the case when HT effects are included. To conclude, let us remark that the issue of the origin-dependence is even more problematic when multiple intermediate-states are included in the simulation. In fact, in this case an additional gauge-dependent term appears in the definition of the $\beta_{s}(\mathcal{G})^{2}$ and $\beta_{s}\left(\mathcal{G}^{\prime}\right)^{2}$ invariants. A possible solution to this problem has been proposed in Ref. 346, by assuming that all the resonant states have the same excitation energy, which is set to the average of the excitation energies of the resonant states.

### 5.3 Examples of application

The TD theory of RR and RROA is applied in this section to the simulation of the spectra of two organic molecules, (5,6)-dimethyluracil and the methyl ester of naproxen. In the first case, the RR spectrum will computed with different coordinates systems, to highlight the impact of the choice of the coordinates in the simulation of RR spectra. For naproxen, both RR and RROA spectra will be simulated, in order to check the reliability of the various vibronic models for both spectroscopies. In all cases, if not otherwise specified, electronic structure calculations have been performed at the (TD-)DFT level, with the B3LYP exchange-correlation functional and the SNSD basis set. ${ }^{355}$ If not otherwise specified, the damping parameter was set to $100 \mathrm{~cm}^{-1}$, and the Fourier integral was computed by sampling the cross-correlation function in $2^{12}$ points, for an overall propagation time of $10^{-12} \mathrm{~s}$.

### 5.3.1 The effect of the choice of the coordinates: RR spectrum of (5,6)-dimethyluracil

The first example used to test the TD-RR theory is 5,6-dimethyluracil (referred to in the following as $5,6-\mathrm{DMU}$ ). The study of the electronic properties of nucleobases is of great interest both from a practical and a theoretical points of view. ${ }^{356,357,358}$ First of all, the interaction of nucleobases and their derivatives with UV-vis light is at the heart of most DNA photodamage
processes, therefore the study of the photochemical properties of nucleobase can give insights into the mechanism of those processes. RR spectroscopy has been applied in the last years to characterize the short-time dynamics of excited states of a large number of nucleobase derivatives. ${ }^{359,360,361}$ Even if several experimental spectra are therefore available, their interpretation usually relies on approximated vibronic models, ${ }^{362,363,364}$ neglecting either HT or mode-mixing effects. Furthermore, nucleobases usually undergo significant geometry changes upon electronic excitation, thus a correct description of vibronic properties of such flexible molecules requires an appropriate coordinates system.


FIGURE 5.1: Superposition of the optimized geometries of the $S_{0}$ (in red) and $S_{2}$ (in blue) electronic states of 5,6-DMU. The $S_{0}$ structure is used as reference for the atom type definition (right structure).

Here, we will focus on the RR spectrum of 5,6 -DMU with an incident wavelength set to match the $S_{2} \leftarrow S_{0}\left(n \rightarrow \pi^{*}\right)$ electronic transition, since experimental data are available only in resonance with this state. ${ }^{361}$ The equilibrium geometries of the $S_{0}$ and $S_{2}$ states, calculated without including solvent effects, are reported in Fig. 5.1. This graphical representation shows that, even if in both electronic states the ring is planar, one of the methyl residues is rotated by $\approx 60^{\circ}$ upon excitation. Fig. 5.2 shows the RR spectrum simulated with different models for the intermediate-state PES, with the simulations done at the FC level in all cases. As shown in the upper left panel, the theoretical spectrum calculated at the AH level by using Cartesian coordinates is dominated by an intense band in the low-energy region, corresponding to normal modes involving the torsion of the methyl groups. The overall band-shape calculated at the VG level in Cartesian coordinates, reported in the upper right panel of Fig. 5.2, is significantly different from the AH one in Cartesian coordinates, since the low-energy intense peak is not present anymore, while various peaks appear in the region between 800 and $2000 \mathrm{~cm}^{-1}$.

Let us recall that, when experimental results are poorly reproduced by using adiabatic models in Cartesian coordinates due to the presence of largeamplitude deformations, vertical models in Cartesian coordinates are usually employed instead to obtain more reliable results. 88,272 In fact, as noted in the previous chapter, the VG model is the only one in which internal and Cartesian coordinates provide equivalent results, and for this reason the inaccuracy of vibronic models in Cartesian coordinates is partially recovered. However, in this case, as can be shown by comparison of the upper right and lower panels of Fig. 5.2, the RR spectrum calculated at the AH level in DICs is not equivalent to the VG one. The differences between the two theoretical spectra are mainly due to the strong influence of mode-mixing effects, and therefore the VG model is ill-suited to reproduce the spectrum. On the other hand, use of the more refined VH model, which includes modemixing effects, is not straightforward due to the presence of four imaginary frequencies at the ground-state geometry, which would require the inclusion of anharmonic terms in the expansion of the excited-state PES.


Figure 5.2: Comparison of the theoretical RR spectra of 5,6DMU calculated by using different coordinates system and different models for the excited state PES: AH in Cartesian coordinates (upper panel, left), VG in Cartesian coordinates (upper panel, right), AH in DICs (lower panel). The intensity of each spectrum has been rescaled with respect to the most intense band, and Lorentzian distribution functions with an HWHM of $10 \mathrm{~cm}^{-1}$ have been applied to each peak to reproduce broadening effects.

In order to check the accuracy of the results obtained with different coordinates systems and models for the excited-state PES, the theoretical results have been compared to the experimental data, taken from Ref. 361. The experimental spectrum has been recorded in water, and to reproduce the laboratory conditions, solvent effects have been taken into account by mean of PCM. The inclusion of solvent effects strongly modifies the equilibrium geometry of the $S_{2}$ state of ( 5,6 )-DMU, since the six-term ring undergoes a distortion from the planar geometry upon the electronic excitation. Furthermore, a large-amplitude rotation of one of the methyl groups is still present. The theoretical results obtained in aqueous solution are reported in Fig. 5.3. As shown in the left panel, the agreement between the theoretical results obtained with AH in Cartesian coordinates and the experimental spectrum is rather poor. Conversely, the agreement becomes significantly better when DICs are used with the AH model, as reported in the right panel. In order to check the influence of the internal coordinate sets, the spectrum obtained with ZICs is reported as well, in the left panel. First of all, the Z-matrix which has been used is a standard one, and no dummy atoms are introduced in order to keep the correct symmetry of the system. In fact, our goal is to compare the performance of automatized algorithms for the generation of internal coordinates, and therefore, no ad-hoc Z-matrices have been used (a complete definition of the Z-matrix can be found in Ref. 338). The ZIC spectrum reported in the left panel of Fig. 5.3 shows that the use of Z-matrix coordinates does not improve the agreement between experimental and theoretical results with respect to the Cartesian case. In particular, the most intense bands are still observed in the $900-1100 \mathrm{~cm}^{-1}$ spectrum range, compared to about $1700 \mathrm{~cm}^{-1}$ in the DIC case and in experiment. In fact, as previously pointed out, Z-matrix coordinates are poorly suited for the description of ring deformations, since one of the bond lengths and valence angles involving ring atoms are not included in the definition of the internal coordinates. As a consequence, DICs are more suitable when electronic excitations are associated to ring deformations.
In conclusion, it should be noted that slight differences between theoretical and experimental results are still present, even if DICs are used. Indeed, the intensity of the bands under $1200 \mathrm{~cm}^{-1}$ is underestimated, and an additional band at about $1480 \mathrm{~cm}^{-1}$ is present in the theoretical spectrum. The major limitation of our simulations lies in the description of solvent effects by means of PCM, since some first-shell water molecules interact specifically with the solute, which are not reproduced by continuum models. ${ }^{365,366}$ Therefore, the inclusion of at least part of the first solvation shell in the QM part of the calculation should further improve the theoretical results. However, as discussed in the previous chapter for imidazole, a proper generation of intermolecular internal coordinates is not straightforward, and has not been investigated here.


Figure 5.3: Comparison of the theoretical and experimental (taken from Ref. 361) RR spectrum of 5,6-DMU. Vibronic calculations were performed at the AH level with Cartesian and Z-matrix coordinates (left panel) and DICs (right panel). Solvent effects have been included by means of PCM. The intensity of each spectrum has been normalized with respect to the most intense band, and Lorentzian distribution functions with HWHMs of $10 \mathrm{~cm}^{-1}$ have been applied to each peak to reproduce the broadening effects.

### 5.3.2 Naproxen: from the OPA to the RROA spectrum

The second molecule studied here is the deuterated methyl ester of the (S)-(+)-6-methoxy- $\alpha$-methyl-2-naphtaleneacetic acid, denoted as naproxen-OCD ${ }_{3}$ for the sake of simplicity, which is one of the first organic molecules for which an RROA spectrum has been experimentally recorded, together with other ibuprofen derivatives, by Nafie and co-workers. ${ }^{367}$
From a computational point of view, the only theoretical analysis of the RROA spectrum of Naproxen- $\mathrm{OCD}_{3}$ is, up to our knowledge, the one done by Reiher and co-workers, ${ }^{327}$ which has been recently extended to the free acid forms of ibuprofen and naproxen. ${ }^{368}$ The first work uses a TI theory based on the Kramers-Krönig trans-


Figure 5.4: Graphical representation of the structure of naproxen- $-\mathrm{OCD}_{3}$. form, ${ }^{363,369}$ and uses the VG model to describe the intermediate-state PES and the FC approximation for the transition dipole moment. The second study, carried out on the acid form of naproxen- $\mathrm{OCD}_{3}$, is based on a different theoretical formulation, relying on the complex polarizability approach introduced by Schatz and coworkers ${ }^{343,344}$ where resonance effects are included only through a complex lifetime factor, thus neglecting vibronic effects. To complete those analyses, all vibronic models presented in the previous chapter will be employed, in order to fully characterize the RR and RROA spectra of naproxen- $O C D_{3}$, with
particular care to the effects of the choice of the coordinates system on the spectral bandshape, and to the relevance of HT effects.
The experimental RROA spectrum has been recorded with an incident wavelength of 512 nm , thus significantly distant from the first intense absorption band, which is detected around $320 \mathrm{~nm} .{ }^{367}$ However, the experimental spectrum is monosignated, and this has been interpreted as a signature of resonance enhancement. For example, in the ROA spectrum of ibuprofen, whose electronic spectrum is blue-shifted with respect to naproxen- $\mathrm{OCD}_{3}$, this enhancement is not detected. ${ }^{367,368}$ In addition to the band at about 320 nm , a second, more intense band, is present at higher energy, which can contribute to the resonance enhancement through interference effects. As discussed in Ref. 327, simulations performed at the TD-DFT level predict two bands, one at about 320 nm and a second one at about 280 nm . However, the computed intensity of the lowest-energy transition is higher than the second one, in disagreement with experimental findings. For this reason, in the calculations presented in Ref. 327, adiabatic excitation energies were shifted in order to match the experimental spectrum. With the aim of extending this analysis, the excitation energies and the respective oscillator strengths of the two lowest-energy excitations have been computed using different exchangecorrelation functionals, and the results are reported in Tab. 5.3.

|  | $\mathrm{S}_{1}$ |  | $\mathrm{~S}_{2}$ |  | $\mathrm{~S}_{3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \mathrm{E}$ | $f$ | $\Delta \mathrm{E}$ | $f$ | $\Delta \mathrm{E}$ | $f$ |
| B3LYP | 320.54 | 0.0870 | 286.40 | 0.0168 | 252.70 | 0.1304 |
| CAM-B3LYP | 294.32 | 0.0911 | 266.02 | 0.0298 | 228.81 | 0.0027 |
| PBE0 | 319.46 | 0.0884 | 284.59 | 0.0157 | 249.39 | 0.4320 |
| LC- $\omega$ HPBE | 279.90 | 0.0829 | 253.21 | 0.0593 | 215.72 | 1.6516 |
| M062X | 293.58 | 0.0901 | 263.92 | 0.0341 | 228.56 | 1.2172 |
| MN15 | 304.73 | 0.0908 | 273.83 | 0.0231 | 235.86 | 1.0168 |

TAbLE 5.3: Excitation energy and dipole strength of the three lowest-energy electronic excited states of naproxen- $\mathrm{OCD}_{3}$ computed using different exchange-correlation functionals. The SNSD basis set has been employed in all cases. Energies are reported in nm , the dipole strength in atomic units.

The results of the simulation confirm the trend noticed in Ref. 327 since, in all cases, the first transition has an oscillator strength higher than the second one. In addition, a transition (excitation to the $S_{3}$ electronic state) with high oscillator strength is present at about 250 nm and could also have a relevant effect in the resonance enhancement, and will be considered in the following analysis. We also note that excitation energies are significantly overestimated by all long-range corrected functionals (CAM-B3LYP and LC- $\omega$ PBE) as well as the Minnesota functionals (M06-2X and MN15). For this reason, B3LYP and PBE0 will be considered in the following.


Figure 5.5: Experimental ${ }^{367}$ (dashed, black line) and theoretical (solid, black line) OPA spectra of naproxen- $\mathrm{OCD}_{3}$, computed at the VG|FC level by including the three lowest-energy excited states. The contributions of the single excited states are also reported (solid, red line for the $S_{1}$ state, solid green line for the $S_{2}$ state and solid, blue line for the $S_{3}$ state). Electronic structure calculations were performed at the B3LYP/SNSD level. Gaussian distribution functions with HWHMs of $1000 \mathrm{~cm}^{-1}$ were used to simulate the broadening effects. Solvent effects
$\left(\mathrm{CCl}_{4}\right)$ were included by means of PCM.

The comparison between the experimental ${ }^{367}$ and theoretical OPA and ECD spectra, computed at the VG|FC level, are reported in Figs. 5.5 and 5.6. As expected, the computed intensity of the high-energy tail of the OPA spectrum is lower than the experimental one. However, the increase in the intensity of the experimental spectrum at 300 nm could also be associated to the presence of the pattern of bands at about 300 nm . For this reason, in contrast with the analysis reported in Ref. 327, the vertical excitation energies have not been shifted in the RR simulations. The discrepancy between theoretical and experimental results is less evident for the ECD spectrum, reported in Fig. 5.6, even if in this case as well the intensity of the second band is slightly underestimated with respect to the experiment. Those results seem to confirm the reliability of the magnetic transition dipole moments computed at the B3LYP/SNSD level, which are involved in the calculation of the $\mathcal{G}$ and $\mathcal{G}^{\prime}$ tensors. Thus, provided that the transition quadrupole moments are described correctly, a reliable reproduction of the RROA spectrum is expected.


Figure 5.6: Experimental ${ }^{367}$ (dashed, black line) and theoretical (solid, black line) ECD spectra of naproxen- $\mathrm{OCD}_{3}$, computed at the VG $\mid$ FC level by including the three lowest-energy excited states. The contributions of the single excited states are also reported (solid, red line for the $S_{1}$ state, solid green line for the $S_{2}$ state and solid, blue line for the $S_{3}$ state). Electronic structure calculations were performed at the B3LYP/SNSD level. Gaussian distribution functions with HWHMs of $1000 \mathrm{~cm}^{-1}$ were used to simulate the broadening effects. Solvent effects $\left(\mathrm{CCl}_{4}\right)$ were included by means of PCM.

The computed $R R$ spectra for the $S_{1}$ and $S_{2}$ electronic states simulated using different vibronic models and coordinate systems are reported in Fig. 5.7. Considering only $\mathrm{S}_{1}$ as intermediate state, $\mathrm{AH} \mid \mathrm{FC}$ results in Cartesian coordinates and DICs are nearly superimposable, and only minor differences are present between 800 and $1200 \mathrm{~cm}^{-1}$. This equivalence suggests that the geometry deformation upon electronic excitation is small, since only in this case
should the results obtained in the two different representations be equivalent. This is further confirmed by the equivalence of the AH and VG results.


Figure 5.7: $\mathrm{RR} \operatorname{DCP}\left(180^{\circ}\right)$ spectra of naproxen- $\mathrm{OCd}_{3}$ for resonance with the $S_{1}$ (upper panels) and $S_{2}$ (lower panels) electronic states, computed at the FC level using adiabatic (left panel, red line for $\mathrm{AH} \mid \mathrm{FC}$ in cartesian coordinates, blue line for $\mathrm{AH} \mid \mathrm{FC}$ in DICs) and vertical (right panel, green line for VG|FC, blue line for $\mathrm{VH} \mid \mathrm{FC}$ in cartesian coordinates, red line for $\mathrm{VH} \mid \mathrm{FC}$ in DICs) models. Solvent effects $\left(\mathrm{CCl}_{4}\right)$ have been included by means of PCM. Lorentzian functions with HWHMs of $10 \mathrm{~cm}^{-1}$ have been used to simulate the broadening effects.

For $S_{2}$, the equivalence between the various vibronic models disappears. For example, significant differences are present between the AH|FC spectra in Cartesian coordinates and DICs (left panel), especially in the lower energy region of the spectrum, below $1300 \mathrm{~cm}^{-1}$. As a matter of fact, the excitation
to the $S_{2}$ electronic state is accompanied by a torsion along the dihedral angle between the naphtyl moiety and the carboxyl group. Because of the presence of this large amplitude motion (LAM), Cartesian and internal coordinates provide different results. It is interesting to note that the spectra computed using vertical models are equivalent to the adiabatic ones in internal coordinates. As discussed in the theoretical section of Chapter 4, this equivalence, that has been already noticed for other systems, ${ }^{88}$ is caused by the fact that, within the simpler VG model, Cartesian and internal coordinates are equivalent.


Figure 5.8: Experimental ${ }^{367}$ and computed RR $\operatorname{DCP}_{I}\left(180^{\circ}\right)$ spectra of naproxen- $\mathrm{OCd}_{3}$ computed by including the $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ electronic states. Simulations were performed at the AH|FC (red line) and $\mathrm{AH} \mid \mathrm{FCHT}$ (blue line) level using the harmonic (dashed line) and anharmonic wavenumbers for the ground state. Lorentzian functions with HWHMs of $10 \mathrm{~cm}^{-1}$ were used to reproduce the broadening effects. An incident wavelength of $28572 \mathrm{~cm}^{-1}(350 \mathrm{~nm})$ was used, and $\gamma$ was set to $100 \mathrm{~cm}^{-1}$. Solvent effects $\left(\mathrm{CCl}_{4}\right)$ were included by means of PCM.

Based on those observations, the full RR spectrum, obtained by including resonance effects from the two excited states is reported in Fig. 5.8. The $\mathrm{AH} \mid \mathrm{FC}$ spectrum provides a satisfactory reproduction of the bandshape at the qualitative level, especially in the region about $1400 \mathrm{~cm}^{-1}$. The agreement worsens at about $1600 \mathrm{~cm}^{-1}$, where the experimental spectrum displays two bands, whereas in the theoretical results only a single band is present. In order to improve the accuracy of the theoretical results, the calculation were performed using the anharmonic frequencies of the ground $\left(\mathrm{S}_{0}\right)$ state instead of the harmonic ones. As expected, most of the bands are red-shifted, and a significant improvement in the position of the band at about $1400 \mathrm{~cm}^{-1}$ is observed. However, the intense band present in the experimental spectrum at about $1600 \mathrm{~cm}^{-1}$ is not present in the theoretical counterpart. This
band is however detectable in the spectrum computed at the AH|FCHT level, which indicates that FC simulations are not sufficient to reproduce correctly the experimental results. However, the inclusion of HT effects worsens the agreement between theoretical and experimental results in the region about $1400 \mathrm{~cm}^{-1}$, where the intensity of the bands is underestimated. As shown in Fig. 5.7, the RR spectrum obtained in resonance with the $S_{2}$ state displays an intense band at about $1400 \mathrm{~cm}^{-1}$ thus, as already noticed in Ref. 327, the discrepancy might be caused by an incorrect reproduction of the relative dipole strengths of the two excited states, causing an incorrect reproduction of the overall bandshape.


Figure 5.9: Experimental ${ }^{367}$ and computed RROA DCP ${ }_{I}\left(180^{\circ}\right)$ spectra of naproxen-OCD ${ }_{3}$ computed by including the $S_{1}$ and $S_{2}$ electronic states. Simulations were performed at the AH|FC (red line) and AH|FCHT (blue line) level, using the harmonic (dashed line) and the anharmonic frequencies for the ground state. Lorentzian functions with HWHMs of $10 \mathrm{~cm}^{-1}$ were used to reproduce the broadening effects. An incident wavelength of $28572 \mathrm{~cm}^{-1}(350 \mathrm{~nm})$ was used, and $\gamma$ was set to $100 \mathrm{~cm}^{-1}$. Solvent effects $\left(\mathrm{CCl}_{4}\right)$ were included by means of PCM.

Based on the previous results, the RROA spectrum has been computed at the $\mathrm{AH} \mid \mathrm{FC}$ level by including the $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ electronic states in the treatment, and the results are reported in Fig. 5.9. As expected, the RROA spectrum computed at the $\mathrm{AH} \mid \mathrm{FC}$ level is proportional to the RR one, displaying two intense bands, one at about $1400 \mathrm{~cm}^{-1}$ and a second one at about $1600 \mathrm{~cm}^{-1}$. The RROA spectrum is negative, and thus has an opposite sign with respect to the ECD one, in agreement with the analysis reported in Ref. 367. Similarly to what has been already noticed for RR, the inclusion of HT effects increases the intensity of the band at about $1650 \mathrm{~cm}^{-1}$ and the intensity of this band is significantly overestimated with respect to the experimental one.
To conclude, the effects of the higher excited states has been evaluated by simulating the full RROA spectrum obtained by including also the $S_{3}, S_{4}$ and
$\mathrm{S}_{5}$ excited states in the simulations. In fact, as already shown in Figs. 5.5 and 5.6 , even if the separation between the excitation energies of those states and $\omega_{\mathrm{I}}$ is larger than for the $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ states, they have an higher rotatory strength, and therefore their resonance effect could be not negligible. The RROA spectra of the $S_{3}, S_{4}$ and $S_{5}$ excited states were computed at the VG level, in order to avoid geometry optimizations of such highly excited electronic states. The results reported in Fig. 5.10 show that the inclusion of those states does not change significantly the bandshape computed at the FC level, but lowers the intensity of the band at about $1600 \mathrm{~cm}^{-1}$, leading to a better agreement with the experimental results.


Figure 5.10: Experimental ${ }^{367}$ and computed RROA $\mathrm{DCP}_{I}\left(180^{\circ}\right)$ spectra of naproxen- $\mathrm{OCD}_{3}$ computed in $\mathrm{CCl}_{4}$ by including the five ( $\mathrm{S}_{1}-\mathrm{S}_{5}$ ) lowest-energy electronic states. Simulations were performed at the AH level for the $S_{1}$ and $S_{2}$ states and at the VG level for the $S_{3}, S_{4}$ and $S_{5}$ ones, using the FC (solid, red line) and the FCHT (solid, green line) approximation. Frequencies of the ground state were computed at the anharmonic level. Lorentzian functions with HWHMs of $10 \mathrm{~cm}^{-1}$ were used to reproduce the broadening effects. An incident wavelength of $28572 \mathrm{~cm}^{-1}(350 \mathrm{~nm})$ was used, and $\gamma$ was set to $100 \mathrm{~cm}^{-1}$.

## Chapter 6

## Anharmonic spectroscopy of excited states

In Chapter 4, harmonic models for the simulation of vibrational signatures in electronic spectra based on the harmonic approximation were presented and anharmonic mode, like LAMs, were simply excluded from the treatment after the application of a reduced-dimensionality scheme. In practice, this means that any simulations done in truncated, with the impact of such an approximation depending on the system and spectroscopy. To overcome this limitation, it is necessary to take into proper account those discarded modes in the vibronic treatment. In Chapter 3, an hybrid scheme was presented, based on the RPH theory, which makes possible the computation of anharmonic frequencies for molecular systems characterized by a single, highly anharmonic mode. This model is extended here to vibronic spectroscopy. As already discussed above, anharmonic calculations on electronic excited states are limited to small-size systems, due to high computational cost of the generation of the anharmonic force field. For this reason, the development of hybrid schemes, where anharmonic effects are included only for a relevant subset of coordinates, is particularly appealing.
Another way to improve the accuracy of vibronic simulation with a limited impact on the overall computational cost is by simply correcting the band positions, including anharonic effects only for the energies. In the second part of this chapter, the extension vibrational second order perturbation theory (VPT2) to the calculation of anharmonic frequencies of electronic excited states is presented. Unlike the hybrid harmonic-DVR scheme presented above, VPT2 is not accurate in treating flexible systems, but is effective for the study of semi-rigid ones. Furthermore, it allows to study multiple, coupled anharmonic degrees of freedom, thus providing a more balanced representation with respect to the previous model, where anharmonic effects were included only for a single degree of freedom. Furthermore, thanks to the development and implementation of analytical formulas for the calculation of harmonic frequencies at the TD-DFT level, ${ }^{41,100}$ anharmonic force-fields can be computed also for systems with several dozens of atoms possible with a limited computational cost. This makes the excited-states formulation of VPT2 is particularly appealing. Throughout this chapter, if not mentioned otherwise, VPT2 will refer to GVPT2 with the GAUSSIAN- $16^{262}$ default parameters or those used in the reference works cited as source of the data.

### 6.1 Effective anharmonic vibronic models: an hybrid harmonic-DVR approach

In this section, we will present the extension of the hybrid DVR-harmonic scheme introduced in Sec. 3.2 to vibronic spectroscopy. The extension of vibrational models based on the RPH to spectroscopies involving multiple electronic states is far from being straightforward and has been presented, to our knowledge, only in Ref. 99, where it was applied to a relatively small system, $\mathrm{CF}_{3}{ }^{+}$. Here, a general framework will be presented, supporting all vibronic models introduced in Chapter 4 at the harmonic level.

### 6.1.1 Extension to vibronic models

In the hybrid DVR-harmonic scheme presented in Chapter 3, vibrational levels were computed through the two, coupled Schrödinger equations associated to the LAM (see Eq 3.51) and to the $N_{\text {vib }}^{\prime}$ orthogonal modes (see Eq. 3.52), treated as harmonic. Applied to vibronic spectroscopies, these equations for the initial state of the vibronic transitions are the following,

$$
\begin{align*}
{\left[\overline{\mathcal{T}}_{N_{\text {vib }}^{\prime}}\left(\overline{\boldsymbol{Q}}^{p}\right)+\overline{\mathcal{V}}_{N_{\text {vib }}^{\prime}}\left(\overline{\boldsymbol{Q}}^{p} ; \bar{l}\right)\right] \bar{\chi}_{N_{\text {vib }}^{\prime}, k}\left(\bar{l}, \overline{\boldsymbol{Q}}^{p}\right) } & =\bar{E}_{N_{\text {vib }}^{\prime} k}(\bar{l}) \bar{\chi}_{N_{\text {vib }}^{\prime}, k}\left(\bar{l}, \overline{\boldsymbol{Q}}^{p}\right) \\
{\left.\left[\overline{\mathcal{T}}_{\text {LAM }}(\bar{l})+\overline{\mathcal{V}}_{\text {LAM }}(\bar{l})+\bar{E}_{N_{\text {vib }}^{\prime}, k}(\bar{l})\right]\right] \bar{\chi}_{\mathrm{LAM},(k)}(\bar{l}) } & =\bar{E}_{\text {tot },(k)}\left(\bar{\chi}_{\mathrm{LAM},(k)}(\bar{l})\right. \tag{6.1}
\end{align*}
$$

and, for the final state,

$$
\begin{align*}
& {\left[\overline{\overline{\mathcal{T}}}_{N_{\text {vib }}^{\prime}}\left(\overline{\overline{\boldsymbol{Q}}}^{p}\right)+\overline{\overline{\mathcal{V}}}_{N_{\text {vib }}^{\prime}}\left(\overline{\overline{\boldsymbol{Q}}}^{p} ; \overline{\bar{l}}\right)\right] \overline{\bar{\chi}}_{N_{\mathrm{vib}}^{\prime}, h}\left(\overline{\bar{l}} \overline{\overline{\boldsymbol{Q}}}^{p}\right)=\overline{\bar{E}}_{N_{\mathrm{vib}}^{\prime}, k}(\overline{\bar{l}}) \overline{\bar{\chi}}_{N_{\mathrm{vib}}^{\prime}, k}\left(\overline{\bar{l}} \overline{\overline{\boldsymbol{Q}}}^{p}\right)} \\
& {\left[\overline{\overline{\mathcal{T}}}_{\mathrm{LAM}}(\overline{\bar{l}})+\overline{\overline{\mathcal{V}}}_{\mathrm{LAM}}(\overline{\bar{l}})+\overline{\bar{E}}_{N_{\mathrm{vib}}^{\prime}, k}(\overline{\bar{l}})\right] \overline{\bar{\chi}}_{\mathrm{LAM}, i(k)}(\overline{\bar{l}})=\overline{\bar{E}}_{\mathrm{tot}, i(k)} \overline{\bar{\chi}}_{\mathrm{LAM}, i(k)}(\overline{\bar{l}})} \tag{6.2}
\end{align*}
$$

Even if the same indexes have been used in Eqs. 6.1 and 6.2, it is important noting that they refer to different projected modes, and the LAM coordinate can be different between the initial $(\bar{l})$ and the final $(\overline{\bar{l}})$ states. In fact, as already mentioned in the previous section, in the ICPH and RPH models, a geometry optimization is performed for each point of the scan, and thus the coordinate $l$ describing the LAM is different for the initial and final states. The orthogonal modes are obtained as eigenvectors of the projected Hessian, where the projector operator is a function of $l$, thus they depend on the electronic state of interest as well. However, even if the previous equations can be solved separately with monodimensional anharmonic models, the use of multidimensional approaches is required to compute transition properties, such as the FC factors. To show this point, let us express the LAM coordinate of the final state $\overline{\bar{l}}$ as,

$$
\begin{equation*}
\overline{\bar{l}}=\bar{l}+\sum_{i=1}^{N_{\text {vil }}^{\prime}} c_{i}(\bar{l}) \bar{Q}_{i}^{p} \tag{6.3}
\end{equation*}
$$

where all the coefficients $c_{i}$ are, in the most general case, non-null. Eq. 6.3 shows that different types of coordinates (i.e. harmonic and variationally anharmonic) will be mixed. For this reason, if the motion along $\overline{\bar{l}}$ is treated at the anharmonic level, both $\bar{l}$ and $\overline{\boldsymbol{Q}}^{p}$ must be treated on the same footing, which would require the development of multi-dimensional anharmonic models.
A major simplification is obtained by imposing that $\bar{l}=\overline{\bar{l}}$ to prevent the mixing of coordinates treated at different levels of theory, and monodimensional anharmonic models can be safely employed. To use this approximation in practice, one of the two electronic states has to be chosen as reference to perform the constrained optimization (for ICPH) or the IRC calculation (for RPH), and the energies of the other state must be computed on the same geometries. Clearly, the definition of the reference electronic state will have a crucial impact on the computed bandshape, since the results will be more accurate for this state. If temperature effects are neglected, all transitions will start from the vibrational ground level of the initial electronic state, whereas a virtually infinite number of final states are possible. For this reason, more accurate results will be obtained by choosing as a reference the final electronic state. If temperature effects are included and relevant, then any choice of the reference state will have its strengths and limitations.
Even if the LAM coordinate is assumed to be equal for the two electronic states, this is not necessarily true for the projected harmonic modes $\bar{Q}^{p}$ and $\overline{\bar{Q}}^{p}$. Within the formulation of the hybrid DVR-harmonic scheme for a single electronic state (see Sec. 3.2), the projected modes were defined as the eigenvectors of the projected Hessian (Eq. 3.46) computed at the equilibrium position. In vibronic spectroscopy, the expansion of the PES is not necessarily performed about an equilibrium position, thus the following, more general expansions must be used,

$$
\begin{align*}
& \overline{\mathcal{V}}^{p}(l)=\bar{E}_{0}^{p}+\left\{\overline{\boldsymbol{g}}_{\boldsymbol{x}}^{p}(l)\right\}^{T} \overline{\boldsymbol{Q}}_{\boldsymbol{x}}^{p}+\frac{1}{2}\left\{\overline{\boldsymbol{Q}}_{\boldsymbol{x}}^{p}\right\}^{T} \overline{\boldsymbol{H}}_{\boldsymbol{x}}^{p}(l) \overline{\boldsymbol{Q}}_{\boldsymbol{x}}^{p}  \tag{6.4}\\
& \overline{\overline{\mathcal{V}}}^{p}(l)=\overline{\bar{E}}_{0}^{p}+\left\{\overline{\overline{\boldsymbol{g}}}_{\boldsymbol{x}}^{p}(l)\right\}^{T} \overline{\overline{\boldsymbol{Q}}}_{\boldsymbol{x}}^{p}+\frac{1}{2}\left\{\overline{\overline{\boldsymbol{Q}}}_{\boldsymbol{x}}^{p}\right\}^{T} \overline{\overline{\boldsymbol{H}}}_{\boldsymbol{x}}^{p}(l) \overline{\overline{\boldsymbol{Q}}}_{\boldsymbol{x}}^{p}
\end{align*}
$$

and similar relations can be obtained for internal coordinates. Starting from Eq. 6.4 and following the same ideas already presented in Chapter 4, vertical and adiabatic models can be defined for the projected modes. The main difference between the theory presented here and the harmonic models defined in Chapter 4 is that, in the latter case, $\overline{\boldsymbol{g}}=\mathbf{0}$ both for adiabatic and for vertical models, whereas, within this framework, the gradient is null only for the reference state used in the scan, which can be either the initial or the final one, and only if the RPH model is employed. In fact, in the ICPH framework, the constrained optimization is performed in the space orthogonal to the normal mode corresponding to the LAM $Q_{\text {LAM }}$. However, since the LAM coordinate is equivalent to $Q_{\text {LAM }}$ only at the equilibrium position, but will be expressed
as a linear combination of an arbitrary number of coordinates along the LAM, the gradient can have a non-null component orthogonal to $a_{\text {LAM }}(l)$. Since, as discussed in Chapter 3, if the LAM deviates significantly from $Q_{\text {LAM }}$ along the scan, the monodimensional approximation is invalid, we will neglect the gradient term for the reference state also for ICPH calculations.
Let us now present the derivation of adiabatic models starting from Eq. 6.4. As discussed in Chapter 4, in adiabatic models the harmonic expansion is performed about the respective equilibrium positions of the initial and final electronic states. When working with projected modes, this means that, for each point of the scan, the energy of each electronic state must be minimized while keeping the LAM coordinate fixed by performing, for instance, a constrained optimization. This step is quite straightforward for the reference electronic state of the scan. However, for the other electronic state (referred in the following as "second state"), the geometry optimization is less trivial, and the definition of the projector operator to be used in the constrained optimization is different for the ICPH or the RPH models,

1. in ICPH, it might seem tempting to perform the constrained optimization of the second state in the space orthogonal to the normal mode describing the LAM at the equilibrium position ( $Q_{\text {LAM }}$ ). However, in ICPH, the geometry is optimized during the scan, thus the expression of the LAM in terms of the reference set of coordinates (Cartesian or non-redundant internal coordinates) changes with $l$. In order to build consistently the projector operator, an analytical form of each coordinate as a function of $l$ is necessary, which can be obtained for instance through a B-spline fitting procedure. For Cartesian coordinates $x_{\text {LAM }}(l)$, the projector operator is obtained as,

$$
\begin{equation*}
\mathbf{P}_{x}^{\mathrm{ICPH}}=\boldsymbol{t}_{\mathrm{LAM}} \boldsymbol{t}_{\mathrm{LAM}}{ }^{T} \quad \text { with } \quad \boldsymbol{t}_{\mathrm{LAM}}=\frac{d x_{\mathrm{LAM}}}{d l} /\left|\frac{d x_{\mathrm{LAM}}}{d l}\right|^{2} \tag{6.5}
\end{equation*}
$$

If internal coordinates are employed, the procedure is the same, but the non-redundant internal coordinates must be fitted as a function of $l$ to obtain $s_{\text {LAM }}(l)$. Then, the projector is obtained from Eq. 3.43.
2. for RPH, the calculation is simpler, since the tangent vector to the curve $a_{\text {LAM }}(l)$ defining the LAM is given by the gradient of the PES of the reference state used in the scan. In this case,

$$
\begin{equation*}
\mathbf{P}_{x}^{\mathrm{RPH}}=\frac{\boldsymbol{g}_{x} \boldsymbol{g}_{x}{ }^{T}}{\left|\boldsymbol{g}_{\boldsymbol{x}}\right|^{2}} \tag{6.6}
\end{equation*}
$$

In this case, the fitting of the coordinates along the scan with a B-spline is not necessary, and $\mathbf{P}_{\boldsymbol{x}}^{\mathrm{RPH}}$ is employed in the constrained optimization for the second state. Again, for internal coordinates the projector given in Eq. 3.44 must be employed.

Once the appropriate projector operator is build, it is possible to determine the equilibrium positions ( $x^{p, \mathrm{eq}}(l)$ in Cartesian coordinates and $s^{p, \mathrm{eq}}(l)$ in internal coordinates) of the two electronic states for a given value of the LAM coordinate $l$. For each value of $l$, the normal modes of the initial $\left(\overline{\boldsymbol{L}}^{p}(l)\right)$ and final $\left(\overline{\boldsymbol{L}}^{p}(l)\right)$ states are obtained as eigenvectors of the projected Hessian matrix, and the projected frequencies ( $\overline{\boldsymbol{\omega}}^{p}(l)$ and $\overline{\boldsymbol{\omega}}^{p}(l)$ respectively) from the corresponding eigenvalues. The Hessian matrices are computed at a stationary point for both electronic states, thus all entries of $\overline{\mathbf{\Omega}}^{p}(l)$ and $\overline{\overline{\mathbf{\Omega}}}{ }^{p}(l)$ are positive. Following the same procedure described in Chapter 4 for the harmonic case (see Eq. 4.11), a Duschinsky transformation for the projected modes can be built as,

$$
\begin{equation*}
\overline{\boldsymbol{Q}}_{\boldsymbol{x}}^{p}(l)=\boldsymbol{J}_{\boldsymbol{x}}^{p}(l) \overline{\boldsymbol{Q}}_{\boldsymbol{x}}^{p}(l)+\boldsymbol{K}_{\boldsymbol{x}}^{p}(l) \tag{6.7}
\end{equation*}
$$

In Cartesian coordinates, $\boldsymbol{J}_{\boldsymbol{x}}^{p}(l)$ and $\boldsymbol{K}_{\boldsymbol{x}}^{p}(l)$ are given as,

$$
\begin{align*}
\boldsymbol{J}_{\boldsymbol{x}}^{p} & =\left\{\overline{\boldsymbol{L}}_{\boldsymbol{x}}^{p}\right\}^{T} \overline{\boldsymbol{L}}_{\boldsymbol{x}} \\
\boldsymbol{K}_{\boldsymbol{x}}^{p} & =\left\{\overline{\boldsymbol{L}}_{\boldsymbol{x}}^{p}\right\}^{T}\left(\overline{\overline{\boldsymbol{x}}}^{p, \mathrm{eq}}-\overline{\boldsymbol{x}}^{p, \mathrm{eq}}\right) \tag{6.8}
\end{align*}
$$

and, in internal coordinates,

$$
\begin{align*}
\boldsymbol{J}_{\boldsymbol{s}}^{p} & =\left\{\overline{\boldsymbol{L}}_{\boldsymbol{s}}^{p}\right\}^{-1} \overline{\overline{\boldsymbol{L}}}_{\boldsymbol{s}}^{p}  \tag{6.9}\\
\boldsymbol{K}_{\boldsymbol{s}}^{p} & =\left\{\overline{\boldsymbol{L}}_{\boldsymbol{s}}^{p}\right\}^{-1}\left(\overline{\overline{\boldsymbol{s}}}^{p, \mathrm{eq}}-\overline{\boldsymbol{s}}^{p, \mathrm{eq}}\right)
\end{align*}
$$

Since $\overline{\boldsymbol{L}}_{s}^{p}$ is not orthogonal, thus its inverse must be computed explicitly. The application of the harmonic-DVR scheme to vertical models is simpler than to the adiabatic ones, since the same reference geometry is used for the harmonic expansion of both PESs. The projected normal modes and harmonic frequencies of the reference state are obtained in the same way as for adiabatic models, i.e. by diagonalization of the projected Hessian at each point of the scan. The elements of the Duschinsky transformation can be computed using the projected gradient and Hessian instead of their full-dimensional counterpart as,

$$
\begin{gather*}
\left\{\boldsymbol{J}_{\boldsymbol{x}}^{p}\right\}^{T} \overline{\overline{\boldsymbol{H}}}^{p} \boldsymbol{J}_{\boldsymbol{x}}^{p}=\overline{\overline{\mathbf{\Omega}}}^{2}  \tag{6.10}\\
\boldsymbol{K}_{\boldsymbol{x}}^{p}=-\boldsymbol{J}_{\boldsymbol{x}}^{p}\left\{\overline{\overline{\boldsymbol{\Omega}}}^{p}\right\}^{-2}\left\{\boldsymbol{J}_{\boldsymbol{x}}^{p}\right\}^{T}\left\{\overline{\boldsymbol{L}}_{\boldsymbol{x}}^{p}\right\}^{T} \overline{\overline{\boldsymbol{g}}}_{\boldsymbol{x}}^{p}
\end{gather*}
$$

where the projected gradient and Hessian ( $\overline{\overline{\boldsymbol{g}}}_{x}^{p}$ and $\overline{\overline{\boldsymbol{H}}}_{s}^{p}$ ) are computed from Eq. 6.5 (for ICPH) or from Eq. 6.6 (for RPH). Here, the projector is computed systematically from the quantities defined in the reference state. Again, the equivalent of Eq. 6.10 for internal coordinates can be derived starting from Eqs. 4.31 and 4.32.
We already stressed above that, independently of the type of spectroscopy, the reference state used in the scan calculation can correspond either to the initial or to the final state. For this reason, the projector operators given in Eqs. 6.5 and 6.6 were not labeled with any overbar. However, some care must be paid when the reference state of the scan is the final one and vertical models are employed. Indeed, in order for the relations given in Eq. 6.10 to hold,
the gradient must be null for the initial state, but this is not the case if the reference state of the scan is the final one. In those cases, the VH model cannot be employed. However, the VG model can still be used, by assuming that the extrapolated equilibrium geometry of the initial state is the actual one. In this case, the shift vector computed at the VG level using this extrapolated geometry of the initial state as reference is the same as if computed using the final state as reference, thus the Duschinsky transformation is the same. We stress that this problem is not present when adiabatic models are used, since in this case the geometry of each electronic state is optimized for each value of $l$.
The definition of the Duschinsky transformation for the orthogonal modes allows to compute transition dipole moments between harmonic wavefunctions of the $N_{\text {vib }}^{\prime}$ orthogonal harmonic modes. Those quantities must then be combined with the transition dipole moment between wavefunctions associated to the LAM to obtain the full-dimensional spectrum. Starting from the factorization introduced in Eqs. 3.51 and 3.52, the general sum-over-states expression reported in Eq. 4.56 for the harmonic case can be rewritten as,

$$
\begin{equation*}
I(\omega)=\alpha \omega^{\beta} \sum_{m, j(m)}\left|\boldsymbol{\mu}_{j(m), 0(0)}\right|^{2} \delta\left(\frac{\left|\overline{\bar{E}}_{\mathrm{tot}, j(m)}-\bar{E}_{\mathrm{tot}, 0(0)}\right|}{\hbar}-\omega\right) \tag{6.11}
\end{equation*}
$$

where,

$$
\begin{equation*}
\boldsymbol{\mu}_{j(m), 0(0)}=\left\langle\bar{\chi}_{\mathrm{LAM}, 0(0)}(l) \bar{\chi}_{N_{\mathrm{vib}, 0}^{\prime}, 0}\left(l, \overline{\boldsymbol{Q}}^{p}\right)\right| \boldsymbol{\mu}^{e}\left(l, \overline{\boldsymbol{Q}}^{p}\right)\left|\overline{\bar{\chi}}_{\mathrm{LAM}, j(m)}(l) \overline{\bar{\chi}}_{\mathrm{v}_{\mathrm{vib}}^{\prime}, m}\left(l, \overline{\overline{\boldsymbol{Q}}}^{p}\right)\right\rangle \tag{6.12}
\end{equation*}
$$

For simplicity, only transitions starting from the vibrational ground state $\left(\bar{\chi}_{\mathrm{LAM}, 0(0)}(l) \times \bar{\chi}_{N_{\mathrm{vi}, 0}^{\prime},}\left(l, \overline{\boldsymbol{Q}}^{p}\right)\right.$ ) were considered. Furthermore, without loss of generality, the transition dipole moment $\mu^{e}$ has been expressed in terms of the initial state projected modes $\boldsymbol{Q}^{p}$. To compute the transition dipole moment, it is convenient to carry out first the integral over the projected modes $\overline{\boldsymbol{Q}}^{p}$ to obtain the LAM-specific transition dipole moment $\boldsymbol{\mu}_{m 0}^{e}(l)$. In practice, this means solving first,

$$
\begin{equation*}
\boldsymbol{\mu}_{m 0}^{e}(l)=\left\langle\bar{\chi}_{N_{\mathrm{vib},}^{\prime}, 0}\left(l, \overline{\boldsymbol{Q}}^{p}\right)\right| \boldsymbol{\mu}^{e}\left(l, \overline{\boldsymbol{Q}}^{p}\right)\left|\overline{\bar{\chi}}_{N_{\mathrm{vib},}^{\prime}, m}\left(l, \overline{\overline{\boldsymbol{Q}}}^{p}\right)\right\rangle \tag{6.13}
\end{equation*}
$$

so that,

$$
\begin{equation*}
\boldsymbol{\mu}_{j(m), 0(0)}=\left\langle\bar{\chi}_{\mathrm{LAM}, 0(0)}(l)\right| \boldsymbol{\mu}_{m}^{e}(l)\left|\overline{\bar{\chi}}_{\mathrm{LAM}, j(m)}(l)\right\rangle \tag{6.14}
\end{equation*}
$$

For a given value of $l$, the integral in Eq. 6.13 involves only harmonic wavefunctions, thus it can be carried out using the theoretical framework presented in Chapter 4, employing either the TI or the TD approach, after expansion of $\boldsymbol{\mu}^{e}\left(l, \overline{\boldsymbol{Q}}^{p}\right)$ as a Taylor series in function of $\boldsymbol{Q}^{p}$ as follows,

$$
\begin{equation*}
\boldsymbol{\mu}^{e}\left(l, \overline{\boldsymbol{Q}}^{p}\right)=\boldsymbol{\mu}^{e}\left(l, \overline{\boldsymbol{Q}}^{p, \mathrm{eq}}\right)+\sum_{i=1}^{N_{\mathrm{vib}}}\left(\frac{\partial \boldsymbol{\mu}^{e}}{\partial \bar{Q}_{i}^{p}}\right)_{\mathrm{eq}} \bar{Q}_{i}^{p} \tag{6.15}
\end{equation*}
$$

where both the equilibrium value and the first derivatives of the transition dipole moment are functions of $l$. For the sake of clarity, we will refer to the zero-th and first-order approximations of the dipole given in Eq. 6.15 as $\mathrm{FC}_{N_{\text {vib }}^{\prime}}$ and $\mathrm{FCHT}_{N_{\text {vib }}^{\prime}}^{\prime}$ in order to avoid confusion with the standard FranckCondon and Herzberg-Teller models. The second integral required to obtain the full transition dipole moment involves the LAM coordinate $l$, and can be expressed as in Eq. 6.14 The expression given in Eq. 6.14 involves the LAM wavefunctions, that are computed through the variational, DVR-based approach, and thus the evaluation of the integral needs to be carried out numerically. The diagonal approximation for the DVR basis functions can be effectively used to express the integral as, ${ }^{251,370}$

$$
\begin{equation*}
\left\langle\bar{\chi}_{\mathrm{LAM}, 0(0)}(l)\right| \boldsymbol{\mu}_{m}^{e}(l)\left|\overline{\bar{\chi}}_{\mathrm{LAM}, j(m)}(l)\right\rangle=\sum_{k=1}^{N_{\mathrm{DVR}}} \overline{\bar{C}}_{j(m), k} \bar{C}_{0(0), k} \boldsymbol{\mu}_{m}^{e}\left(l_{k}\right) \tag{6.16}
\end{equation*}
$$

where $\overline{\boldsymbol{C}}$ and $\overline{\overline{\boldsymbol{C}}}$ are the matrices of the eigenfunctions of $\mathcal{H}_{\mathrm{LAM}}$ for each state expressed in the DVR basis. As anticipated above, Eq. 6.16 holds only if the same DVR basis set is employed for the expansion of the LAM wavefunctions of the two electronic states, and therefore if the same curve $\boldsymbol{a}_{\mathrm{LAM}}(l)$ is used to define the LAM in the two electronic states. This condition is met in the theoretical framework presented here since, as discussed above, monodimensional vibronic models can be employed if the same geometries are used for both electronic states.
To use Eq. 6.16 in practice, the transition dipole moment $\boldsymbol{\mu}_{m 0}^{e}$ must be computed at each point of the DVR grid $\left(l_{1}, \ldots, l_{\tilde{n}}\right)$. Those values can be obtained, for each final state $\overline{\bar{\chi}}_{N_{\text {vib }}^{\prime}, m(0)}\left(l, \overline{\overline{\boldsymbol{Q}}}^{p}\right)$, from the transition dipole moment $\boldsymbol{\mu}_{m 0}^{e}$ at each point of the QM grid along the scan $\left(\tilde{l}_{1}, \ldots, \tilde{l}_{\tilde{n}}\right)$, and by fitting those values using the B -spline representation as already done for the electronic energies. The matrices of the eigenfunctions $\bar{C}$ and $\overline{\bar{C}}$ are obtained by diagonalization of the Hamiltonian given in Eq. 3.52 in the DVR basis set. To compute the second term of the potential energy ( $E_{N_{\text {vib }}^{\prime}, k}(l)$ in Eq. 3.52), arising from the vibrational energy of the $N_{\text {vib }}^{\prime}$ harmonic modes, the projected frequencies $\omega_{i}^{p}(l)$ are also fitted using B-splines, and the term is computed, for each value of $l$, from the Schrödinger equation for the $N_{\text {vib }}^{\prime}$ orthogonal modes (see Eqs. 6.1 and 6.2). It is important noting that, due to the presence of this second term, a different Schrödinger equation is obtained for each final state $\overline{\bar{\chi}}_{N_{\text {vib }}^{\prime}, m}\left(l, \overline{\bar{Q}}^{p}\right)$.
The general theory outlined above can be simplified to reduce the overall computational cost. Significant saving is achieved by neglecting the dependence of the vibrational energy of the $N_{\text {vib }}^{\prime}$ harmonic modes $\boldsymbol{Q}^{p}$ on $l$. Under this approximation, $E_{N_{\text {vib }}^{\prime}, k}(l)$ can be approximated as $E_{N_{\text {vib }}^{\prime}, k}\left(l_{0}\right)$ in equation 3.52, where $l_{0}$ is the LAM coordinate at some reference geometry. The vibrational Schrödinger equation associated to the LAM, given in Eq. 3.52, can then be rewritten as,

$$
\begin{equation*}
[\mathcal{T}(l)+\mathcal{V}(l)] \chi_{\mathrm{LAM}, i(k)}(l)=\left(E_{\mathrm{tot}, i(k)}-E_{N_{\mathrm{vib},}^{\prime}, k}\left(l_{0}\right)\right) \chi_{\mathrm{LAM}, i(k)}(l) \tag{6.17}
\end{equation*}
$$

where the energy of the $i$-th state of the LAM does not depend anymore on $k$. With this approximation, Eq. 6.11 becomes,

$$
\begin{align*}
I(\omega)=\alpha \omega^{\beta} \sum_{m, j(m)} \mid\left\langle\bar{\chi}_{\mathrm{LAM}, 0(0)}\right. & \left.(l)\left|\boldsymbol{\mu}_{m 0}^{e}(l)\right| \overline{\bar{\chi}}_{\mathrm{LAM}, j(m)}(l)\right\rangle\left.\right|^{2} \\
& \times \delta\left(\frac{\left|\overline{\bar{E}}_{m}+\overline{\bar{E}}_{j(m)}-\bar{E}_{0}\right|}{\hbar}-\omega\right) \tag{6.18}
\end{align*}
$$

This equation can be further simplified within the Franck-Condon approximation for the $N_{\text {vib }}^{\prime}$ orthogonal modes $\boldsymbol{Q}^{p}$, so that $\boldsymbol{\mu}_{m 0}^{e}(l)$ can be rewritten as,

$$
\begin{equation*}
\boldsymbol{\mu}_{m 0}^{e}=\boldsymbol{\mu}_{m 0}^{e}\left(l, \boldsymbol{Q}^{p, \mathrm{eq}}\right) \times\left\langle\overline{\bar{\chi}}_{\mathrm{v}_{\mathrm{vib},}^{\prime}, m}\left(l, \overline{\boldsymbol{Q}}^{p}\right) \mid \bar{\chi}_{N_{\mathrm{vib}}^{\prime}, 0}\left(l, \overline{\boldsymbol{Q}}^{p}\right)\right\rangle \tag{6.19}
\end{equation*}
$$

where $\boldsymbol{\mu}_{m 0}^{e}\left(l, \boldsymbol{Q}^{p, \mathrm{eq}}\right)$ is the electric transition dipole moment computed, for each value of $l$, computed at the equilibrium configuration of the orthogonal modes. While this simplification does not bring any significant computational saving, it can be used to separate the contributions to the transition dipole moment of the LAM from the ones of the orthogonal modes. To further simplify the sum-over-states expression in Eq. 6.18, the dependence of the nuclear wavefunctions $\bar{\chi}_{\mathrm{v}_{\text {vib }}^{\prime}, 0}\left(l, \overline{\boldsymbol{Q}}^{p}\right)$ and $\overline{\bar{\chi}}_{N_{\text {vib }}^{\prime}, m}\left(l, \overline{\bar{Q}}^{p}\right)$ on the IRC parameter $l$ can also be also neglected, leading to the final result,

$$
\begin{align*}
I(\omega)=\alpha \omega^{\beta} \sum_{m, j(m)} & \left.\left|\left\langle\bar{\chi}_{\mathrm{LAM}, 0(0)}(l)\right| \boldsymbol{\mu}_{m}^{e}(l)\right| \overline{\bar{\chi}}_{\mathrm{LAM}, j(m)}(l)\right\rangle\left.\right|^{2} \\
& \times\left|\left\langle\overline{\bar{\chi}}_{N_{\text {vib }}^{\prime}, m}\left(l, \overline{\bar{Q}}^{p}\right) \mid \bar{\chi}_{N_{\text {vib }}^{\prime}, 0}\left(l, \overline{\boldsymbol{Q}}^{p}\right)\right\rangle\right|^{2} \delta\left(\frac{\overline{\bar{E}}_{m}+\overline{\bar{E}}_{j(m)}-\bar{E}_{0}}{\hbar}-\omega\right) \tag{6.20}
\end{align*}
$$

which is equivalent to the expression used in previous works. ${ }^{371,372}$.

### 6.2 Examples of application

The theoretical framework derived in the previous section will be now applied to the simulation of the high-resolution vibronic spectra of two organic system, namely bithiophene and cyclobutanone. In the former, the LAM coordinate corresponds to the low-energy torsional mode between the two thiophene group. This motion is well separated, in terms of energy, from the other vibrations of the molecule, and thus its coupling with the latter will be neglected, adopting this way the simplified model. For cyclobutanone, the LAM associated to the structural occurring upon the electronic excitation is
a ring-deformation, and in this case the more complete formulation will be employed to simulate the vibronic spectra.

### 6.2.1 OPA and OPE spectra of bithiophene

The first system on which the theoretical framework presented above is tested is bithiophene, and more specifically the OPA and OPE spectra for transitions involving the $S_{0}$ and $S_{1}$ states. Electronic structure calculations will be performed at the (TD)-DFT level, using the B3LYP and CAM-B3LYP exchange-correlation functionals, with the addition of the D3BJ correction to account for dispersion effects. ${ }^{373}$ This choice is based on the benchmark reported


Figure 6.1: Graphical representation of the equilibrium structures of bithiophene in the $S_{0}$ and $\mathrm{S}_{1}$ electronic states. in Ref. 372, where this electronic structure method was proven to be the most accurate for the reproduction of the vibrational properties of thiophene and bithiophene.
Bithiophene has two isomers, corresponding to the trans and cis configurations, which differ in the relative orientation of the two rings. As discussed in Ref. 372, the trans isomer (referred in the following as trans-2T) is the most stable one, and will be studied in the present work. trans-2T is planar in the $\mathrm{S}_{1}$ state, and non-planar in $\mathrm{S}_{0}$, with a dihedral angle between the two thiophene groups of $\approx 160^{\circ}$. The electronic excitation is accompanied by a largeamplitude distortion and, as discussed in the previous chapter, the choice of the coordinate system used in the simulation is expected to be relevant to reproduce correctly the vibronic spectrum.
In Fig. 6.2, the theoretical OPA spectra, computed at the TD AH|FC level using Cartesian coordinates and DICs, are reported together with the experimental spectrum, taken from Ref. 374. The TD algorithm has been used since, due to the high flexibility of bithiophene, the convergence of the TI algorithm to recover the total intensity is very slow. As expected, the computed spectra are very different depending on the coordinates system, the shape being significantly broader with Cartesian coordinates than with DICs. Another important aspect is that, while the spectra have been normalized to facilitate the comparison of the band-shape, the intensity is also halved for Cartesian coordinates. The spectrum is computed at the FC level, therefore the difference between Cartesian and internal coordinates is directly connected to the definition of the Duschinsky transformation. In the previous chapter, it was shown that a larger vibronic broadening in Cartesian coordinates can be caused both by the presence of large, unphysical couplings between the LAM and the other modes in the definition of $\boldsymbol{J}$, and this coupling can have stronger impacts, depending on the structure of $\boldsymbol{K}$. For 2T, the main source of inaccuracy is the incorrect definition of $\mathbf{J}$, as highlighted in Fig. 6.2, where the spectra computed at the AS|FC level, therefore neglecting the mode-mixing effects, are also plotted along their AH|FC counterpart. The AS spectra are


Figure 6.2: Theoretical OPA spectrum for the $\mathrm{S}_{1} \longleftarrow-\mathrm{S}_{0}$ transition of trans-2T computed with Cartesian coordinates (red line) and DICs (green line) at the TD $\mathrm{AH} \mid \mathrm{FC}$ (solid lines) and TD AS|FC (dashed lines) level, together with the experimental spectrum, taken from Ref. 374. Gaussian functions with HWHMs of $100 \mathrm{~cm}^{-1}$ have been used to reproduce the broadening effects. IEF-PCM ( $n$-hexane) has been used to reproduce solvent effects.
significantly less broadened than the AH ones, even though the same Gaussian broadening functions with HWHMs of $100 \mathrm{~cm}^{-1}$ have been used each time. Therefore, mode-mixing effects are relevant in both cases, since they enhance the intensity of a large-number of vibronic transitions, at expense of the maximum of intensity, which is lowered. Anyway, even at the AS level, the agreement between the theoretical spectrum based on Cartesian coordinates and the experimental one ${ }^{374}$ is still unsatisfactory since, for example, the intensities of the lowest energy transitions are overestimated. On the other hand, the agreement is better both at the AH and AS levels if DICs are used.


Figure 6.3: Graphical representation of the Sharp and Rosenstock $C$ matrix for the $\mathrm{S}_{1} \longleftarrow \mathrm{~S}_{0}$ transition of bithiophene computedin $n$-hexane with Cartesian coordinates (left panel) and DICs (right panel).

Following the analysis reported in the previous chapter, the couplings effects between the final-states modes, which contribute to the intensity of the combination bands, has been evaluated from the magnitude of the elements of the Sharp and Rosenstock $C$ matrix. The graphical representation of $C$ for 2T in Cartesian coordinates and DICs, reported in Fig. 6.3, confirms that, if the latter are used, the torsional mode (corresponding to first mode) is mildly coupled from the others, whereas significant couplings are present with the high-frequency modes when Cartesian coordinates are employed.
In order to further improve the accuracy of the theoretical results, the DVRbased approach described in the previous section has been used to compute vibronic transitions involving the torsional motion along the dihedral angle $\theta$ between the two rings. Among the various high-resolution spectra available in the literature, ${ }^{374,375}$ the laser-induced fluorescence (LIF) spectrum of bithiophene, taken from Ref. 375 will be used as reference. In order to highlight the influence of the barrier height on the overall spectroscopic properties, calculations were performed both at the B3LYP and at the CAM-B3LYP-D3BJ level, where the latter is expected to provide the most accurate results. As shown in Fig. 6.4, the PES has a similar shape in both cases, with two equivalent minima, corresponding to the distorted geometry, and a local


Figure 6.4: PES of the $\mathrm{S}_{0}$ state of 2 T obtained after a relaxed scan along the dihedral angle between the thiophene rings of 2 T (black line), computed at the B3LYP/SNSD and CAM-B3LYPD3BJ/SNSD level of theory. The vibrational energies of the first 5 levels computed using the DVR approach are reported using horizontal, dotted lines, together with their respective wavefunctions (solid lines).
maximum, corresponding to the planar configuration. The energy difference between this planar configuration and the minima is however significantly different between the two electronic structure approaches, since the barrier computed at the CAM-B3LYP-D3BJ level is twice higher than the one obtained with B3LYP.
The energy barrier has a strong impact on the vibrational energies computed variationally, with two possible limiting cases. If the vibrational energy is small with respect to the barrier, two nearly degenerate vibrational levels are present, corresponding to functions localized in each well. Due to the symmetry of the PES, the final vibrational wavefunctions are the symmetric and antisymmetric linear combination of wavefunctions localized around the two minima, and the splitting between those two levels is small with respect to their energy. This condition is met for the two lowest-energy levels computed at the CAM-B3LYP-D3BJ level, where the barrier $\left(42.57 \mathrm{~cm}^{-1}\right)$ is larger than the vibrational energies of the first two vibrational states (15.20 and $15.50 \mathrm{~cm}^{-1}$ ), so that the splitting between them is negligible $\left(0.30 \mathrm{~cm}^{-1}\right)$. For the second and third vibrational levels, the degeneracy of the states is removed and the splitting increases, since the vibrational energies (39.00 and $44.82 \mathrm{~cm}^{-1}$ ) are in this case comparable to the height of the barrier. For the B3LYP PES, due to the too low barrier height, the energy splitting between the first two vibrational states ( $3.11 \mathrm{~cm}^{-1}$ ) is overestimated with respect to experimental data $\left(\approx 1 \mathrm{~cm}^{-1}\right) \cdot{ }^{375}$ It should be stressed out that, while only the region of th PES about the two minima of the trans conformers is shown in Fig. 6.4 (corresponding to $l$ between 2.4 and $3.8 \mathrm{amu}^{1 / 2}$. Bohr), the DVR computations were performed for values of $\theta$ ranging from 0 to 360 degrees
( $l$ between 0 and 6.28), using periodic boundary conditions for the DVR basis functions.
In order to compute the FranckCondon factors for vibrational levels involving the LAM, the PES along the torsional angle $\theta$ was also computed at the TD-CAM-B3LYPD3BJ/SNSD level also for the $S_{1}$ state, with the results reported in Figure 6.5. The values of the potential energy of the excited state have been computed at the same geometries as those obtained along the relaxed scan of $S_{0}$. Indeed, as already recalled in the previous section, the DVR-based variational approach can be used to compute Franck-Condon factors only if the PESs of both states are sampled with the same nuclear configuration. The shape of the $S_{1}$ PES is significantly different from $S_{0}$, since the equilibrium geometry here is planar. Therefore, the vibrational levels are nearly equally spaced, with a spac-


Figure 6.5: PES of the $S_{1}$ state of 2T obtained after a relaxed scan along the dihedral angle between the thiophene rings (black line), computed at the CAM-B3LYP-D3BJ/SNSD level of theory. The computed vibrational energies of the first 3 levels are reported using horizontal, dotted lines, together with their respective vibrational wavefunctions (solid lines). ing larger than for $S_{0}$, which is consistent with the fact that the PES of the $S_{1}$ state is significantly steeper.
The OPE spectra along the torsional motion is reported in Fig. 6.6 together with the experimental LIF results, taken from Ref. 375. The spectrum has been computed twice, with the ground and the first vibrational excited level of $S_{1}$ as starting levels of the transitions, since the experimental vibronic progressions were recorded separately for each of those cases. Considering first the vibronic spectrum from the vibrational ground state (reported in the left panel of Fig. 6.6), the agreement in the band positions is very good for the first transitions, but the computed ones tend to be underestimated at higher quanta. Except for the first transition, the relative intensities are also qualitatively comparable to experiment, reproducing the trend in the band pattern. The discrepancies between the theoretical and the experimental results can be ascribed to the limitations of our DVR approach. First of all, the representation of the $S_{1}$ PES is not the most accurate one, since it is sampled at the nuclear configurations obtained for the scan of the relaxed $S_{0}$ state. Nevertheless, the quality of the description of the $S_{1}$ PES is critical for the intensities of the vibronic bands, whereas the main inaccuracy concerns the position of the bands. A further major approximation employed in those simulations is the use of the adiabatic approximation to decouple the LAM and the other normal modes. For 2T, this coupling may be large especially for higher-energy levels of the $S_{0}$ state, for which the reproduction of the vibrational energies


Figure 6.6: Theoretical OPE spectra for the $\mathrm{S}_{1} \longrightarrow \mathrm{~S}_{0}$ transition of 2 T computed at the B3LYP (red line) and CAM-B3LYP-D3BJ (green line) level from the ground (upper panel) and the first excited (lower panel) vibrational level of te $\mathrm{S}_{1}$ electronic state. The experimental LIF spectrum, taken from Ref. 375, is also reported.
is less accurate. The situation is more complex for the transitions from the first excited vibrational state, where the band energies seem systematically underestimated and their relative intensities overestimated. However, the improvement is significant especially when compared with the results obtained using the harmonic approximation, which predicts a constant spacing of the levels of $40 \mathrm{~cm}^{-1}$. The quality of the results is significantly worse also if a PES with a lower energy barrier between the two minima is employed, such as the one computed at the B3LYP level (reported in Fig. 6.4). In fact, as shown in the lower panel of Fig. 6.6, the reproduction of the band position is in this case poor, and does not allow an univocal assignment of every band. Those results show that the DVR-based approach, when coupled with highaccuracy electronic structure methods, provides a significant improvement in the description of large-amplitude motions.


Figure 6.7: Theoretical OPE spectrum for the $\mathrm{S}_{1} \longrightarrow \mathrm{~S}_{0}$ transition of 2T computed at the CAM-B3LYP-D3BJ/SNSD level of theory using Cartesian coordinates (red line) and DICs (green lines), using the reduced-dimensionality scheme to isolate the LAM, treated separately and combined within the hybrid DVRharmonic scheme (solid line) or simply discarded (dashed line). The experimental spectrum was taken from Ref. 376

The results shown above have been used to simulate the full OPE spectrum of 2 T using the hybrid DVR-harmonic approach presented in the theoretical section, and the results are reported in Fig. 6.7. In all cases, the electronic structure calculations have been performed at the CAM-B3LYP-D3BJ level, and the vibronic spectra have been computed at the TI AH|FC level for the $N_{\text {vib }}^{\prime}$ harmonic modes, explicitly excluding the mode associated to the LAM using the reduced-dimensionality schemes introduced in the previous chapter. The vibronic spectrum for the $N_{\text {vib }}^{\prime}$ modes has been convoluted with the progressions due to the LAM to obtain the full spectrum. Any variation of the orthogonal modes along the LAM is ignored. As shown in Fig. 6.7, the
agreement is satisfactory for the spectrum computed using DICs, whereas it is poor if Cartesian coordinates are used. Those results show that, if the LAM is strongly coupled to the other $N_{\text {vib }}^{\prime}$ modes, such as when Cartesian coordinates are used, the accuracy of the results is poor independently of the method used to describe the LAM. A more accurate reproduction of the experimental spectrum is obtained using DICs, since in this case the coupling between the LAM and the other modes is lower, increasing the accuracy of the hybrid DVR-harmonic approach. The DICs spectrum has been compared also to the one obtained including only the $N_{\text {vib }}^{\prime}$ harmonic block, and neglecting the vibronic transitions involving the LAM. As shown in Fig. 6.7, the two spectra are nearly superimposable. We recall that, to reproduce the experimental broadening, a distribution function (in the present case Gaussian functions with HWHMs of $200 \mathrm{~cm}^{-1}$ ) is superimposed to each vibronic peak. This value, which has been chosen to match the experimental data, is much larger than the separation between the vibrational levels of the LAMs, and therefore the convolution of all the vibronic transitions involving the LAM is equivalent to an overall broadening of the vibronic spectrum obtained for the $N_{\text {vib }}-1$ harmonic block. This is true only for low-resolution spectra, since, when high-resolution spectra are simulated (such as for the LIF spectrum described above), an explicit inclusion of the vibronic transitions of the LAM is mandatory.

### 6.2.2 A challenging case: cyclobutanone

Bithiophene is characterized by a LAM which can be described using directly the primitive internal coordinates (PICs) or linear combinations of them. This allowed to use the ICPH model to compute the vibronic progression involving the torsional mode. However, for more complex LAMs, such a simple description is usually impossible. For example, a large class of cyclic molecules, which are planar in the ground state and undergo a deformation upon electronic excitation, cannot be described trivially in terms of PICs. ${ }^{132,133}$ In those cases, the LAM can be efficiently described using the RPH model, since the planar configuration is a transition state for the elec-


Figure 6.8: Graphical representation of the equilibrium geometries of cylobutanone of the $S_{0}$ (in red) and $S_{1}$ (in blue) electronic states, computed at the B3LYP/SNSD level. tronic excited state, so that the LAM can be parametrized using the intrinsic reaction path connecting the transition state to a minimum.
The high-resolution experimental spectra of several cyclic compounds have been recorded by Laane and co-workers, both within the IR and UV-vis energy ranges, so that vibronic transitions can be singled out. ${ }^{377,378,379}$ In most cases, the interpretation of these experimental data is based on semi-empirical


Figure 6.9: OPA spectrum of the $S_{1} \leftarrow \mathrm{~S}_{0}$ transition of cyclobutane computed at the $\mathrm{AH} \mid \mathrm{FC}$ (dashed lines) and $\mathrm{AH} \mid \mathrm{FCHT}$ (solid lines) levels using Cartesian (red lines) and delocalized internal (green lines) coordinates at the harmonic level. Gaussian functions with HWHMs of $50 \mathrm{~cm}^{-1}$ have been used to reproduce the broadening effects.
vibrational Hamiltonians (mono- and bi-dimensional) for the PES along the LAM, whose parameters have been determined by fitting the theoretical vibrational energies to experimental data. ${ }^{377,379}$ Those analyses proved that monodimensional Hamiltonians can be satisfactory only if applied to represent the energy levels of a narrow sample of cases, such as four-membered ${ }^{380}$ and five-membered rings with a double bound. ${ }^{381,382}$ For more complex systems, ${ }^{383}$ monodimensional models are not sufficient, and only a bidimensional Hamiltonian can reproduce correctly experimental data. Characterizations of those experimental data using PES obtained from ab initio calculations, not involving any empirical parameter obtained through a fitting to experimental data are scarce. Here, we will focus on the simulation of the one-photon absorption spectrum of cyclobutanone for the $S_{1} \leftarrow \mathrm{~S}_{0}$ transition, using the experimental data reported in Refs. 384 and 380 as reference.
The OPA spectra of cyclobutanone for the $\mathrm{S}_{1} \leftarrow \mathrm{~S}_{0}$ transition computed at the harmonic level, using the AH|FC and AH|FCHT models in Cartesian and internal coordinates, are plotted in Fig. 6.9. The main vibronic progression, characterized by bands with a constant spacing of $\approx 300 \mathrm{~cm}^{-1}$, is due to the ring-inversion mode, which corresponds to the LAM. In fact, as shown in Fig. 6.8, the ring of cyclobutanone is planar in the $S_{0}$ state, but the planarity is lost in the excited, $\mathrm{S}_{2}$ state, due to a pyramidalization of the $\mathrm{C}=\mathrm{O}$ group, accompanied by a deformation of the four-membered ring. As already discussed in Chapter 4, in presence of similar deformations, significant differences are expected between the spectrum in Cartesian and in internal coordinates. In fact, as shown in Fig. 6.9 the band-shape is narrower in DICs than


Figure 6.10: Experimental ${ }^{380}$ and theoretical OPA spectra of the $S_{1} \longleftarrow S_{0}$ transition of cyclobutanone computed at the $\mathrm{AH} \mid \mathrm{FCHT}$ level using Cartesian coordinates (red line) and DICs (green line) at the harmonic level. Gaussian functions with HWHMs of $10 \mathrm{~cm}^{-1}$ have been used to reproduce the broadening effects.
in Cartesian coordinates, due to the reduced coupling between the LAM and the other modes. Furthermore, HT effects are not negligible, especially in internal coordinates, and they cause a shift of the spectral maximum towards higher energies. The difference between the two coordinates systems is even more evident if a lower HWHM is employed, so that vibronic transitions can be singled out. As shown in Fig. 6.10, where the theoretical OPA spectrum, broadened by means of Gaussian functions with HWHMs of $10 \mathrm{~cm}^{-1}$, is compared to the experimental, high-resolution fluorescence excitation spectrum, taken from Ref. 380. For both Cartesian and internal coordinates, the vibronic progression of the LAM is reproduced incorrectly. More precisely, the intensity of the bands in the computed spectra increases constantly with the energy also above $34000 \mathrm{~cm}^{-1}$, whereas, in the experimental data, the spectrum reaches a maximum for the fourth band and then decreases.
In order to improve the accuracy of the simulation, the vibronic spectrum has been simulated using the anharmonic model described before. A major difficulty, however, is that the description of the LAM as a fixed linear combination of primitive internal coordinates is less trivial than for the previous system, so the RPH framework will be employed. Furthermore, the $S_{1}$ state, with a saddle point for the planar configuration, has been taken as reference in the IRC calculation, and the same geometries have been used for the fitting of the $\mathrm{S}_{0}$ PES. The PES along the LAM, shown in Fig. 6.11, has a significantly different shape in the ground and excited electronic states. This difference has a significant impact on the pattern of the vibrational energy levels, since in the first case they are nearly equispaced, with the spacing decreasing slowly with the increasing energy. On the other hand, for the double-well potential, two different regions can be identified. For vibrational energies below the barrier of the double-well (which is approximately $1300 \mathrm{~cm}^{-1}$ ), couples


Figure 6.11: Graphical representation of the PES along the ring inversion mode for the $S_{0}$ (left panel) and $S_{1}$ (right panel) electronic states of cyclobutanone, computed at the B3LYP/SNSD level of theory and using the RPH framework. The vibrational levels and wavefunctions, computed using the variational, DVR-based approach, are also reported.
of nearly-degenerate states are present, which are symmetric and antisymmetric with respect to the planar configuration, respectively. For energies comparable and above the barrier, the splitting between nearly-degenerate states increases. It is noteworthy that this trend cannot be reproduced, even at a qualitative level, using an harmonic description, where the spacing is constant.
When the coupling between $N_{\text {vib }}^{\prime}$ harmonic modes is taken into account, the vibronic progression involving vibrational states where only the LAM is excited can be computed at the lowest level of approximation by neglecting three effects, namely the variation of the ZPVE based on the projected harmonic modes along the LAM, the variation of the transition dipole moment along the LAM and the change of the intensity of the $\langle\overline{\overline{\mathbf{0}}} \mid \overline{\mathbf{0}}\rangle$ integral for the harmonic modes. By neglecting all those effects, the variational calculation is performed directly on the PES explored during the IRC calculation, and the intensity of the transitions is given by $\mathrm{FC}_{\mathrm{LAM}}$ integrals between LAM-specific vibrational wavefunctions.
Fig. 6.12 reports the OPA spectrum by only considering the vibrational progressions along the LAM. Already, an improvement over the original, fulldimensional albeit purely harmonic calculations shown in Fig. 6.10 can be observed. However, the agreement with the experiment is still not satisfactory, especially for the higher-energy transitions. Inclusion of the variation of the transition dipole moment along the LAM (green line in Fig. 6.12) results in a significant gain in accuracy. To explain this difference, it should be remarked that, in the $\mathrm{FC}_{\text {LAM }}$ simulation, considering the symmetry of the system, only transitions to states which are symmetric with respect to the top of the well have non-null intensity, since the initial, ground state is symmetric as well. On the other hand, in the $\mathrm{FCHT}_{\mathrm{LAM}}$ simulations, only transitions to antisymmetric states become allowed, due to the antisymmetry of the latter. For the lowest-energy transitions, the difference is minimal, since the couples of symmetric/antisymmetric states are nearly-degenerate. On the other hand, for higher-energy states, as the splitting increases, such a constraint


Figure 6.12: Experimental ${ }^{380}$ (dashed, black line) and theoretical OPA spectra of the $S_{1} \leftarrow \mathrm{~S}_{0}$ transition of cyclobutanone computed at the B3LYP/SNSD level, using the RPH model and including vibronic transitions involving only the ring-inversion mode. The spectra obtained by neglecting the variation of the transition dipole moment along the LAM (solid, red line) and including it (solid, green line) are reported. To facilitate the comparison between theoretical and experimental results, the theoretical spectra have been shifted to match the experimental value of the energy of the $0-0$ transition.


Figure 6.13: Experimental ${ }^{380}$ (dashed, black line) and theoretical OPA spectrum for the $S_{1} \leftarrow S_{0}$ transition of cyclobutanone computed at the B3LYP/SNSD level, using the RPH model, together with the hybrid DVR-harmonic model.To facilitate the comparison between theoretical and experimental results, the computed spectrum has been shifted to match the experimental value of the energy of the $0-0$ transition.
has a significant impact on the computed band-shape. To refine further the quality of the theoretical results, the other two effects, namely the variation of the intensity of the 0-0 transition and Fig. 6.12). As expected, inclusion of the variation of the intensity of the 0-0 transition associated to the projected modes $\boldsymbol{Q}^{p}$ (spectrum in solid, blue line) changes only the relative intensity of the bands but not their positions. More precisely, the relative intensities of the most intense bands are improved, even if those of the two lowest-energy bands are still underestimated. Inclusion of the variation of the ZPVE leads to a better agreement in the band-positions with respect to experiment, with the position of the first 5 bands reproduced with an accuracy within $10 \mathrm{~cm}^{-1}$. Finally, the full-dimensional OPA spectrum of cyclobutanone computed using the hybrid harmonic-DVR scheme is reported in Fig. 6.13. The transitions involving the $N_{\text {vib }}^{\prime}$ harmonic modes have been simulated with the VH model. For each geometry along the IRC, all $N_{\text {vib }}^{\prime}$ projected harmonic frequencies are positive, and therefore all modes have been included in the simulation. The overall band-shape is well reproduced correctly, even if discrepancies are still present in the intensities of several bands between 31400 and $31800 \mathrm{~cm}^{-1}$. However, those bands correspond to transitions to vibrational states, with energy comparable to the height of the well, and thus their intensity strongly depends on the accuracy in the reproduction of this height. For this reason, to further improve the accuracy of the results, more refined electronic structure methods would be necessary in the calculation of the PES.

### 6.3 Perturbative anharmonic simulations on electronic excited states: the TD-DFT/VPT2 approach

### 6.3.1 General theory

The combination of harmonic vibronic models in internal coordinates with the variational, DVR-based scheme introduced in the previous section significantly improves the reliability of purely harmonic models when treating systems displaying some degree of flexibility. However, the main limitation of the previous approach is that anharmonic effects are included only for a single degree of freedom, while treating all the other modes as harmonic.
Thus, the theory presented in the previous chapter is ill-suited for the study of semi-rigid systems where a single coordinate characterized by strong anharmonic effects cannot be identified. Here, we propose an alternative approach, where anharmonic frequencies of excited states are computed using VPT2 (see Chapter 3 for more details about VPT2). Clearly, the main advantage of this approach over the hybrid DVR-harmonic one introduced above is the possibility of including anharmonic effects for all vibrational degrees of freedom, without the need of specifying a coordinate for which anharmonic effects are to be included.
To apply VPT2 to electronically excited states, high-order derivatives of energy and properties are needed. Those properties can be computed by numerical methods, such as finite differentiation ${ }^{385}$ or fitting approaches, ${ }^{386}$ or using analytical formulas for the derivatives. The main advantage of the former class of approaches is their generality, since they can be applied to any electronic-structure approach, but their computational cost grows significantly when high-order derivatives are needed and they can suffer from numerical instability. For the ground state, analytic formulas and implementations of cubic and quartic force constants, which are the input data for VPT2 calculations, have been proposed in the literature at the Hartree-Fock and DFT levels. ${ }^{387,388,389,390,391}$ For excited states, analytical second-order geometrical derivatives of excitation energies have been recently derived within the time-dependent density functional theory (TDDFT) and and its TammDancoff approximation (TDA). ${ }^{41,100,392}$ This made possible the calculation of analytical first and second derivatives of electronic excitation energies for very large systems, with up to several dozens of atoms. Thanks to this, it is possible to build the cubic and semi-diagonal quartic force constants, necessary to compute the vibrational energies at the VPT2 level, by numerical differentiation, in the same way as is now commonly done for the ground state,

$$
\begin{align*}
k_{i j k}=\frac{\partial^{3} \mathcal{V}}{\partial q_{i} \partial q_{j} \partial q_{k}}= & \frac{1}{3}\left[\sqrt{\frac{\hbar}{\omega_{i}}} \frac{k_{j k}\left(+\delta Q_{i}\right)-k_{j k}\left(-\delta Q_{i}\right)}{2 \delta Q_{i}}\right. \\
& +\sqrt{\frac{\hbar}{\omega_{j}}} \frac{k_{i k}\left(+\delta Q_{j}\right)-k_{i k}\left(-\delta Q_{j}\right)}{2 \delta Q_{j}} \\
& \left.+\sqrt{\frac{\hbar}{\omega_{k}}} \frac{k_{i j}\left(+\delta Q_{k}\right)-k_{i j}\left(-\delta Q_{k}\right)}{2 \delta Q_{k}}\right]  \tag{6.21}\\
k_{i i j k}=\frac{\partial^{4} \mathcal{V}}{\partial q_{i}^{2} \partial q_{j} \partial q_{k}}= & \frac{\hbar}{\omega_{i}} \frac{k_{j k}\left(+\delta Q_{i}\right)-k_{j k}\left(-\delta Q_{i}\right)}{\delta Q_{i}^{2}} \\
k_{i i j j}=\frac{\partial^{4} \mathcal{V}}{\partial q_{i}^{2} \partial q_{j}^{2}}= & \frac{1}{2}\left[\frac{\hbar}{\omega_{i}} \frac{k_{j j}\left(+\delta Q_{i}\right)-k_{j j}\left(-\delta Q_{i}\right)}{\delta Q_{i}^{2}}\right. \\
& \left.+\frac{\hbar}{\omega_{j}} \frac{k_{i i}\left(+\delta Q_{j}\right)-k_{i i}\left(-\delta Q_{j}\right)}{\delta Q_{j}^{2}}\right]
\end{align*}
$$

The standard formulation of VPT2, ${ }^{67,75}$ if used with the quartic force-field of an excited state, allows to compute anharmonic energies, as well as transition properties ${ }^{393}$ between vibrational levels of the excited state. However, in vibronic spectroscopy, transition between vibrational levels of different electronic states are of interest. The extension of VPT2 to vibronic transitions has been proposed in the literature,,$^{42,43}$ but due to its high computational cost it has been applied only to small-size systems, with up to 10 atoms. For this reason, an alternative, more affordable way is needed to deal with medium-to-large molecular systems. The approach adopted here is to focus on the band positions. Following eq. 3.11, the transition energy between vibronic states $|\bar{i}\rangle$ and $|\bar{f}\rangle$ is,

$$
\begin{align*}
\Delta E_{i f}= & E_{\mathrm{ad}}+\check{\overline{\bar{E}}}_{0}-\breve{\bar{E}}_{0}+\sum_{k=1}^{N_{\text {vib }}}\left(\overline{\bar{v}}_{k}^{f} \overline{\bar{\omega}}_{k}-\bar{v}_{k}^{i} \bar{\omega}_{k}\right) \\
& +\sum_{k, l=1}^{N_{\text {vib }}}\left(\overline{\bar{\chi}}_{k l}\left[\overline{\bar{v}}_{k}^{f} \overline{\bar{v}}_{k}^{f}+\frac{1}{2}\left(\overline{\bar{v}}_{k}^{f}+\overline{\bar{v}}_{l}^{f}\right)\right]-\bar{\chi}_{k l}\left[\bar{v}_{k}^{i} \bar{v}_{l}^{i}+\frac{1}{2}\left(\bar{v}_{k}^{i}+\bar{v}_{k}^{i}\right)\right]\right) \tag{6.22}
\end{align*}
$$

Assuming that all transitions originate from the vibrational ground state of the initial electronic state (i.e. neglecting temperature effects), the previous equation can be recast as,

$$
\begin{equation*}
\Delta E_{i f}=E_{\mathrm{ad}}+\sum_{k=1}^{N_{\mathrm{vib}}} \overline{\bar{v}}_{k} \overline{\bar{\omega}}_{k}+\sum_{k, l=1}^{N_{\mathrm{vib}}} \overline{\bar{\chi}}_{k l}\left[\overline{\bar{v}}_{k} \overline{\bar{v}}_{l}^{f}+\frac{1}{2}\left(\overline{\bar{v}}_{k}^{f}+\overline{\bar{v}}_{l}\right)\right] \tag{6.23}
\end{equation*}
$$

An alternative form of Eq. 6.23 can be derived using the VPT2 fundamental energies $\left(v_{1_{k}}\right)$,

$$
\begin{equation*}
\Delta E_{i f}=E_{\mathrm{ad}}+\sum_{k=1}^{N_{\mathrm{vib}}} \overline{\bar{v}}_{k} \overline{\bar{v}}_{1_{k}}+\sum_{k=1}^{N_{\mathrm{vib}}} \overline{\bar{\chi}}_{k k} \overline{\bar{v}}_{k}^{f}\left(\overline{\bar{v}}_{k}^{f}-1\right)+\sum_{k \neq l=1}^{N_{\mathrm{vib}}} \overline{\bar{\chi}}_{k l} \overline{\bar{v}}_{k} \overline{\bar{v}}_{l}^{f} \tag{6.24}
\end{equation*}
$$

Inclusion of anharmonic effects in vibronic calculations can be derived with an alternate version of Eq. 6.24, where the terms proportional to the $\chi$ matrix are ignored,

$$
\begin{equation*}
\Delta E_{i f}=E_{\mathrm{ad}}+\sum_{k=1}^{N_{\mathrm{vib}}} \overline{\bar{v}}_{k} \overline{\bar{v}}_{1_{k}} \tag{6.25}
\end{equation*}
$$

Alternatively, the Duschinsky transformation can be employed to estimate the anharmonic corrections to be applied on the harmonic frequencies of a given state (generally the excited one). To do so, the harmonic frequencies and reference data (generally, the VPT2 results) for the fundamentals of the other state are needed. Assuming that all data are available for the initial state, then a set of scaling factors to correct the anharmonic energies in the final one and new, corrected data can be obtained through the relation, ${ }^{394}$

$$
\begin{equation*}
\overline{\bar{v}}_{l}=\left(\sum_{k=1}^{N_{\mathrm{vib}}} J_{k l} \frac{\bar{v}_{k}^{\mathrm{anh}}}{\bar{\omega}_{k}}\right) \overline{\bar{\omega}}_{l} \tag{6.26}
\end{equation*}
$$

In some of the following examples the reliability of this method will be compared with the full VPT2 treatment. We note here that all the molecular systems studied in the following are semi-rigid since for more flexible systems, characterized by LAMs, the accuracy of VPT2 is low.

### 6.3.2 Absorption spectrum of phenyl radical

A first illustrative case is the absorption spectrum of phenyl radical. Spectroscopic techniques (usually time-resolved) are routinely used for the characterization of radicals and, for phenyl radical, the high-resolution $\operatorname{IR}^{395,396}$ and electronic ${ }^{397,398}$ spectra are available in the literature. In particular, the importance of vibronic effects on the electronic spectrum has been investigated ${ }^{399,400}$ using models of different level of sophistication. In the second work, anharmonic frequencies were derived for the $\mathrm{D}_{1}$ state through the extrapolation based on the Duschinsky transformation. Here, the reliability of this approximation will be checked by computing the anharmonic frequencies of the excited, $\mathrm{D}_{1}$ state at the VPT2 level.
The harmonic and anharmonic frequencies for the $\mathrm{D}_{0}$ and $\mathrm{D}_{1}$ electronic states of phenyl, computed at the B3LYP/SNSD level, are reported in Fig. 6.1. This comparison shows that, in this case, the extrapolation scheme based on the Duschinsky transformation is significantly more reliable than for anisole (vide infra) since, for the majority of the modes, the deviation between the extrapolated and VPT2 anharmonic frequencies is below $10 \mathrm{~cm}^{-1}$. A graphical representation of the deviation between the two sets of wavenumbers

| Mode | Symm. | Harm. $\mathrm{S}_{0}$ | Anharm. $\mathrm{S}_{0}$ | Harm. $\mathrm{S}_{1}$ | Scal. $\mathrm{S}_{1}$ | Anharm. $\mathrm{S}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~A}_{1}$ | 400.134 | 390.917 | 299.660 | 292.846 | 289.887 |
| 2 | $\mathrm{~B}_{1}$ | 423.944 | 416.150 | 354.322 | 347.358 | 347.732 |
| 3 | $\mathrm{~B}_{2}$ | 594.236 | 588.095 | 527.707 | 522.086 | 528.533 |
| 4 | $\mathrm{~A}_{1}$ | 614.264 | 609.520 | 590.751 | 586.151 | 581.805 |
| 5 | $\mathrm{~B}_{1}$ | 667.807 | 650.805 | 682.305 | 674.965 | 665.291 |
| 6 | $\mathrm{~B}_{1}$ | 719.920 | 706.433 | 764.050 | 751.747 | 746.189 |
| 7 | $\mathrm{~A}_{2}$ | 814.178 | 792.719 | 787.816 | 767.042 | 767.253 |
| 8 | $\mathrm{~A}_{1}$ | 893.238 | 869.735 | 923.361 | 907.573 | 907.658 |
| 9 | $\mathrm{~B}_{1}$ | 968.277 | 941.104 | 966.685 | 941.689 | 938.953 |
| 10 | $\mathrm{~A}_{2}$ | 981.849 | 968.928 | 997.068 | 969.097 | 970.741 |
| 11 | $\mathrm{~A}_{1}$ | 995.120 | 968.135 | 999.879 | 985.481 | 982.110 |
| 12 | $\mathrm{~A}_{1}$ | 1014.756 | 999.397 | 1017.064 | 999.206 | 1001.350 |
| 13 | $\mathrm{~B}_{1}$ | 1046.795 | 1025.039 | 1024.006 | 997.041 | 995.905 |
| 14 | $\mathrm{~B}_{2}$ | 1068.810 | 1060.485 | 1048.727 | 1035.589 | 1040.082 |
| 15 | $\mathrm{~B}_{2}$ | 1171.064 | 1157.918 | 1118.088 | 1103.633 | 1093.978 |
| 16 | $\mathrm{~A}_{1}$ | 1171.845 | 1156.986 | 1213.744 | 1198.077 | 1193.132 |
| 17 | $\mathrm{~B}_{2}$ | 1302.373 | 1277.038 | 1241.510 | 1222.394 | 1219.820 |
| 18 | $\mathrm{~B}_{2}$ | 1334.222 | 1309.661 | 1349.836 | 1324.526 | 1320.665 |
| 19 | $\mathrm{~B}_{2}$ | 1459.878 | 1431.567 | 1395.244 | 1368.014 | 1372.508 |
| 20 | $\mathrm{~A}_{1}$ | 1467.893 | 1436.368 | 1442.357 | 1411.234 | 1411.309 |
| 21 | $\mathrm{~B}_{2}$ | 1571.771 | 1529.905 | 1521.746 | 1490.773 | 1484.554 |
| 22 | $\mathrm{~A}_{1}$ | 1629.513 | 1592.817 | 1632.013 | 1588.648 | 1578.686 |
| 23 | $\mathrm{~A}_{1}$ | 3159.398 | 3016.322 | 3137.459 | 2998.836 | 3026.061 |
| 24 | $\mathrm{~B}_{2}$ | 3165.760 | 3028.737 | 3137.860 | 3004.743 | 3003.548 |
| 25 | $\mathrm{~A}_{1}$ | 3179.364 | 3040.669 | 3160.153 | 3020.954 | 3008.177 |
| 26 | $\mathrm{~B}_{2}$ | 3181.599 | 3050.657 | 3165.820 | 3032.806 | 3029.222 |
| 27 | $\mathrm{~A}_{1}$ | 3191.353 | 3077.070 | 3184.981 | 3068.758 | 3073.908 |

Table 6.1: Harmonic, anharmonic and extrapolated wavenumbers for the $D_{0}$ and $D_{1}$ states of phenyl radical computed at the B3LYP/SNSD level.


Figure 6.14: Plot of the absolute value of the difference between the anharmonic frequencies for the $D_{1}$ state of phenyl radical computed using the extrapolation based on the Duschinsky transformation and at the VPT2 level.
(see Fig. 6.14) shows that the largest difference is present for the higherwavenumber modes, above $3000 \mathrm{~cm}^{-1}$, corresponding to the $\mathrm{C}-\mathrm{H}$ stretchings. Those modes are usually affected by strong anharmonic couplings, and therefore the extrapolation scheme, which assumes that the anharmonic correction to the PES is transitive between the electronic states, is inaccurate. Conversely, for the other modes, the accuracy is better due to the limited mode-mixing associated to the electronic transition.
The vibronic absorption spectrum for the $\mathrm{D}_{1} \leftarrow \mathrm{D}_{0}$ transition of the phenyl radical computed using three different sets of frequencies - harmonic for both states, anharmonic (VPT2) for both states and anharmonic (VPT2) for the $\mathrm{D}_{0}$ state and anharmonic (extrapolated) for the $\mathrm{D}_{1}$ one - is reported in Fig. 6.15. As already noticed before, the spectrum computed at the harmonic level is shifted towards higher energies with respect to the two anharmonic ones, which are nearly superimposable. This is an expected outcome since the main vibronic progressions of the spectrum of phenyl correspond to excitation of two modes ( 4 and 8) with low wavenumbers (below $1000 \mathrm{~cm}^{-1}$ ), a region in which the extrapolation scheme is reliable.

### 6.3.3 High-resolution OPA spectrum of anisole

The second test-case system studied here is anisole, the methyl ester of phenol (the structure is reported in Fig. 6.16). The spectroscopic properties of anisole in gas phase have been characterized using a wide range of experimental techniques, ranging from rotational ${ }^{401}$ to vibrational ${ }^{402,403}$ and electronic spectroscopies. ${ }^{404,405,406}$ More recently, dimers ${ }^{407}$ and van der Waals complexes of anisole have also been characterized spectroscopically. ${ }^{408,409,410}$


Figure 6.15: Theoretical OPA spectrum for the $\mathrm{D}_{1} \leftarrow \mathrm{D}_{0}$ transition of phenyl radical, computed at the $\mathrm{AH} \mid \mathrm{FC}$ level using the harmonic frequencies for both the electronic states (solid, red line), the anharmonic frequency for the $\mathrm{S}_{0}$ state and the extrapolated ones for the $\mathrm{S}_{1}$ state (solid, green line) and the anharmonic frequencies for both states (solid, blue line). Broadening effects have been included with Gaussian functions with HWHMs of $75 \mathrm{~cm}^{-1}$.

From a theoretical point of view, the high-resolution vibronic spectrum of free anisole has been simulated at the $\mathrm{AH} \mid \mathrm{FC}$ level ${ }^{394}$ with the anharmonic frequencies of the excited electronic state $\left(\mathrm{S}_{1}\right)$ obtained through the extrapolation scheme introduced above.
As discussed in the reference theoretical work, ${ }^{394}$ this extrapolation scheme provides a systematic improvement of the theoretical one-photon absorption (OPA) spectrum compared to the experimental one. ${ }^{406}$ Here, the reliability of the extrapolation will be further tested by comparing those frequencies to the anharmonic ones, computed at the VPT2 level.
The harmonic and anharmonic wavenumbers of the ground and excited electronic states are reported in Tabs. 6.2 and 6.3, together with the experimental ones for the $S_{1}$ state, taken from Ref. 394. For the sake of consistency with the original theoretical work used as reference here, ${ }^{394}$


Figure 6.16: Molecular structure of anisole. electronic structure calculations have been performed at the B3LYP $/ 6-311+G(d, p)$ level. For the ground electronic state, a full, direct VPT2 treatment leads to an overall lowering of most wavenumbers, with the exception of the fourth mode,

| Mode | Harm. | Anharm. | HRAO | Mode | H | A | HRAO |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 90.43 | 83.05 | 92.56 | 22 | 1178.28 | 1164.19 | 1164.26 |
| 2 | 204.10 | 128.53 | 192.67 | 23 | 1194.35 | 1180.15 | 1179.14 |
| 3 | 255.86 | 252.02 | 254.90 | 24 | 1201.47 | 1178.01 | 1177.50 |
| 4 | 267.52 | 326.13 | 241.57 | 25 | 1271.41 | 1238.54 | 1238.48 |
| 5 | 421.90 | 416.25 | 416.26 | 26 | 1334.51 | 1303.56 | 1303.42 |
| 6 | 445.94 | 437.48 | 441.08 | 27 | 1356.98 | 1338.77 | 1339.16 |
| 7 | 517.18 | 508.79 | 510.84 | 28 | 1473.86 | 1440.00 | 1435.84 |
| 8 | 560.35 | 553.80 | 553.00 | 29 | 1484.96 | 1451.00 | 1450.62 |
| 9 | 629.06 | 623.21 | 622.98 | 30 | 1493.10 | 1454.16 | 1450.34 |
| 10 | 696.94 | 694.19 | 693.58 | 31 | 1505.53 | 1470.40 | 1470.69 |
| 11 | 763.71 | 761.68 | 762.01 | 32 | 1526.54 | 1497.62 | 1498.45 |
| 12 | 797.18 | 783.97 | 783.50 | 33 | 1624.19 | 1582.63 | 1582.76 |
| 13 | 827.41 | 811.83 | 812.00 | 34 | 1641.96 | 1601.25 | 1601.55 |
| 14 | 893.78 | 883.08 | 882.03 | 35 | 3002.56 | 2819.80 | 2812.86 |
| 15 | 971.16 | 958.03 | 957.91 | 36 | 3060.48 | 2894.14 | 2888.20 |
| 16 | 989.48 | 980.56 | 980.66 | 37 | 3131.99 | 2993.66 | 2991.28 |
| 17 | 1009.26 | 994.05 | 994.35 | 38 | 3163.07 | 3005.47 | 3005.64 |
| 18 | 1040.58 | 1024.13 | 1018.33 | 39 | 3170.49 | 3035.63 | 3035.83 |
| 19 | 1065.01 | 1041.73 | 1041.20 | 40 | 3186.65 | 3044.40 | 3043.40 |
| 20 | 1102.25 | 1082.63 | 1082.63 | 41 | 3193.97 | 3073.76 | 3074.75 |
| 21 | 1169.31 | 1146.96 | 1144.84 | 42 | 3204.08 | 3087.85 | 3087.99 |

Table 6.2: Comparison of the theoretical frequencies, computed at the harmonic and anharmonic (VPT2) levels, of the $\mathrm{S}_{0}$ electronic state of anisole. Electronic structure calculations have been performed at the B3LYP/ $6-311+G(d, p)$ level.

| Mode | Harm. | Anharm. | Scal. | RD-HRAO | Exp. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 22 | 1151.93 | 1126.95 | 1136.58 | 1127.34 | 1127 |
| 23 | 1159.64 | 1140.87 | 1144.56 | 1141.35 | 1135 |
| 24 | 1183.19 | 1151.11 | 1161.45 | 1159.95 | 1161 |
| 25 | 1278.16 | 1236.68 | 1246.91 | 1236.95 | 1258 |
| 26 | 1309.62 | 1281.06 | 1282.96 | 1282.82 | 1277 |
| 27 | 1395.35 | 1359.16 | 1370.24 | 1359.78 | 1364 |
| 28 | 1419.44 | 1381.56 | 1386.67 | 1385.03 | 1389 |
| 29 | 1447.79 | 1400.48 | 1415.95 | 1402.13 | 1417 |
| 30 | 1457.23 | 1423.70 | 1423.11 | 1413.14 | 1424 |
| 31 | 1475.82 | 1437.98 | 1445.91 | 1441.32 | 1446 |
| 32 | 1482.91 | 1443.78 | 1444.21 | 1437.54 | 1443 |
| 33 | 1494.87 | 1448.56 | 1460.11 | 1452.44 | 1454 |
| 34 | 1521.22 | 1460.07 | 1483.56 | 1470.30 | 1482 |
| 35 | 3030.33 | 2935.65 | 2846.15 | 2933.33 | 2928 |
| 36 | 3099.48 | 2959.25 | 2931.04 | 2947.07 | 2980 |
| 37 | 3152.67 | 3008.49 | 3013.30 | 3006.01 | 3025 |
| 38 | 3170.29 | 3023.41 | 3022.15 | 3031.52 | 3042 |
| 39 | 3199.72 | 3088.89 | 3063.79 | 3050.99 | 3066 |
| 40 | 3207.43 | 3018.43 | 3058.30 | 3046.15 | 3078 |
| 41 | 3222.05 | 3122.60 | 3098.07 | 3102.47 | 3117 |
| 42 | 3228.20 | 3005.11 | 3109.82 | 3079.25 | 3128 |


| Mode | Harm. | Anharm. | Scal. | RD-HRAO | Exp. 406 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 63.05 | 272.66 | 61.15 | 62.95 | 66 |
| 2 | 78.41 | 84.36 | 74.11 | 86.76 | 85 |
| 3 | 135.76 | 90.19 | 103.59 | 151.79 | 140 |
| 4 | 196.89 | 214.57 | 210.66 | 193.91 | 197 |
| 5 | 253.58 | 232.57 | 249.76 | 248.92 | 256 |
| 6 | 374.48 | 368.27 | 370.57 | 383.23 | 372 |
| 7 | 436.26 | 429.32 | 428.05 | 431.20 | 421 |
| 8 | 439.95 | 501.03 | 433.04 | 472.27 | 436 |
| 9 | 517.18 | 500.15 | 511.86 | 505.59 | 509 |
| 10 | 527.70 | 514.24 | 522.45 | 513.39 | 524 |
| 11 | 546.03 | 539.85 | 540.06 | 537.23 | 538 |
| 12 | 600.76 | 639.13 | 592.84 | 607.36 | 595 |
| 13 | 625.72 | 625.95 | 622.66 | 620.75 | 620 |
| 14 | 678.51 | 732.90 | 671.15 | 706.93 | 670 |
| 15 | 780.78 | 765.32 | 767.82 | 765.47 | 772 |
| 16 | 856.76 | 848.28 | 848.53 | 839.50 | 845 |
| 17 | 973.59 | 952.92 | 958.66 | 956.29 | 960 |
| 18 | 989.52 | 969.66 | 972.93 | 970.60 | 972 |
| 19 | 1005.95 | 979.69 | 986.82 | 985.90 | 982 |
| 20 | 1034.30 | 1017.35 | 1013.94 | 1006.83 | 1008 |
| 21 | 1143.46 | 1120.22 | 1121.53 | 1115.68 | 1118 |

Table 6.3: Comparison of the theoretical wavenumbers, computed at the harmonic and anharmonic (VPT2) levels, of the $\mathrm{S}_{1}$ electronic state of anisole with the experimental data, taken from Ref. 406. Electronic structure calculations have been

[^1]that displays an anharmonic correction of $+59 \mathrm{~cm}^{-1}$. As emerges from an hindered rotor analysis, ${ }^{157}$ this mode, together with the lowest-energy one (with harmonic wavenumber of $\bar{\omega}_{1}=90.43 \mathrm{~cm}^{-1}$ ), corresponds to torsions about the two single $\mathrm{C}-\mathrm{O}$ bonds of the molecule. Such large-amplitude modes (LAMs) are highly anharmonic, and thus poorly described at a perturbative level based on a quartic force field. In order to get more reliable results, all couplings between the LAMs and the other modes have been canceled, ${ }^{259}$ and LAMs have been treated using the hindered rotor model (the combined model is referred to as Hindered Rotor Anharmonic Oscillator, HRAO). ${ }^{68,260}$ As shown in Tab. 6.2, for most modes, the difference between the full-dimensionality and the HRAO results is below $2 \mathrm{~cm}^{-1}$, with the exception of modes $18,28,35,36$. Therefore, the couplings between the two LAMs and the other modes is not critical, and thus the HRAO model, where those couplings are neglected, is a satisfactory approach.


Figure 6.17: Graphical representation of the anharmonic $\mathbf{Y}$ matrix of anisole in the $\mathrm{S}_{0}$ (left panel) and $\mathrm{S}_{1}$ (right panel) states. The representation has been obtained as follows: the elements $Y_{i j}{ }^{2}$ are calculated and normalized to 1 . Then, a shade of gray is associated to each element ( $\mathrm{i}, \mathrm{j}$ ) in the figure based on the equivalence ( 0 , white; 1 , black). The normalization factor is 284.31 $\mathrm{cm}^{-1}$ for the $S_{0}$ state and $648.64 \mathrm{~cm}^{-1}$ for the $S_{1}$ state.

To further evaluate the extent of the coupling between the modes, a graphical representation of the anharmonic $\mathbf{Y}$ matrix, whose definition can be found in Ref. 411, is given in Fig. 6.17. Without going into the details of the derivation, the $\mathbf{Y}$ matrix is simply a rewriting of the VPT2 anharmonic matrix $\chi$ where the terms are gathered based on the mode indexes involved, so the diagonal terms $Y_{i i}$ contains only terms depending on mode $i$, and off-diagonal terms $\mathrm{Y}_{i j}$ are the sum of elements depending on to different indexes, $i$ and $j$. Since $\chi$ contains the anharmonic correction to transition energies, $\mathbf{Y}$ can provide insights on the direct impact of mode coupling on the anharmonic correction. The graphical representation of $\mathbf{Y}$ for the ground, $\mathrm{S}_{0}$ state, is reported in the left panel of Fig. 6.17. As expected, most of the couplings between the LAMs
(modes 1 and 4) and the other modes are nearly null, with the exception of modes 35 and 36 , which are in fact among the ones displaying the largest deviation between the full-dimensional and the HRAO schemes. For the excited state $S_{1}$, modes 2 and 3 are the ones corresponding to the torsions along the two $\mathrm{C}-\mathrm{O}$ single bonds, as confirmed by the graphical representation of the Duschinsky matrix J, reported in Fig. 6.18.


FIGURE 6.18: Graphical representation of the Duschinsky matrix $\mathbf{J}$ for the $S_{1} \leftarrow S_{0}$ transition of anisole. The representation is obtained as already discussed for Fig. 6.17.

For this state as well, the $\mathbf{Y}$ matrix (right panel of Fig. 6.17) shows a coupling of those modes mainly with mode 36. However, in addition to the two internal rotations, a low-frequency mode (with a harmonic wavenumber of $\omega_{1}=63.05 \mathrm{~cm}^{-1}$ ) is present. The plot of the Duschinsky transformation shows that this mode corresponds to mode 5 of the ground state, with harmonic wavenumber of $421 \mathrm{~cm}^{-1}$ ). This mode is an out-of-plane deformation of the ring, and the lowering of its frequency is probably due to the transfer of electron density to $\pi^{\star}$ orbitals of the aromatic ring upon electronic excitation, which makes the ring less stable. The anharmonic wavenumber of the electronic state $S_{1}$ at the VPT2 level, which are collected in Tab. 6.3, show that full-dimensional VPT2 calculations lead to an unphysical anharmonic correction for the first mode (the anharmonic wavenumber is approximately three times larger than its harmonic counterpart). To obtain more reliable results, the force constants involving the first mode have been neglected, and this mode has been treated at the harmonic level. ${ }^{259}$ Furthermore, the two torsional modes have been treated at the HRAO level, and the results (labeled as reduced-dimensionality HRAO, RD-HRAO) are collected in Tab. 6.3, together with the results obtained using the extrapolation based on the Duschinsky transformation $\boldsymbol{J}$ ("Scal."). At variance with the ground electronic state, in this case the difference between the full-dimensional and the RD-HRAO models is more significant in this case, above $2 \mathrm{~cm}^{-1}$ for the majority of the modes. This means, in practice, that the coupling between
the LAMs and the other modes is larger than for the ground state, and therefore the difference between the reduced- and the full-dimensional systems is higher. This result reveals that there is a strong change in the anharmonic component of the PES between the two electronic states, and in this case the extrapolation technique based on the Duschinsky transformation is expected to work poorly.


Figure 6.19: Graphical representation of the difference between the anharmonic wavenumbers computed at the VPT2 level and the ones determined using the extrapolation based on the Duschinsky transformation.

In fact, as shown in Fig. 6.19, the difference between the anharmonic frequencies computed using the two approaches is significant, above $20 \mathrm{~cm}^{-1}$ for several modes. It is noteworthy that the difference is large not only for the low-energy modes, but also for the higher ones, with the largest deviation occurring for mode 34. This further confirms that anharmonic effects are significantly different for the two electronic states, and the extrapolation technique is, in this case, inaccurate. Finally, the anharmonic frequencies computed using both approaches have been used to simulate the OPA spectrum of anisole at the AH|FC level, within the TI framework. The results of the simulation are reported in Fig. 6.20 and compared with experiment, from Ref. 406.
Inclusion of anharmonic effects for the $\mathrm{S}_{1}$ state, either using the extrapolation approach or the VPT2 one, leads to an overall red-shift of the bands, with this shift being larger for the RD-VPT2 frequencies than for the extrapolated ones. This trend can be observed, for example, in the region between 800 and 1500 $\mathrm{cm}^{-1}$ (with respect to the 0-0 transition) of the spectrum, which is reported in the middle panel of Fig. 6.20 and is characterized by three intense bands (at about 550, 750 and $950 \mathrm{~cm}^{-1}$, respectively). The position of those bands is overestimated at the harmonic level, and this inaccuracy is only partially corrected using the extrapolated anharmonic frequencies. Frequencies computed at the VPT2 level for both $S_{0}$ and $S_{1}$ electronic states provide even better band positions, resulting in an overall improvement in the quality of


Figure 6.20: Comparison of the theoretical (TI AH|FC level) and experimental ${ }^{406}$ OPA spectrum of anisole for the $\mathrm{S}_{1} \leftarrow \mathrm{~S}_{0}$ transition. Theoretical spectra have been computed using the harmonic frequencies for both electronic states (solid red line), the anharmonic frequencies for the $\mathrm{S}_{0}$ state and the extrapolated ones for the $\mathrm{S}_{1}$ state (solid, green line) and the anharmonic frequencies for both states (solid, blue line). Gaussian functions with HWHMs of $2 \mathrm{~cm}^{-1}$ have been used to reproduce the broadening effects.
the spectrum. A similar trend is detected also for other regions of the spectrum, even if in this case the agreement can be less satisfactory, especially in the $0-500 \mathrm{~cm}^{-1}$ range. However, this energy range contains large-amplitude motions, which could not be treated at a satisfactory level of theory in this study.

## Chapter 7

## High-resolution core electrons spectroscopy

In the previous chapters, which focused on the calculation of vibronic processes, only valence excitation were considered. However, the theoretical framework holds for any kind of electronic excitation, and thus can support also transitions involving core electrons. In more detail, the impact of vibrational effects on X-ray absorption (XAS) and photoabsorption (XPS) spectroscopies will be analyzed.
Regarding the former technique, we focus here on Near-Edge X-ray Absorption Spectroscopy (NEXAFS), ${ }^{412}$ which corresponds to the energy range 3040 eV higher than the energy of inner-shell core orbitals, in which transitions from excitations from these core orbitals to valence, virtual orbitals are present. The standard resolution of experimental NEXAFS spectra is usually much lower than for valence, OPA spectra. However, thanks to the increasing power of synchrotron light sources, the accuracy of experimental NEXAFS spectra is growing quickly and, in most cases, a full interpretation of those data requires theoretical calculation. From a qualitative point of view, it is well known that the intensity of a band in a NEXAFS spectrum is proportional to the $p$ contribution of the final virtual orbital on the atom from which the core electron is excited. Such a simple selection rule can be used only for a qualitative interpretation of experimental spectra but, in order to characterize fully high-resolution NEXAFS spectra, ab initio simulations are in most cases required. In particular, as shown in the literature, ${ }^{413,414}$ the inclusion of vibronic effects is mandatory to reproduce correctly the relative intensity of bands in a NEXAFS spectrum. Here, pyridine and two of its fluorinated derivatives (2-fluoropyridine and 2,6-difluoropyridine) will be used to test the reliability of DFT-based approaches to reproduce vibrationally-resolved NEXAFS spectra.
In the second part of the chapter, this analysis will be extended to XPS spectroscopy, in which the energy is higher than the binding energy of the core electrons, which are thus removed from the molecule. This is a significant difference with NEXAFS spectroscopy, where core electrons are excited towards a virtual, unoccupied orbital. The simulation of XPS spectra will be performed not using DFT-based approaches, but using Green Function-based (GF) methods. In these methods (also known as electron propagator theories, EPT) properties of cationic state, such as their ionization energies (IEs)
are computed from the one-particle Green function, ${ }^{415}$ thus without explicitly computing any wavefunction for the cationic states. Since the exact oneparticle Green function is not known, a perturbation expansion in powers of the correlation potential is usually employed. The zeroth-order approximation corresponds to IEs computed at the Koopmans' theorem level, but correlation effects can be included through higher-order approximations of the one-particle Green function. In more detail, the IEs are obtained as eigenvalues of a one-particle operator, where correlation effects are included in the so-called self-energy matrix, and the eigenfunctions are known as Dyson orbitals. The EPTs can be divided in two classes, the diagonal ones, ${ }^{416,417,418}$ in which the Dyson orbitals are proportional to the HF canonical orbitals, and the more complete, non-diagonal approaches, where the full self-energy matrix is employed. ${ }^{416,419}$ Diagonal approaches are usually well-suited to study valence ionizations, which are not associated to strong orbital relaxation effects. On the other hand, non-diagonal approaches are required to study ionization accompanied by strong relaxations, such as the ones involving core electrons. In the present thesis, the performance of different propagator approaches in the simulation of vibrationally-resolved NEXAFS spectra will be tested, with the aim of finding the best compromise between efficiency and accuracy. In addition to the standard EPT approaches, a new GF-based methods will be presented, referred to as the second-order approximation of the one-particle Green function with a transition operator reference (TOEP2). This method is particularly appealing to simulate XPS spectra of large-sized systems. In the transition operator method, grand-canonical Hartree-Fock theory, where spin-orbitals may have fractional occupation numbers, is used to obtain the reference orbitals, to express the one-particle Green function. With a grand-canonical reference, the relaxation effects is integrated in the definition of the orbitals, and therefore more accurate results are obtained even for low-order approximations of the one-particle Green function. ${ }^{420,421}$ Core IEs obtained at the TOEP2 level are usually more accurate than those obtained using standard EPT, both diagonal and non-diagonal. ${ }^{104,105}$ Here, we introduce a new implementation of the TOEP2 theory coupled with the maximum overlap method (MOM) ${ }^{232,422}$ to increase its reliability.

### 7.1 DFT simulation of vibrationally-resolved NEXAFS spectra

### 7.1.1 Computational protocol

Let us begin with the simulation of the NEXAFS spectra. Before presenting the details of the vibronic calculations, let us briefly describe the electronic structure methods used in the calculations. Core excited states have been computed with two different electronic structure methods. The first one is the so-called transition potential DFT (TP-DFT). ${ }^{423,424}$ In TP-DFT, the Kohn-Sham equations are solved by lowering the occupation number of the core orbitals involved in the excitation from 1 to $1 / 2$. The excitation energies
are then obtained as differences between the energy of the virtual orbital to which the core electron is excited and the energy of the core orbital itself. We note here that TP-DFT can be considered as an improvement with respect to the standard Koopmans' approach, where excitation energies are computed simply as differences between the energies of the orbitals involved in the transition. Indeed, upon the excitation of a core-electron, a molecular system undergoes strong orbital relaxation effects (i.e. strong changes in the orbitals), which are not taken into account in a Koopman-based approach. The lowering of the occupation number allows to partially recover those effects. We note here that the formulation of TP-DFT approach for Hartree-Fock (HF) theory, also known as transition-operator self consistent field (TO-SCF), will be analyzed more in detail in the next section.
As an alternative to TP-DFT, calculations were performed also at the TDDFT level, within the so-called restricted excitation window formulation of TD-DFT (description of the method can be found, for example, in Ref. 425). Within the REW-TD-DFT formalism, a set of active occupied molecular orbitals is defined, and only excitations starting from those orbitals are actually computed. This approximation strongly reduces the size of the electronic excitations space, and thus limits the computational cost of such simulations. We note that the calculation of core excitations within the standard formulation of TD-DFT is significantly higher, since core excitations corresponds to inter eigenvalues of the Casida equations, which cannot be reached with standard subspace iteration diagonalization techniques. We note here that more refined methods, based on the S\&I algorithm presented in Chapter 3 for VDMRG, have been proposed, ${ }^{226,227}$ in which the coupling between the core and the valence occupied orbitals is not neglected.
For the calculations on pyridine, 2-fluoropyridine and 2,6-difluoropyridine presented in the following, a different set of active orbitals has been chosen for each type of transition. For all computations involving excitations from the N atom, only the N 1 s orbital has been included in the active set. This approximation is based on the consideration that the nitrogen's 1s orbital is the lowest-energy one, and the energy gap with the closest occupied orbital (the C1s core orbitals) is 100 eV . For this reason, couplings with other core orbitals are expected to be small, and thus can be neglected. For the C1s spectra, all 1 s orbitals of equivalent carbon atoms have been treated together. Therefore, for the calculations involving excitations from the ortho and meta C atoms of pyridine and 2,6-difluoropyridine (which belong to the $\mathrm{C}_{2 v}$ point group), the active range included two molecular orbitals, corresponding to linear combinations of the 1 s orbitals of the equivalent C atoms. For 2 -fluoropyridine, which belongs to the $\mathrm{C}_{s}$ point group, each C1s orbital was included in a separate set of active orbitals. Several basis sets were tested for the calculations. The double- $\zeta$ SNSD basis set, ${ }^{355}$ already employed in the previous chapters, has been used as reference. To improve the description of the core orbitals, which is a mandatory requirement for the study of core excitations, the EPR-III basis set, ${ }^{426}$ which was built the accurate calculation of hyperfine constants, has been also employed. EPR-III is a triple- $\zeta$ basis set with diffuse functions and two $d$ and one $f$ polarization functions for the atoms from B


Figure 7.1: Comparison of the experimental N1s NEXAFS spectra of pyridine with theoretical results obtained by neglecting vibronic effects (left panel) and by including them at the VG|FC level (right panel). Pure electronic spectra are reported also for 2 -fluoropyridine and 2,6-difluoropyridine in the left panel. Experimental energy scale has been shifted in order to match the first calculated N1s peak (taken from Ref. 427)
to F. Furthermore, an additional $s$ function is present for these atoms. To improve also the description of the valence molecular orbitals, a third basis set has been employed, referred to as EPR-IIId, which is obtained by adding diffuse polarization functions ( $p$ on hydrogen and $d$ on atoms from B to F taken from the aug-cc-pVTZ basis set) to the EPR-III set.

### 7.1.2 Results

To facilitate the presentation of the results, the N1s NEXAFS spectra will be discussed first, followed by the C1s one. In each case, standard electronic structure calculations will be shown first, followed by a description of the impact of vibronic effects, starting from pyridine as a model. The differences observed for the NEXAFS spectra of the fluorinated derivatives will be discussed next.
Let us begin our analysis from the spectrum obtained with excitations from the N1s orbital. In Fig. 7.1, the experimental N1s NEXAFS spectra of pyridine and of its two F-derivatives are compared with the spectra computed with the TP-DFT method. The experimental profiles have been shifted on the energy scale in order to match the most intense peak of the spectrum. We note
that the theoretical electronic spectra correctly describe the main features of the experiment, regarding both the energy separation among the peaks and the intensity pattern. The first and strongest peak of the pyridine spectrum (left panel of Fig. 7.1) is assigned to the N1s $\rightarrow 1 \pi^{\star}$ transition, at about 399.0 eV . A very weak bump appears in the experiment at the higher energy side of the main peak, with an energy separation of about 1.4 eV , which is missing in the calculated spectrum. This small structure has been attributed to the N1s transition to the $2 \pi^{\star}$ orbital, which is dipole-forbidden in $\mathrm{C}_{2 v}$ symmetry but could gain intensity through vibronic coupling effects. A second band, corresponding to a N1s $\rightarrow 3 \pi^{\star}$ transition, is present at about 404 eV , with a significantly lower intensity with respect to the first transition. The higher-energy region, around the ionization threshold, contains several weak transitions of mixed Rydberg and valence excitations, which are however not detected in the experimental data due to the limited resolution.
The N1s NEXAFS spectrum of pyridine has been computed also at the TDDFT level, using different combinations of exchange-correlation functionals and basis sets. The results of this small benchmark, which are reported in Ref. 427 show that the best reproduction of the bandshape is obtained with the B3LYP hybrid functional in conjunction with the EPR-III basis set. For this reason, this setup has been chosen to perform also vibronic calculations. In the right panel of Fig. 7.1, the experimental N1s spectrum of pyridine is reported together with the vibronic spectrum calculated at the VG|FC level. The vibronic spectrum has been obtained by including in the simulation only the five excited states, with the highest oscillator strength in the energy range between 386 and 394 eV . A direct comparison of the left and right panels of Fig. 7.1 shows that the inclusion of vibronic effects does not change significantly the relative intensities of the most intense transitions. However, we note that, when vibronic effects are taken into account, the shape of the most intense band changes slightly, being more broadened towards higher energies. We note that this improves the agreement with the experimental results compared to the spectra obtained at the purely electronic level.
The corresponding spectra for 2-fluoropyridine and 2,6-difluoropyridine reproduce the pattern of the pyridine spectrum, with a slight increase of the excitation energies going from pyridine to 2,6-difluoropyridine, due to the withdrawal of valence electron charge induced by the fluorine atoms. However, this does not affect the relative energy separation between the excited states. Furthermore, we note that, in 2-fluoropyridine, the N1s $\rightarrow 2 \pi^{\star}$ transition becomes dipole-allowed and appears in the calculated spectrum at about 400.2 eV .

Based on the results reported for the N1s spectra, the C1s NEXAFS spectra of the 3 pyridines derivatives were also simulated. The results obtained at the TP-DFT and TD-DFT levels without the inclusion of vibronic effects are reported in Fig. 7.2. The TP-DFT spectrum of pyridine is characterized by a sharp double-peak band around 286 eV followed by weaker features starting at about 288 eV and reaching a maximum near 290 eV . The theory reproduces only qualitatively the experiment, since the relative intensity of the double-peak feature at 286 eV (in the experiment the first peak is less


Figure 7.2: Comparison of the experimental N1s NEXAFS spectra of pyridine with theoretical results obtained at the pure electronic level (left panel) and at the VG|FC level (right panel) performing electronic structure calculations with TP-DFT (upper panel) and TD-DFT (middle and lower panel). Experimental energy scale has been shifted in order to match the first calculated C1s peak (figure taken from Ref. 427)
intense than the second one) is reversed in the calculation. The double peakstructure of this first band can be rationalized by taking into account that it is ascribed to the three different C1s $\rightarrow$ LUMO transitions. Thus, the relative excitation energies reflect the relative energy of the core orbitals. The ortho C 1 s is the closest to the electronegative N atom, which depletes electron density and thus induces a larger excitation energy by approximately 0.5 eV , in good agreement with experiment. The higher-energy region, above 290 eV , is quite complicated, since it encompasses transitions to many final virtual orbitals, including $\sigma^{\star}(\mathrm{C}-\mathrm{H})$ antibonding orbitals as well as diffuse Rydberg states. Although this spectral region is extremely congested, preventing a detailed assignment of all the calculated spectral features, the calculation is in good agreement with the experiment. Thus, TP-DFT reproduces satisfactorily the relative excitation energies, but not their intensities, in particular for the first band at 286 eV .
To check if the error in the intensity is associated to an inaccuracy of the electronic structure calculation or to the neglect of vibronic effects, spectra were simulated also at the TD-DFT level, with the B3LYP and M06-2X exchangecorrelation functionals, in conjunction with the EPR-III basis set. The results of the simulation, which are reported in the left panel of Fig. 7.2, show that the reversed intensity distribution for the first double peak is coherent with the one obtained at the TP-DFT level. This finding suggests that the disagreement with the experiment should not be ascribed to problems with the electronic structure but rather to the absence of vibrational contributions.
The vibronic NEXAFS spectrum calculated at the VG|FC level for C1s excitations in pyridine in the energy range $274-281 \mathrm{eV}$ is compared with the experimental results in the right panel of Fig. 7.2. The 29 excited states corresponding to the largest oscillator strength (11 associated to excitations from the ortho carbons, 11 from the meta ones and 7 from the para) have been included in the computations. The results shown that the inclusion of vibronic effects corrects the inaccuracy in the reproduction of the double-peak structure in the low-energy range of the spectrum. As already remarked above, this pattern is poorly reproduced in the purely electronic spectrum, since the intensity of the first peak is expected to be larger than that of the second one. The inclusion of vibronic effects modifies the relative intensities of the two peaks, and a better match with the experimental results is reached. To understand the origin behind this effect, the vibronic NEXAFS spectra for excitations from the C 1 s orbital of each non-equivalent C atom to the LUMO $\left(1 \pi^{\star}\right)$ virtual orbital are shown separately in the left panel of Fig. 7.3. Even if the vibronic band-shapes are nearly equivalent for the excitations starting from the C1s orbitals of the ortho and meta atoms, a larger number of intense vibronic transition are present for the spectrum associated to the para $\mathrm{C} 1 \mathrm{~s} \rightarrow$ LUMO excitation. As a consequence, the FC factor associated to the $0-0$ transition is less intense than for the other C1s orbitals, and the vibronic broadening is larger. Since, as already remarked above, the band associated to the para $\mathrm{C} 1 \mathrm{~s} \rightarrow$ LUMO transition lies in the low-energy region of the double peak signal, the relative intensity of the first sub-peak decreases, giving a better match with the experimental results. To conclude, it is worth noting


Figure 7.3: Vibronic NEXAFS spectra for the excitations of C1s core orbitals of pyridine (left panel) and 2-fluoropyridine (right panel). The single contribution of each C 1 s orbital are reported separately. (Figure taken from Ref. 427)
that the active normal modes are associated to in-plane deformations of the ring, since the extrapolated equilibrium geometry of the excited states associated to bright transitions is, in every case, planar, and therefore vibronic transitions involving out-of-plane deformations are inactive by symmetry.
Focusing now on the fluorinated derivatives of pyridine, the C1s NEXAFS vibronic spectrum of 2-fluoropyridine are reported in the right panels of Fig. 7.2, together with the shifted experimental spectrum. In this case, the 27 excited states with the largest value of the oscillator strengths have been included in the simulation. Like for pyridine, the low-energy region of the experimental spectrum is characterized by a double-peak structure, where the first peak is less intense than the second one. As shown in Fig. 7.2, this spectral pattern is well reproduced by including vibronic effects. The contribution of each C1s core orbital to the overall vibronic NEXAFS spectrum are reported separately in the right panel of Fig. 7.3. The carbon directly bonded to the fluorine atom gives a signal at significantly higher energy, due to polarization effects, and has not been included in Fig. 7.3. Comparison of those spectra shows that the vibronic band-shape is similar for three of them, except for the excitation from the C meta atom lying on the same side as the F atom, giving a significantly broader spectrum. Similarly to pyridine, only few vibronic transitions (whose assignment is reported in the spectrum) have a noticeable intensity for the first three C1s orbitals, thus leading to a limited spectral broadening. On the other hand, for the fourth excitation, several overtones and combination bands have non-negligible intensities, and therefore the spectrum is significantly broader. Since the C1s $\rightarrow$ LUMO transition starting from the C meta atom lying on the F side contributes to the lowenergy sub-peak of the double-peak structure present in the experimental spectrum, the inclusion of vibronic effects decreases the relative intensity of this peak. As a result, a better match with the experimental data is reached. To conclude, the NEXAFS vibronic spectrum for 2,6-difluoropyridine simulated at the VG|FC level is reported in the lower panels of Fig. 7.2, where the 34 excited state with the largest oscillator strengths have been included. For this system, the inclusion of vibronic effects does not affect significantly the simulated band-shape. In fact, the shapes of the two most intense peaks of the experimental spectrum (at about 275 and 278 eV ) are nearly unchanged with respect to their VE counterparts, even if the intensity of the first band decreases slightly. A more relevant difference is present in the energy region above 279 eV , where the inclusion of vibronic effects leads to an overall decrease of the intensity for most bands, giving a better matching with the experimental results.

### 7.2 Efficient calculation of XAS spectra: the TOEP2 approach

The analysis reported in the previous chapter is now extended to X-ray photoelectron spectroscopy (XPS). As shown by the examples of the previous section, DFT-based approaches provide an accurate reproduction of relative
transition energies for core-electron excitations. However, large inaccuracies are present in their absolute value, with deviations of up to 10 eV with respect to the experimental data. More importantly, this error is highly dependent on the DFT exchange-correlation functional. In order to get more accurate results, more suitable electronic structure approaches are needed. As already remarked above, Green function (GF)-based techniques will be used here to simulate photoelectron spectra. The most appealing feature of GF-based algorithms is that ionization potentials (IP) are computed as pole of the single-particle GF (also known as propagator), ${ }^{103,415}$ thus without computing explicitly the wavefunction of the cationic state. Since the exact oneparticle GF is not known, it is usually approximated by mean of perturbation theory. Depending on the level of approximation of the propagator, different GF approaches are obtained, which are usually divided in two main classes, diagonal and non-diagonal. ${ }^{103}$ Without going into the details of the theory, which will be discussed below, here it is sufficient for now to mention that diagonal approaches neglect orbital-relaxation effects (i.e. change of the occupied orbitals upon ionization), ${ }^{416,418,428}$ whereas this effects are properly included in non-diagonal approaches, ${ }^{416,419}$ however at the price of an higher computational cost. For valence ionizations, accurate results are obtained already with diagonal approaches in most cases. However, for core ionizations, which are the target of this chapter, orbital relaxation effects are usually large, and non-diagonal approaches are in most cases needed to reproduce reliably experimental data. However, the high computational cost of non-diagonal approaches makes them applicable, in most cases, only to small-size systems. With the aim of targeting larger molecules, of several dozens of atoms, a new GF-based approach is presented here, referred to as second-order transitionoperator electron propagator (TOEP2), ${ }^{104,105}$ which uses orbitals arising from a gran-canonical HF calculation as a reference. As is proven with several test cases, the use of a grand-canonical HF reference provides accurate results even for low-order perturbation theory, thus strongly reducing the computational costs. ${ }^{104,105}$ Here, the reliability of TOEP2 will be checked not only in the reproduction of core ionization energies, but also for full XPS vibronic spectra.

### 7.2.1 Electron propagator methods

Before introducing the TOEP2 theory, it is useful to recall the main theoretical aspects of GF-based approaches. As already remarked above, in those methods, ionization energies are determined as poles of the electron propagator, referred to in the following as $G(E)$, which is usually expressed in a basis of one-particle functions $\phi$. The matrix elements $G(E)_{p q}$ between two basis functions $\phi_{p}$ and $\phi_{q}$ can be expressed as, ${ }^{103}$

$$
\begin{align*}
G_{p q}(E)=\lim _{\eta \rightarrow 0} & {\left[\sum_{r} \frac{\left\langle\Phi_{0}^{N}\right| \hat{a}_{p}^{\dagger}\left|\Phi_{r}^{N-1}\right\rangle\left\langle\Phi_{r}^{N-1}\right| \hat{a}_{q}\left|\Phi_{0}^{N}\right\rangle}{E-E_{0}^{N}+E_{r}^{N-1}-i \eta}\right.} \\
& \left.+\sum_{s} \frac{\left\langle\Phi_{0}^{N}\right| \hat{a}_{q}\left|\Phi_{s}^{N+1}\right\rangle\left\langle\Phi_{s}^{N+1}\right| \hat{a}_{p}^{\dagger}\left|\Phi_{0}^{N}\right\rangle}{E+E_{0}^{N}-E_{s}^{N+1}+i \eta}\right] \tag{7.1}
\end{align*}
$$

where $\Phi_{r}^{N-1}$ and $\Phi_{s}^{N+1}$ are " $N-1$ " and " $N+1$ "-electron states with energy $E_{r}^{N-1}$ and $E_{s}^{N+1}$, respectively. $\left|\Phi_{0}^{N}\right\rangle$ is the exact electronic ground-state wavefunction, and $\eta$ is a positive, infinitesimal quantity, which is used to avoid singularities in the definition of $G(E)$. Finally, $\hat{a}_{p}^{\dagger}$ and $\hat{a}_{q}$ are fermionic secondquantization creation and annihilation operators, respectively. Eq. 7.1 shows that $G(E)$ has poles for $E=E_{0}^{N}-E_{r}^{N-1}+i \eta$ and $E=E_{r}^{N+1}-E_{0}^{N}+i \eta$, i.e. when $E$ approaches the energy of an ionization or of an electron attachment. To compute the poles of $G(E)$, it is useful to express the one-particle Green function in the vector space composed by all the combinations of secondquantization operators changing the number of electrons by $\pm 1$. A consistent definition of the scalar product between two elements $\boldsymbol{a}$ and $\boldsymbol{a}^{\prime}$ of this vector space, and of the action of the Hamiltonian superoperator $\mathcal{H}$ on $a$ is obtained using the following rules: ${ }^{429}$

$$
\begin{align*}
\left(\boldsymbol{a} \mid \boldsymbol{a}^{\prime}\right) & =\left\langle\Phi_{0}^{N}\right|\left[\boldsymbol{a}^{+}, \boldsymbol{a}^{\prime}\right]_{+}\left|\Phi_{0}^{N}\right\rangle  \tag{7.2}\\
\mathcal{H} \boldsymbol{a} & =[\boldsymbol{a}, H]
\end{align*}
$$

where the square brakets represent the commutator, whereas the square brackets with the + subscript represent the anticommutator. From Eq. 7.2, it is possible to express the inverse of the electron-propagator matrix as, ${ }^{103}$

$$
\begin{equation*}
\boldsymbol{G}^{-1}(E)=E \boldsymbol{I}-\boldsymbol{F}-\boldsymbol{\Sigma}(E) \tag{7.3}
\end{equation*}
$$

where $\boldsymbol{F}$ is the matrix representation of the Fock operator. $\boldsymbol{\Sigma}(E)$ is the socalled self-energy matrix, and contains the corrections to $\boldsymbol{G}(E)$ due to correlation effects. When $E$ approaches the energy of a pole, $\operatorname{det}\left(G^{-1}(E)\right)=0$, thus the poles are the eigenvalues of the following generalized one-electron equation,

$$
\begin{equation*}
[\boldsymbol{F}+\boldsymbol{\Sigma}(E)] \boldsymbol{C}^{\mathrm{EP}}=\boldsymbol{C}^{\mathrm{EP}} E \tag{7.4}
\end{equation*}
$$

where $C^{\mathrm{EP}}$ is the transformation matrix from the atomic basis to the so-called Dyson orbitals $\psi_{p}^{\text {Dyson }}$. The Dyson orbitals are, in general, not normalized, and their norm $\pi_{p}$ is defined as the pole strength. As will be discussed in more detail in the following section, the pole strength determines the intensities of peaks in a photoelectron spectrum. The relation between $\pi_{p}$ and $C^{\mathrm{EP}}$ is the following, ${ }^{430}$

$$
\begin{equation*}
\pi_{p}^{-1}=1-\left(\left\{\boldsymbol{C}^{\mathrm{EP}}\right\}^{+} \frac{d \boldsymbol{\Sigma}}{d E} \boldsymbol{C}^{\mathrm{EP}}\right)_{p p} \tag{7.5}
\end{equation*}
$$

Eq. 7.4 must be solved iteratively, since $E$ appears on both sides of the equation. Different expressions for $\boldsymbol{\Sigma}(E)$ are obtained, depending on the perturbation order used to approximate the ground-state wavefunction. Within the diagonal approaches, only the diagonal elements of $\Sigma(E)$ are kept. This approximation simplifies the solution of Eq. 7.4, since the $\boldsymbol{F}+\boldsymbol{\Sigma}(E)$ matrix is diagonal in the canonical molecular orbitals basis, thus the Dyson orbitals are proportional to the canonical ones. The lowest-order non-zero contribution to $\Sigma$ is obtained at the second-order (usually referred to as second-order electron propagator, EP2), and can be expressed as,

$$
\begin{equation*}
\omega_{k}=\epsilon_{k}+\sum_{a} \sum_{i<j} \frac{|\langle k a|| i j\rangle\left.\right|^{2}}{\omega_{k}+\epsilon_{a}-\epsilon_{i}-\epsilon_{j}}+\sum_{i} \sum_{a<b} \frac{|\langle k i \| a b\rangle|^{2}}{\omega_{k}+\epsilon_{i}-\epsilon_{a}-\epsilon_{b}} \tag{7.6}
\end{equation*}
$$

where $\omega_{k}$ is the energy of the pole, $\epsilon_{k}$ are the orbital energies and $\langle i j||k l\rangle$ are two-electron integrals. Furthermore, $i, j, k$ label occupied orbitals and $a, b$ virtual ones. The second term is usually referred to as the two holes-one particle ( $2 \mathrm{~h}-1 \mathrm{p}$ ) term and the third one as two particle-one hole ( $2 \mathrm{p}-1 \mathrm{~h}$ ) term. The arithmetic scaling of Eq. 7.6 is governed by the evaluation of the second term, which scales as $O V^{2}$, where $O$ is the number of occupied orbitals and $V$ is the number of the virtual ones. Beyond its efficiency, the EP2 approach usually underestimates experimental ionization energies. Third-order terms can be included in the so-called third-order electron propagator (EP3) approach, and in this case the experimental results are usually overestimated. ${ }^{430}$ More accurate results are obtained within the so-called outer valence Green function (OVGF) approach, ${ }^{416,428}$ where higher-order terms are included in an approximate way. Even if the diagonal approximation is retained, the main limitation of the OVGF approach is the arithmetic scaling as $O V^{4}$. More efficient approaches, such as the partial third order approximation (P3) ${ }^{417}$ and the renormalized partial third-order approximation ( $\mathrm{P} 3+)^{418}$ have been devised, and will be used in the following.
As already remarked above, diagonal approaches are well-suited if orbital relaxation effects are not relevant, and their accuracy decreases as the differences between canonical and Dyson orbitals increase. To obtain more accurate results, the full self-energy matrix $\Sigma$ is needed to compute the poles from Eq. 7.4, using non-diagonal approaches. Among them, here the nondiagonal, renormalized second-order approach (NR2) ${ }^{419}$ and the third-order algebraic diagrammatic construction $(\operatorname{ADC}(3))^{416}$ will be employed. It is noteworthy that, besides the generation of the full self-energy matrix (which scales as $O^{2} V^{3}$ for NR2 and as $O V^{4}$ for $\left.\operatorname{ADC}(3)\right)$, the computational cost of non-diagonal approaches increases also because of the diagonalization step. The range of applicability of non-diagonal approaches is strongly limited by their computational costs, and therefore, to tackle also larger-size systems, more efficient approaches must be developed. The main limitation of the standard propagator approaches presented above in describing ionizations accompanied by significant relaxation effects is the large difference between
the canonical HF and the Dyson orbitals. For this reason high-order approximations of the propagator must be used to obtain reliable results. ${ }^{431}$ To get results of the same quality using lower-order approximations of the one-body Green function, a different set of reference orbitals must be used.
In this respect, molecular orbitals obtained by solving grand-canonical HF equations, ${ }^{432,433}$ where fractional occupation numbers are used, are particularly appealing for the simulation of ionization processes. In grand-canonical Hartree-Fock theory, the one-particle density operator $\rho$ is defined as, ${ }^{434}$

$$
\begin{equation*}
\boldsymbol{\rho}=\prod_{i}\left[1-\left\langle\boldsymbol{n}_{i}\right\rangle+\boldsymbol{n}_{i}\left(2\left\langle\boldsymbol{n}_{i}\right\rangle-1\right)\right] \tag{7.7}
\end{equation*}
$$

where $\boldsymbol{n}_{i}$ is the occupation number operator for the $i$-th orbital. Even if the occupation numbers are usually determined under equilibrium conditions by statistical thermodynamics, Eq. 7.7 is valid also for general ensembles, which do not necessarily correspond to any equilibrium distribution. Therefore, the population can be tuned to obtain grand-canonical orbitals, which are closer to those of the ionic state, to obtain a better reference for a perturbative expansion of the propagator. Once the distribution $n_{i}$ is set, the elements of the Fock matrix $\boldsymbol{F}$ and the density matrix $\boldsymbol{P}$ in the atomic basis are given by, ${ }^{105,435}$

$$
\begin{align*}
P_{\mu v} & =\sum_{i=1}^{N_{\text {occ }}} n_{i} C_{\mu i} C_{v i}  \tag{7.8}\\
F_{\mu v} & =h_{\mu v}+\sum_{i=1}^{N_{\text {occ }}}\langle\mu i||v i\rangle n_{i} \tag{7.9}
\end{align*}
$$

where $\mu$ and $\nu$ label two atomic basis functions, while the sum over $i$ includes the $N_{\text {occ }}$ occupied spin-orbitals. $C$ is the matrix with the coefficients of the molecular orbitals in terms of the basis set and $n$ is the vector of the occupation numbers. In the following, the transition operator (TO) approach, which is the counterpart of the TS-DFT approach for the HF theory, will be employed. As for TS-DFT, also in TO calculations the occupation numbers are 1 for all the occupied orbitals, with the exception of one orbitals, usually the one involved in the ionization, for which it is set to 0.5 . By lowering the occupation number of the orbital involved in the transition, the resulting orbitals are better-suited to perform propagator calculations. ${ }^{104,105}$
The orbital energies obtained from a TO computation provide already a qualitative estimate of the ionization energies, which are significantly more reliable than the ones obtained by direct application of the Koopmans' theorem level. ${ }^{436}$ However, it has been proven that, in most cases, the accuracy of those results is comparable to that of standard, non-diagonal approaches, which is still not satisfactory (with errors above 1 eV ) for core ionizations. ${ }^{104,105}$ To further improve the accuracy of the results, perturbative corrections to the one-particle Green function must be computed based on the spin-orbitals of the TO-SCF calculation. This is done, in practice, by replacing the pure reference state, $\left|\Psi_{0}^{N}\right\rangle$, of Eq. 7.1 with a reference ensemble
defined by $\left|\Phi^{\mathrm{GC}}\right\rangle$ defined as,

$$
\begin{equation*}
\left|\Phi^{\mathrm{GC}}\right\rangle=\frac{\left(\left|\Phi_{0}^{N}\right\rangle+\left|\Phi_{f}^{N-1}\right\rangle\right)}{\sqrt{2}} \tag{7.10}
\end{equation*}
$$

where $\left|\Phi_{f}^{N-1}\right\rangle$ is a core-ionized state. Starting from $\left|\Phi^{\mathrm{GC}}\right\rangle$, low-order, selfenergy improvements to TO orbital energies can be obtained, in a way similar to standard, GF-based theories ${ }^{104,420,421}$ by employing grand-canonical density operators and generalizing the usual self-energy formulas through the introduction of spin-orbital occupation numbers. ${ }^{437,438}$ In this manner, the electron propagator may adapted to the calculation of the IE of a specific orbital in which strong orbital relaxation are relevant, but avoiding the evaluation of otherwise necessary self-energy corrections of high-order. As for standard, canonical orbitals, the first non-zero contribution for grandcanonical orbitals still arises from the second-order term. The expression for the pole energy $\omega_{k}$ using the diagonal, second-order correction for general occupation numbers $n_{r}$, is the following: ${ }^{104,420,421}$

$$
\begin{equation*}
\omega_{k}=\epsilon_{k}+\sum_{r, s<t} \frac{|\langle k r \| s t\rangle|^{2}}{\omega_{k}+\epsilon_{r}-\epsilon_{s}-\epsilon_{t}} \cdot\left[n_{r}\left(1-n_{s}-n_{t}\right)+n_{s} n_{t}\right] \tag{7.11}
\end{equation*}
$$

where $\epsilon_{n}$ are the grand-canonical orbital energies. The sum over $r, s, t$ includes both the (possibly fractionally) occupied and the virtual orbitals. If standard HF orbitals are employed, and therefore the occupation number is 1 for the occupied orbitals and 0 for the virtual ones, the only non-null terms are obtained for $n_{r}=0, n_{s}=n_{t}=1$ and $n_{r}=1, n_{s}=n_{t}=0$, which corresponds to the standard second-order, diagonal approximation of the propagator given in Eq. 7.6. On the other hand, if the TO method is used, and therefore, besides the occupied and virtual orbitals, an orbital $k$ has a fractional occupation number $n_{k}$, Eq. 7.11 can be expressed as,

$$
\begin{align*}
\omega_{k}= & \epsilon_{k}+\sum_{a} \sum_{i<j} \frac{|\langle k a|| i j\rangle\left.\right|^{2}}{\omega_{k}+\epsilon_{a}-\epsilon_{i}-\epsilon_{j}} n_{i} n_{j}+\sum_{i} \sum_{a<b} \frac{|\langle k i|| a b\rangle\left.\right|^{2}}{\omega_{k}+\epsilon_{i}-\epsilon_{a}-\epsilon_{b}}  \tag{7.12}\\
& +\sum_{i} \sum_{a} \frac{|\langle k i|| k a\rangle\left.\right|^{2}}{\omega_{k}+\epsilon_{i}-\epsilon_{a}-\epsilon_{k}}\left(1-n_{k}\right)
\end{align*}
$$

In this case, the sum over $i$ and $j$ includes also the fractionally-occupied orbital $k$. Eq. 7.12 differs from the standard expression of the EP2 propagator given in Eq. 7.6 in two respects. First of all, the terms in the sum of the $2 \mathrm{~h}-1 \mathrm{p}$ term are scaled by the occupation numbers. Furthermore, a third, additional term is present, involving the bielectronic integrals $\langle k i||k a\rangle$. As for all the diagonal approaches, the pole $\omega_{k}$ appears on both sides of Eq. 7.12, which therefore must be solved iteratively by taking as a first guess for $\omega_{k}$ the orbital energy obtained from the TO calculation.

In practice, SCF calculations with fractional occupation numbers raise additional issues with respect to the standard case. Indeed, during the SCF procedure, the energy order of the orbitals may change, and when such change occurs, the components of the vector $\boldsymbol{n}$ must be permuted in a consistent way. This can be done using the maximum-overlap criterion (MOM). ${ }^{104,232,422}$ Let $\boldsymbol{C}^{(m)}$ and $\boldsymbol{C}^{(m+1)}$ be the matrix coefficient of the molecular orbitals in terms of the basis set for two successive SCF cycles ( $m$-th and " $m+1$ "-th). An overlap matrix $\boldsymbol{O}$ can be built as follows:

$$
\begin{equation*}
\boldsymbol{O}=\left\{\boldsymbol{C}^{(m+1)}\right\}^{T} \boldsymbol{S} \boldsymbol{C}^{(m)} \tag{7.13}
\end{equation*}
$$

where $S$ is the overlap matrix of the atomic basis functions. For each occupied orbital $k$ of the $m$-th SCF cycle, the $k$-th row of the $\boldsymbol{O}$ matrix $\left(\boldsymbol{O}_{k}\right)$ is considered and the squared elements of its components are computed. The maximum of those values determines the index $h$ of molecular orbital of the " $m+1$ "-th cycle most similar to the $k$-th one of the $m$-th cycle. Thus, the occupation number vector at the $m+1$-th cycle $\left(\boldsymbol{n}^{(m+1)}\right)$ is built from the previous one ( $\boldsymbol{n}^{(m)}$ ) setting $n_{h}^{(m+1)}=n_{k}^{(m)}$. Even if for valence ionization of small- and medium-size systems the order of the molecular orbitals remains usually unchanged during the SCF cycles, this is not the case for core ionizations. The energy difference between the core orbitals centered on atoms of the same type is usually small, and therefore changes in the orbital order are frequent.

### 7.2.2 Simulation of vibrationally-resolved XPS spectra

To use, in practice, the approaches described above to simulate vibrationallyresolved XPS spectra, the theoretical framework presented in Chapter 4 must be generalized to support also photoelectron spectroscopy. In this case, the electronic states involved in the transition are the ground electronic state of the neutral molecule and a cationic state. For the sake of coherence with the notation employed in Chapter 4, the former will be labeled with a single overbar, and the latter with a double overbar. The only quantity which must be changed with respect to the sum-over-states expression given in Eq. 4.56 to simulate photoelectron spectra is the electronic coupling, which is given by the transition dipole moment for standard, OPA spectroscopy, but has a different expression for photoelectron spectroscopy. The electronic wavefunction of the cationic state can be approximated as $\overline{\bar{\Psi}}=\overline{\bar{\Psi}}^{N_{\text {ele }}-1} \otimes \overline{\bar{\Psi}}_{c}$, where $\overline{\bar{\Psi}} N_{\text {ele }}-1$ is the electronic wavefunction of the $N_{\text {ele }}-1$ electrons of the cation, whereas $\overline{\bar{\Psi}}_{c}$ is the unbound wavefunction of the electron, which has been ionized. As discussed in Refs. 102 and 439, this factorization can be used to express the electronic coupling as follows:

$$
\begin{equation*}
k_{i}^{e}=K \cdot\left\langle\bar{\psi}_{i}^{\text {Dyson }}\right| \boldsymbol{\mu}\left|\bar{\Psi}_{c}\right\rangle \tag{7.14}
\end{equation*}
$$

where $i$ labels the orbital, from which the electron is ionized, and $\left|\bar{\psi}_{i}^{\text {Dyson }}\right\rangle$ is the Dyson orbital associated to this ionization. As already recalled above, $\left|\bar{\psi}_{i}^{\text {Dyson }}\right\rangle$ is not normalized, and its squared norm $P_{i}^{2}$ is given by the squared
value of the pole strength $\pi_{i}$. Thus, $\left|\bar{\psi}_{i}^{\text {Dyson }}\right\rangle$ can be expressed as $P_{i} \cdot\left|\bar{\phi}_{i}^{\prime}\right\rangle$, where $P_{i}=\sqrt{\pi_{i}}$ and $\left|\bar{\phi}_{i}^{\prime}\right\rangle$ is the normalized Dyson orbital. In principle, both $\left\langle\bar{\phi}_{i}^{\prime}\right| \boldsymbol{\mu}\left|\bar{\Psi}_{c}\right\rangle$ and $P_{i}$ change with the nuclear coordinates. The nuclear dependence of the first term is usually neglected and the electric transition dipole moment is assumed to be the same for all transitions. ${ }^{103}$ Under these approximations, the sum-over-states expression given in Eq. 4.56 can be generalized to photoelectron spectroscopy as,

$$
\begin{equation*}
\sigma(\omega)=\alpha \omega \sum_{i, f} \rho_{i}\left\{P_{i}^{\mathrm{eq}}\right\}^{2}\left|\left\langle\bar{\psi}_{i} \mid \overline{\bar{\psi}}_{f}\right\rangle\right|^{2} \delta\left(E_{\mathrm{ad}}+\check{\overline{\bar{E}}}_{f}-\breve{\bar{E}}_{i}-\omega_{0}\right) \tag{7.15}
\end{equation*}
$$

where $\sigma$ is the photoionization cross section and $\alpha$ is a fixed proportionality constant. In the following, all the theoretical spectra will be reported using relative unities, and therefore $\alpha$ will be set to match the experimental results. It should be noted that considering the pole strength as a constant is equivalent to a zeroth-order Taylor expansion with respect to the nuclear coordinates, which is equivalent to the FC approximation of the transition dipole moment. In order to check the reliability of this approximation, also first order terms can be included in the treatment, following the same strategy used to support HT effects. ${ }^{280}$

### 7.2.3 TOEP2: selected applications



Figure 7.4: Graphical representation of the equilibrium geometry of ethanol for the two stable conformers in the $S_{0}$ state, computed at the B3LYP/SNSD level. The structure reported on the left will be labelled as (a), the one reported on the right one will be labelled as (b).

The first case used to test the reliability of TOEP2 is ethanol (EtOH), for which the XPS spectrum in the energy range between 290 and 295 eV will be simulated. The experimental, high-resolution XPS spectrum of EtOH has been recently recorded using synchrotron light, ${ }^{440,441}$ and is characterized by the presence of two main bands, associated to the ionization of the electrons of the two C1s core orbitals. The broadening of the two bands is not equivalent, and several vibronic transitions can be singled out in the experimental spectrum. For this reason, ethanol is a suitable test-case to check the reliability of the approaches described above in the simulation of XPS spectra. Furthermore, thanks to its rather small size, both diagonal and non-diagonal approaches can be employed to compute IEs, gradients and pole strengths
(i.e. the quantities needed to simulate the vibronic XPS spectrum) with a limited computational cost.

|  |  | $C_{\alpha}$ | $\mathrm{C}_{\beta}$ | $\Delta\left(\mathrm{C}_{\alpha}-\mathrm{C}_{\beta}\right)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OVGF | cc-pVTZ | 294.67 | 293.04 | 1.63 |  |  |  |  |
|  | aug-cc-pVTZ | 294.76 | 293.11 | 1.65 |  |  |  |  |
| P3 | cc-pVTZ | 293.98 | 292.19 | 1.69 |  |  |  |  |
|  | aug-cc-pVTZ | 294.08 | 292.38 | 1.70 |  |  |  |  |
| NR2 | cc-pVTZ | 293.40 | 291.76 | 1.64 |  |  |  |  |
|  | aug-cc-pVTZ | 293.42 | 291.79 | 1.66 |  |  |  |  |
| ADC(3) | cc-pVTZ | 294.71 | 293.16 | 1.55 |  |  |  |  |
|  | aug-cc-pVTZ | 294.80 | 293.22 | 1.58 |  |  |  |  |
|  | cc-pVTZ | 292.68 | 291.03 | 1.65 |  |  |  |  |
| TOEP2 | aug-cc-pVTZ | 292.70 | 291.04 | 1.66 |  |  |  |  |
|  | EPR-IIId | 292.61 | 290.06 | 1.65 |  |  |  |  |
| Exp. ${ }^{440}$ |  |  |  |  |  | 292.01 | 290.04 | 1.70 |

Table 7.1: Vertical ionization energies (in eV ) for the C1s orbitals of ethanol computed using different combinations of propagator methods and basis sets.

In Tab. 7.1, the ionization potentials for the C1s core orbitals of ethanol, computed using different combinations of propagator approaches and basis sets, are reported. Two non-equivalent equilibrium structures (referred to as (a) and (b) in the following) are present in the ground state, whose structures are reported in Fig. 7.4. The main difference between the two structures is the position of the H atom bonded to the O atom, which is closer to the methyl group in the (b) conformer than in the (a) one. Since the energy separation between the two minima is comparable to the vibrational energies, ${ }^{440}$ the IEs have been computed for each conformer. As already mentioned in the theoretical section, relaxation effects may be relevant for core ionizations and, for this reason, the diagonal approximation of the one-electron Green function is usually insufficient, and non-diagonal approaches are needed to simulate reliably the IEs. This is confirmed by the results reported in Tab. 7.1, since both diagonal methods OVGF and P3 overestimate the IEs of both C1s orbitals by $1.5-2 \mathrm{eV}$ on average, independently on the basis set. The accuracy increases significantly when employing the TOEP2 approach, as shown in the last three rows of Tab. 7.1, with the difference between the theoretical results and the experimental data decreasing below 0.7 eV for both C 1 s orbitals. It is worth noting that the relative value of the ionization potentials for the two C 1s orbitals, which was already satisfactory for OVGF and P3, remains accurate at the TOEP2 level. In order to further check the reliability of the TOEP2 results, the ionization potentials have been computed also with the EPR-IIId basis set already used to compute vibrationally-resolved NEXAFS spectra in the previous section. With this basis set, the difference between theoretical
and computed ionization potentials decreases further by 0.1 eV , whereas the difference between the two ionization potentials is nearly unchanged. Ionization energies have been computed also with the non-diagonal approaches NR2 and $\operatorname{ADC}(3)$, and their results are reported in Tab. 7.1 too. By employing the NR2 approach, the difference with the experimental data decreases with respect to the OVGF and P3 results, but the discrepancy is still above 1 eV , therefore larger than for TOEP2. With the more refined ADC(3) approach, the agreement between the theoretical and the experimental data worsens, becoming even poorer than the one obtained using the diagonal approaches described above. This is probably due to an incomplete description of the orbital relaxation effects even if non-diagonal, third-order terms are included at the $\operatorname{ADC}(3)$ level, and higher order terms should be included to obtain more reliable results. Therefore, for this test case, the TOEP2 approach is the most reliable propagator method in the reproduction of both the absolute and the relative value of the ionization energies for the C 1 s core orbitals.


Figure 7.5: XPS spectrum for the ionization of the $\mathrm{C}_{\alpha} 1$ s electron of ethanol computed at the VG|FC level using different diagonal propagator methods (TOEP2 in red, OVGF in green, P3 in blue) using Gaussian functions with HWHMs of 0.01 eV (solid lines) and 0.075 eV (dashed lines) to simulate the broadening effects.

In order to simulate the XPS spectrum of ethanol at the VG level, the different propagator methods have been employed to compute the gradient of the PES of the cationic state at the equilibrium geometry of the neutral one, using in all cases the cc-pVTZ basis set. As a first step, the XPS spectrum for the ionization of the $\mathrm{C}_{\alpha}$ (i.e. the C atom directly bonded to the O atom) 1 s orbital has been computed. For the sake of simplicity, all computations have been performed for the (a) conformer, since, as will be discussed in the following, the results for the (b) conformer are equivalent. The results obtained using the diagonal approaches are reported in Fig. 7.5, whereas the ones obtained with
the non-diagonal ones are given in Fig. 7.6. To facilitate the comparison of the bandshapes, all the spectra have been shifted to match the 0-0 transition with the one computed at the TOEP2 level. The comparison of the theoretical spectra obtained with Gaussian broadening functions with smaller HWHMs $(0.01 \mathrm{eV})$ shows that, even if the overall bandshape is reproduced consistently by the three diagonal approaches, slight differences are present regarding the intensity of the bands in the higher-energy region of the spectrum. In more detail, the computed intensity of those bands is lower at the TOEP2 level than at the OVGF (or P3) one. This difference is still detectable with larger HWHHs ( 0.075 eV ). The comparison of the spectra with the experimental results shows that the bandshape is reproduced more accurately if the TOEP2 and OVGF approaches are used, whereas the accuracy decreases for P3. The same spectrum has been simulated also using the non-diagonal approaches NR2 and $\operatorname{ADC}(3)$, and the results are reported in Fig. 7.6, together with the TOEP2 spectrum. In this case as well, the spectra have been shifted to match the energy of the 0-0 transition to the one computed at the TOEP2 level. It is noteworthy that the NR2 and $\operatorname{ADC}(3)$ spectra are nearly superimposable, even if, as for P3, the intensity of the bands in the higher-energy region of the spectrum is overestimated with respect to experiment. Therefore, in this case the TOEP2 approach is the most reliable also in the reproduction of the bandshape of the XPS spectrum.


Figure 7.6: XPS spectrum for the ionization of the $\mathrm{C}_{\alpha} 1$ s electron of ethanol computed at the VG|FC level using different non-diagonal propagator methods (NR2 in gray, $\mathrm{ADC}(3)$ in orange) and the TOEP2 approach (in red). Gaussian functions with HWHMs of 0.01 eV (solid lines) and 0.075 eV (dashed lines) have been used to simulate the broadening effects.

Based on the previous results, TOEP2 has thus been employed to simulate the full XPS spectrum. In order to get a reliable reproduction of the experimental data, the ionization of the 1 s orbital has been computed for the $\mathrm{C}_{\alpha}$ and $\mathrm{C}_{\beta}$
atoms in both conformers. The electronic energy difference between the two conformers, computed at the B3LYP/SNSD level is 7.704 meV , which corresponds to an abundance of $57 \%$ of (a) and $43 \%$ of (b) at room temperature. Those values have been used to weight the spectra of the two conformers and to obtain the overall spectrum.


Figure 7.7: Comparison of the theoretical XPS spectrum for the ionization of the C1s core electrons of ethanol, computed at the VG|FC level (solid, gray line) with the experimental one (solid, black line, taken from Ref. 440). The latter has been shifted by 0.5 eV to facilitate the comparison of the bandshapes. Gaussian functions with HWHMs of 0.075 eV have been used to simulate broadening effects. The spectra for the individual contributions for the ionization of the (a) (solid red line for the $\mathrm{C}_{\alpha} 1 \mathrm{~s}$ orbital, solid light blue line for the $\mathrm{C}_{\beta} 1 \mathrm{~s}$ orbital) and the (b) conformer (solid orange line for the $\mathrm{C}_{\alpha} 1$ s orbital, solid blue line for the $\mathrm{C}_{\beta} 1 \mathrm{~s}$ orbital) are reported.

The comparison between the spectrum computed at the TOEP2/cc-pVTZ level within the VG|FC model, and the experimental results, reported in Fig. 7.7, shows that, even if the computed spectrum is shifted by approximately 0.5 eV with respect to the experimental one, the relative position of the bands, as well as their shape, is reproduced accurately. In order to highlight the relevance of vibrational effects, the VG spectrum is compared to the vertical energy (VE) one, where vibrational effects are neglected, in Fig. 7.8. This comparison shows that the relative intensity of the bands associated to the ionization of the core orbitals of the $\mathrm{C}_{\alpha}$ and $\mathrm{C}_{\beta}$ atoms is poorly reproduced at the VE level. This is due to the fact that the impact of molecular vibrations is different for the two bands, the broadening being more significant for the $\mathrm{C}_{\beta}$ atom than for the $\mathrm{C}_{\alpha}$ one.
This effect can be detected also in Fig. 7.7, where the contribution of each $C$ atom and of each conformer is reported. In fact, it is evident that, for both conformers, more extended progressions are detected for the ionization of


Figure 7.8: Comparison of the theoretical XPS spectrum for the ionization of the C 1 s core electrons of ethanol, computed at the VG|FC (solid, red line) and VE (solid, blue line) with the experimental one (solid, black line, taken from Ref. 440). The latter has been shifted by 0.5 eV to facilitate the comparison of the bandshapes. Gaussian functions with HWHMs of 0.075 eV for the VG spectrum, and with an HWHM of 0.25 eV for the VE spectrum, have been used to simulate broadening effects.
the 1 s orbital of $\mathrm{C}_{\beta}$ than the one of $\mathrm{C}_{\alpha}$, and therefore the intensity maximum decreases. It should also be noted that, for the ionization of the $\mathrm{C}_{\alpha}$ 1 s orbital, the spectra obtained for the (a) and (b) conformers are nearly superimposable. On the other hand, both positions and shapes of the bands associated to the ionization of the $C_{\beta} 1 \mathrm{~s}$ orbital are different. Those results are in agreement with the analysis given in Ref. 441, where the difference in the ionization energies of the $C_{\beta} 1$ s orbitals was ascribed to a different interaction, in the cationic state, between the positive hole in the $\mathrm{C}_{\beta}$ atom and the hydroxyl group. To further highlight the different impact of vibrational effects in the two bands of the XPS spectrum, a graphical representation of the shift vector $\boldsymbol{K}$ for the ionization of the two $C$ 1s core orbitals for the (a) conformer is reported in Fig. 7.9 (the results for the (b) conformer have not been included for the sake of simplicity, as they are nearly equivalent to the ones obtained for the first conformer). For the ionization of the $\mathrm{C}_{\beta}$ core orbital, the largest component of $\boldsymbol{K}$ is the one associated to the torsion along the $\mathrm{H}-\mathrm{O}-\mathrm{C}_{\alpha}-\mathrm{C}_{\beta}$ dihedral angle (mode 3 in Fig. $7.9, \mathrm{~K}_{3} \approx 34 \mathrm{~m}_{e}^{1 / 2}$ - Bohr), while the others are at least three times smaller. On the other hand, for the ionization of the $\mathrm{C}_{\alpha} 1 \mathrm{~s}$ orbital, the magnitude of the shift vector decreases significantly for all components, especially for the torsional mode, where in this case $\mathrm{K}_{3} \approx 5.5 \mathrm{~m}_{e}^{1 / 2}$. Bohr. Since, within the VG|FC model, the intensity of the progressions increases with the magnitude of the shift vector, ${ }^{97,372}$ the broadening is larger for the $\mathrm{C}_{\beta}$ atom due to the larger shift of
the torsional motion. This result is coherent with the analysis reported elsewhere, ${ }^{440}$ where the difference between the two spectra is ascribed to the different contributions of the torsional mode. However, it should be noted that, in the previous study, ${ }^{441}$ the AH|FC model was employed, and therefore harmonic frequencies of the core-ionized state at its equilibrium geometry were explicitly computed. However, the core-ionization of the $\mathrm{C}_{\beta}$ orbital causes a large-amplitude distortion along the $\mathrm{H}-\mathrm{O}-\mathrm{C}_{\alpha}-\mathrm{C}_{\beta}$ dihedral angle. As already discussed in the previous section, large-amplitude distortions are poorly described by adiabatic models in Cartesian coordinates, and therefore, in Ref. 441 a monodimensional, anharmonic model was used to improve the description of the torsional mode. Here the simpler VG|FC model, which is better-suited to treat large-amplitude motions has been employed since, as discussed in Chapter 4, for vertical models Cartesian and internal coordinates give equivalent results. Furthermore, the computational cost of a VG simulation is significantly smaller than that of an AH simulation, since the core-ionized state is not optimized, and the calculation of the frequencies of the cationic state is avoided. ${ }^{442}$


Figure 7.9: Graphical representation of the shift vector $\mathbf{K}$ associated to the ionization of the $\mathrm{C}_{\alpha}$ (left panel) and the $\mathrm{C}_{\beta}$ (right panel) 1s core orbitals of ethanol, computed at the VG|FC level. Positive values are represented with blue bars, negative values are represented with red bars. The components of $\boldsymbol{K}$ are reported in $\mathrm{m}_{e}^{1 / 2}$. Bohr.

As a final check of the reliability of our computational setup, the XPS spectrum has been simulated also for chloroethane. Like ethanol, an experimental spectrum of chloroethane recorded with high-resolution, in which single vibronic bands are detected is available in the literature. ${ }^{440}$ However, unlike ethanol, in this case the vibronic broadening of the bands associated to the ionization of the two C 1s orbitals is nearly equivalent. Thus, the TOEP2 approach can be used to check if this trend is caused by a different vibronic broadening. The comparison of the theoretical and experimental results is reported in Fig. 7.10, where electronic structure calculations were performed
at the TOEP2/cc-pVTZ level, and vibronic calculations at the VG|FC level. Also in this case, the overall bandshape is reproduced accurately, both for the band associated to the ionization of the $\mathrm{C}_{\alpha} 1$ s orbital, with an intense peak at about 292 eV and a second shoulder at 292.4 eV , and for the $\mathrm{C}_{\beta}$ peak, which is less broadened. With respect to ethanol, in this case the shape of the bands is similar for the ionization of the two C 1 s orbitals, and in both cases the broadening is less pronounced compared to the one of the $\mathrm{C}_{\alpha}$ ionization of ethanol. In fact, the torsional degree of freedom associated to the $\mathrm{H}-\mathrm{O}-\mathrm{C}_{\alpha}-\mathrm{C}_{\beta}$ dihedral angle, which was the main origin of the broadening in the previous case, is not present for chloroethane, and this reduces the overall broadening of the spectrum.


Figure 7.10: Comparison of the theoretical XPS spectrum for the ionization of the C 1s core electrons of chloroethane, computed at the TOEP2 VG|FC level with the experimental results (solid, black line, taken from Ref. 440). Gaussian functions with an HWHM of 0.075 eV have been used to simulate broadening effects. The experimental spectrum has been shfited by 0.5 eV to facilitate the comparison with the computed spectra.

To support this analysis, a graphical representation of the shift vector for the two ionizations is reported in Fig. 7.11. As expected and at variance with ethanol, the order of magnitude of the components of $\boldsymbol{K}$ for the two ionizations is similar (let us recall that, for the VG model, the spectrum depends only on the squared values of the components of $\boldsymbol{K}$, and therefore their sign is not relevant). As a consequence, the bandshape is similar as well.
Also in this case, the most important source of inaccuracy in the reproduction of the experimental data lies in the computation of the IEs, the one for the $\mathrm{C}_{\alpha} 1 \mathrm{~s}$ orbital being overestimated by 0.5 eV and that of the $\mathrm{C}_{\beta}$ orbital by 0.9 eV . Contrary to ethanol, the difference between the theoretical and experimental ionization energy changes for the two core orbitals, and therefore,



Figure 7.11: Graphical representation of the shift vector $\boldsymbol{K}$ associated to the ionization of the $\mathrm{C}_{\alpha}$ (left panel) and the $\mathrm{C}_{\beta}$ (right panel) 1s core orbitals of chloroethane, computed at the VG|FC level. Positive shifts are represented with blue bars, negative values are represented with red bars. The components of $\mathbf{K}$ are reported in aum ${ }^{1 / 2}$. Bohr.
even if a constant shift is applied to the experimental spectrum, the theoretical and experimental spectra do not overlap. However, as shown in Tab. 7.2, where the IEs obtained using higher-order propagator methods are reported, the accuracy of the theoretical results is not recovered using more accurate propagator approaches. Using the larger EPR-IIId basis set, the computed and experimental splittings between the two $C 1$ s ionization energy are in better agreement, with a difference below 0.1 eV . In this case too, TOEP2 is the approach providing the best theoretical estimate of the IEs.

|  |  | $C_{\alpha}$ | $C_{\beta}$ | $\Delta\left(\mathrm{C}_{\alpha}-\mathrm{C}_{\beta}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| OVGF | cc-pVTZ | 295.44 | 293.60 | 1.88 |
|  | aug-cc-pVTZ | 295.10 | 293.64 | 1.46 |
| P3 | cc-pVTZ | 294.48 | 292.80 | 1.54 |
|  | aug-cc-pVTZ | 294.22 | 292.80 | 1.42 |
| NR2 | cc-pVTZ | 293.81 | 292.37 | 1.44 |
|  | aug-cc-pVTZ | 293.69 | 292.24 | 1.45 |
| ADC(3) | cc-pVTZ | 295.16 | 293.75 | 1.41 |
|  | aug-cc-pVTZ | 296.07 | 292.95 | 3.12 |
|  | cc-pVTZ | 292.85 | 291.57 | 1.28 |
| TOEP2 | aug-cc-pVTZ | 292.83 | 291.56 | 1.29 |
|  | EPR-IIId | 292.61 | 291.43 | 1.18 |
| Exp. ${ }^{440}$ | 292.10 | 290.00 | 1.10 |  |

Table 7.2: Vertical ionization energies (in eV ) for the C 1 s orbitals of chloroethane computed using different combinations of propagator methods and basis sets.

## Chapter 8

## Conclusions and perspectives

The main objective of this PhD project has been the development of theoretical methods for the simulation of vibrational and vibrationally-resolved electronic spectra, with the aim of targeting large-sized, possibly flexible systems of several dozens of atoms in a cost-effective way. In general terms, the simulation of molecular vibrations relies on two steps. The first one concerns the calculation of the potential energy surface (PES) through electronic structure calculations (ESCs), which defines the potential entering in the vibrational Schrödinger equation. Solving the latter determines the molecular motion. The second issue is related to the solution of the vibrational Schrödinger equation itself, whose complexity strongly depends on the level of approximation of the PES.
The simplest models for molecular vibrations are based on the harmonic approximation, which is particularly appealing since it leads to an analytic solution of the vibrational Schrödinger equation. Going back to the two points mentioned above, this means that the calculation of vibrational energies is possible directly from the output of ESCs, and does not require the development of any specific algorithm for the solution of the Schrödinger equation. Vibrational energies determine the band positions in molecular spectra, but are not sufficient to simulate full spectra, since also transition properties, which are directly related to the band intensities, are required. The complexity associated to the evaluation of these transition moments at the harmonic level is significantly different for vibrational and vibronic spectroscopies. In fact, even if for both spectroscopies, transition properties can be computed analytically, in the first case only a finite number of transitions have nonnull intensity, whereas in vibronic spectroscopy a virtually infinite number of transitions can in principle be active. This makes the simulation of the latter much less trivial. One of the main objectives of the present thesis has been the development of theoretical approaches for the simulation of vibronic spectra at the harmonic level for large-size and potentially flexible systems at an affordable computational cost. This framework combines two components for targeting large systems, i.e. a time-dependent (TD) algorithm and a description of molecular properties in terms of curvilinear internal coordinates. Within TD algorithms, vibronic spectra are computed as the Fourier transform of an appropriate autocorrelation function, thus avoiding the need of evaluating explicitly the contribution of each vibronic transition, as in the parallel, time-independent (TI) approaches. ${ }^{268,285}$ Within this thesis, the transition dipole moment autocorrelation function is computed analytically,
within the Feynmann path integral theory. ${ }^{91}$ An additional, major advantage of TD algorithms over the TI ones is the possibility of including temperature effects effectively, without a significant increase of the computational cost. This second aspect makes TD particularly appealing when studying flexible systems, usually displaying a large number of low-frequency modes, which are significantly populated already at room temperature. At variance with most TD-based approaches recently proposed in the literature, ${ }^{97,98,443}$ which are based on simplified vibronic models, the theory has been kept here as general as possible, supporting different representations of the PES of the excited states involved in the transition, as well as different levels of approximation for the property surface (PS). Clearly, the harmonic approximation limits the application of this TD framework to semi-rigid systems, displaying limited structural deformations upon electronic excitation. The extension to more flexible systems would require, in principle, the inclusion of anharmonic effects, but a cost-effective alternative is offered by the generalization of the framework to curvilinear, internal coordinates, still at the harmonic level. As already discussed in the literature, ${ }^{86,200}$ a careful choice of internal coordinates allows to strongly reduce mode-couplings, and this results in an improvement of the accuracy in simulations, especially for flexible systems. Like TD, the internal coordinates framework has been kept as general as possible, therefore supporting the same vibronic models as in Cartesian coordinates. It is worth noting that the definition of a general, black-box internal coordinates-framework is not a trivial task. In fact, unlike for Cartesian coordinates, the definition of a non-redundant set of internal coordinates for a given molecular structure is not unique, and this definition has a strong impact on the reliability of the simulations. Within this thesis, various algorithms already applied to geometry optimizations ${ }^{120,127,129,131,135}$ have been tested. Based on the results of our simulations, the so-called delocalized internal coordinates (DICs) ${ }^{120}$ prove to be the most reliable for spectroscopic simulations, in particular if compared to the widely used Z-matrix internal coordinates, ${ }^{135}$ especially when dealing with complex molecular topologies. The use of internal coordinates allows to concentrate anharmonic effects over a limited number of degrees of freedom, which improves the reliability of harmonic simulations for flexible systems or systems having LAMs. However, in order to get a correct description of this class of molecules, the inclusion of anharmonic effects is mandatory. This usually leads to a steep increase in the computational cost, both in the generation of the PES and in the solution of the vibrational Schrödinger equation. Thus, the development of efficient anharmonic algorithms is critical to target also large-size systems. In this thesis, two different methods for the simulation of vibrational spectra at the anharmonic level have been presented. The first one is designed to target systems, where anharmonic effects are relevant mostly for a single degree of freedom, whereas they are negligible for the other modes. Within this model, the highly anharmonic degree of freedom, usually corresponding to a large-amplitude mode (LAM), is treated with a fully-numerical variational approach, in which the PES is computed explicitly along the LAM,
and vibrational levels are obtained by applying the discrete variable representation (DVR) theory. ${ }^{192}$ They correspond to the "exact" vibrational levels, since no approximations are made both for the PES and in the solution of the Schrödinger equation. The coupling of the LAM with the other modes, treated as harmonic, is then recovered within the so-called internal coordinates (ICPH) ${ }^{76}$ and reaction path (RPH) Hamiltonian ${ }^{77}$ models. With respect to most existing formulations of ICPH and RPH, the theory presented in this thesis has been generalized to support internal coordinates, ${ }^{114,179}$ based on the framework already defined for harmonic vibronic models. This allows to reduce the couplings between the LAM and the remaining, harmonic modes, with a consequent increase in the reliability of the simulations.
The main limitation of this hybrid DVR-harmonic algorithm is that it is based on an unbalanced description of different modes, the LAM being treated with high accuracy, whereas the other modes are described as harmonic. Thus, this method cannot be applied to molecular systems with multiple anharmonic degrees of freedom, which require multidimensional anharmonic models. To target also this class of system, the density matrix renormalization group (DMRG) algorithm, commonly applied to electronic structure problems, ${ }^{30,444,445}$ has been generalized to vibrational problems (VDMRG). The main advantage of VDMRG over standard variational approaches is that vibrational wavefunctions are parametrized as a matrix-product states (MPSs), ${ }^{224}$ which are much more flexible than standard CI expansions. The derivation of VDMRG has been done within the so-called second-generation formulation of DMRG, ${ }^{82,216}$ in which, similarly to wavefunctions, operators are expressed in a compact form, as matrix product operators (MPOs). The main advantage of this formulation over the original, first-generation one, ${ }^{80}$ is the possibility of supporting any type of Hamiltonian starting from its second-quantization (SQ) form. In our implementation, we used the Watson Hamiltonian in Cartesian-based normal modes, by exploiting the bosonic second-quantization operators. ${ }^{111}$ Clearly, the use of such a Hamiltonian provides a much less accurate representation of the potential with respect to the one used in the hybrid DVR-harmonic scheme. However, the main advantage of the Watson Hamiltonian is the possibility of expressing it in a compact, SQ form, thus allowing an efficient formulation of VDMRG. In its standard formulation, the DMRG algorithm provides the ground state energies, i.e. zero-point vibrational energies in vibrational structure calculations, which is of little interest for most practical applications. Indeed, the energy of highly-excited states (as for example, $\mathrm{X}-\mathrm{H}$ stretching modes), and the associate transition frequencies, are of higher interest. To target also those states, an energy-specific extension of VDMRG has been presented, which uses shift-and-invert (S\&I) algorithms ${ }^{207}$ coupled with subspace iteration diagonalization techniques ${ }^{167,168}$ to optimize excited states without the need of any constraint. The S\&I formulation of VDMRG has been coupled with root-homing procedures ${ }^{231}$ based on a maximum-overlap criterion ${ }^{104,422}$ to further increase the reliability of the optimization algorithm. As shown for several test cases, the coupling of S\&I VDMRG with root-homing allows to
compute variational energies of highly-excited vibrational states of molecular systems with several dozens of modes, which are currently the limit of most of the more advanced variational algorithms. ${ }^{72,207}$
At the beginning of this section, we showed that harmonic vibronic models are much more complex than their counterpart applied to vibrational spectroscopies. It is thus clear that the extension of anharmonic models to vibronic models is extremely challenging, and has been scarcely discussed in the literature. ${ }^{42,43,44,99,446}$ First, the ESCs are much more expansive than for electronic ground states, thus the cost associated to the generation of the anharmonic PES is higher. The complexity of the vibrational part of the simulation depends on the spectroscopy of interest. In fact, the calculation of vibrational energies and transition properties between vibrational levels of the same electronic state is as complex as its equivalent for ground-states. In this respect, we presented in this thesis the extension of second-order perturbation theory (VPT2) to excited states, where anharmonic force fields at the time-dependent density-functional theory (TD-DFT) level. Thanks to the recent development of analytic formulae for TD-DFT harmonic frequencies, ${ }^{41,100}$ anharmonic PES for systems with several dozens of atoms have become doable with an affordable computational cost. For vibronic spectroscopies, however, the calculation of transition properties between vibrational levels of different electronic states is required, and this makes the vibrational part of the simulation much more complex than for purely vibrational spectroscopies. In this thesis, the hybrid DVR-harmonic scheme has been generalized to vibronic transitions. This extension poses two major challenges. First of all, a single coordinate describing the LAM for both electronic states involved in the transition must be defined. This means, in practice, that if the PES is computed through a relaxed scan calculation (as for ICPH), one of the two electronic states has to be chosen as reference for the scan, and this choice will have a critical impact on the overall band-shape. The second challenge is related to the description of the harmonic degrees of freedom. As a matter of fact, vibronic transitions will involve, in general, simultaneous excitations of both the LAM and the harmonic modes, where the latter change, in the most general case, along the LAM. To build a framework coherent with full-harmonic models, transition moments involving the harmonic modes must be computed based on the same vibronic models defined for the full-harmonic case. This requires, in practice, the extension of each vibronic model to projected harmonic modes, ${ }^{77}$ which change along the LAM. However, thanks the integration of the hybrid DVR-harmonic scheme within the vibronic models introduced above, an automatic support of different models, both in Cartesian and in internal coordinates, is possible.
From another point of view, the simulation of vibronic spectra is further complicated by the fact that a wide range of phenomena can occur after an electronic excitation. Among them, non-radiative processes, such as inter-system crossing (ISC) and internal conversion (IC). To model correctly photochemical processes, those effects must be included in calculations too. Within this thesis, the harmonic, internal-coordinates based TD framework has been
generalized to support the calculation of IC and ISC rates. For IC, two, parallel formulations have been defined. The first one is based on an adiabatic representation of the PESs, in which the rate is determined by non-adiabatic couplings between the electronic states. The second formulation is based, however, on a diabatic representation of the PESs, in which IC rates are determined by off-diagonal couplings in the potential energy operator. The former representation is well-suited for electronic states separated by large energy gaps, but leads to severe instabilities when this gap is small. In this case, more reliable results are obtained within a diabatic picture. From a computational point of view, the extension of the TD framework to IC rates is not straightforward independently on the representation and requires the calculation of high-order correlation function. In this thesis, the generality of the TD framework has been exploited to compute those correlation functions with only minor modifications to the existing theory.
The support of linear absorption spectroscopies is not sufficient for building a complete framework for the simulation of molecular spectra, and more advanced techniques, such as the ones based on non-linear optical effects, must be supported as well. In this thesis, a computational approach for the simulation vibrational resonance Raman (RR) and its chiral counterpart, resonance Raman Optical Activity (RROA), has been presented. These spectroscopies involve transitions between vibrational levels of the same electronic state, but the experiment is carried out with a laser, whose frequency matches the electronic excitation to a so-called intermediate electronic state. For this reason, the intensity of the bands in a RR or RROA spectrum is determined by vibronic contributions involving this intermediate state. Similarly to nonradiative decay rates, the TD theory has been extended to the simulation of RR and RROA spectra. From a practical point of view, this required the extension of the framework to the calculation of cross-correlation functions in place of the standard, transition dipole moment autocorrelation function. In this case as well, the generality of the TD theory developed for one-photon spectroscopy, has been exploited to support both Cartesian and in internal coordinates. In particular, the extension to internal coordinates is very interesting when studying flexible systems, for which an incorrect definition of the coordinates set can lead to a significant redistribution of band intensities in the whole energy range of the spectrum, and not only for the modes associated to the LAM.
Another class of spectroscopies studied in this thesis are the ones involving excitations of core electrons. From a theoretical point of view, this extension does not require any significant modification to the vibronic models, since only the nature of the electronic states involved in the transition changes. However, the impact of vibronic effects on core electron spectroscopies, such as near-edge X-ray absorption spectroscopy (NEXAFS) and X-ray photoionizations (XPS), is much less explored than for their valence counterpart. In fact, for several decades, the poor resolution of NEXAFS and XPS measurements hindered the identification of vibronic bands in experimental spectra, and simulations performed at the purely electronic level were sufficient to interpret experimental data. However, thanks to the increasing power of
synchrotron light sources, the accuracy of experimental spectra is quickly improving and, even if vibronic bands can only rarely be singled out, the inclusion of vibronic effects is becoming crucial to get a correct reproduction of the intensity pattern of experimental spectra. This has been shown, in this thesis, for the NEXAFS spectra of several pyridine derivatives, whose C1s and N1s spectra have been computed with DFT-based methods, coupled to the simpler Vertical Gradient (VG) vibronic model. The analysis has then been extended to XPS for which, however, electronic structure calculations were performed using Green function (GF)-based approaches. Still with the aim of targeting large-size systems, a new, cost-effective GF-based method has been developed, namely second-order transition operator electron propagator theory (TOEP2). The main feature of TOEP2 is that grand-canonical HF orbitals ${ }^{421}$ are used in place of the standard, HF ones. Ionization energies are then computed as poles of the second-order approximation of the oneelectron GF. In this way, accurate results, even better than the most accurate standard GF approaches, are obtained already at the second order, while the theory remains applicable also to large-sized systems with a limited computational cost. The reliability of TOEP2 has been checked not only for vertical ionization energies, but also for full vibronic, XPS spectra, where all the quantities defining the vibronic model are computed at the TOEP2 level. In this respect, it is important to note that in photoelectron spectrum some care must be paid when computing transition dipole moments, since the two electronic states involved in the transition have a different number of electrons. This makes the calculation of transition dipole moments more difficult, but this can still be done within GF-based theories.

The theoretical framework presented in this thesis pave the way towards new developments. Regarding vibrational spectroscopies, we already mentioned that the hybrid DVR-harmonic scheme and VDMRG represent two extremes among variational approaches regarding the scalability with respect to the system size. In the former, a single degree of freedom is treated nearly exactly, with highly accurate anharmonic models, whereas the harmonic approximation is used for the remaining modes. Conversely, in VDMRG, all modes are treated variationally, using however a less local representation of the PES, less accurate than for the hybrid DVR-harmonic scheme. To fully exploit the advantages of both methods, hybrid algorithms, where variational calculations are carried out only on a subset of anharmonic modes, comprising more than a single mode, like RPH, must be devised. In this respect, the hybrid DVR-harmonic scheme can be extended to multiple degrees of freedom based on the generalization of the ICPH and RPH models to 2 and 3 dimensions. This leads to the so-called reaction surface Hamiltonian (RSH) ${ }^{188}$ and the reaction volume Hamiltonian (RVH) ${ }^{447}$ models, whose formulation has been however limited until now only to Cartesian coordinates. A major issue associated to RSH and RVH compared to RPH is that the expression for the kinetic energy operator is much more complex, ${ }^{122}$ thus making the evaluation of the vibrational Hamiltonian less trivial. The extension of RSH and RVH to more than 3 degrees of freedom is less appealing, due to the
high computational cost associated to an explicit scan along more than 3 vibratonal degrees of freedom. Another interesting development of the hybrid harmonic-DVR theory would be the inclusion of anharmonic effects also for the small-amplitude modes (SAMs), currently treated at the harmonic level, using cheaper anharmonic models, such as perturbative ones. ${ }^{67,69}$ Also the coupling of VDMRG with perturbation theory is particularly appealing and would reduce the size of the variational Hamiltonian, with a consequent strong reduction of the overall computational costs. From a practical point of view, the combination of the DMRG algorithm with perturbation theories could be done following recent works done in the field of electronic structure calculations. ${ }^{448,449}$ The further combination of a coupled VDMRGperturbative treatment with RPH-based approaches would lead to multiscale models where, for a given molecule, modes are treated at increasing levels of theory (harmonic models, perturbative treatment, VDMRG, RPH-based approaches), therefore allowing to tackle large-size systems at a feasible computational cost. Regarding the partition of the vibrational Hamiltonian in a variational and a perturbative part, measures taken from quantum information theory have already been proven, for now on electronic structure calculations, ${ }^{244,245}$ to be reliable in identifying states involved in strong variational corrections.
An additional limitation of the anharmonic models presented in this thesis is related to the reference coordinates system. For the hybrid DVR-harmonic scheme, internal coordinates were used but the actual calculations were carried out in internal coordinates-based normal modes. However, internal coordinates could be in principle also directly used to define the vibrational Hamiltonian, without computing normal modes. The support of similar models, also known as local modes-based approaches, ${ }^{72}$ would require the support of more complex Hamiltonians including, for example, off-diagonal quadratic terms in the potential expansion. ${ }^{73,74,172}$ Nevertheless, couplings between different coordinates are usually strongly reduced if local modes are employed, therefore allowing a block-partition of the Hamiltonian, with a consequent gain in the computational efficiency of the procedure. Local modes-based approaches are particularly appealing in connection with VDMRG. In fact, it is well-known ${ }^{81,82}$ that the efficiency of DMRG-based algorithms is maximal for Hamiltonians not containing long-range interactions. For this reason, using local modes, even more compact MPSs would probably be sufficient to represent converged wavefunctions, with a consequent additional gain in efficiency. From a practical point of view, this extension would require the generalization of VDMRG, currently based on Hermite polynomials, to more general basis sets. This in turn requires the use of a different SQ form of the vibrational Hamiltonian, based on the so-called $n$-mode representation of the potential. ${ }^{110,162}$ Unlike for the standard bosonic SQ, the $n$-mode representation of the potential fulfill several symmetry constraints, such as the conservation of the number of particles. Consequently, MPSs must also be adapted to respect those symmetry constraints. This task can hardly be done within first-generation DMRG algorithms but is possible within a second-generation, MPS-based formulation ${ }^{221}$ such as the one
employed here.
Regarding vibronic spectroscopy, the models presented in this thesis can be improved in two respects. First, anharmonic effects were included in vibronic spectroscopy only for a single degree of freedom, within the hybrid DVR-harmonic scheme, while all the other models were based on the harmonic approximation. Thus, the extension of multidimensional anharmonic approaches described above to vibronic spectroscopy would allow to target even larger systems. In this respect, perturbative approaches, based on VPT2 have been proposed in the literature, ${ }^{42,43}$ but most of them relied on Cartesian coordinates-based Hamiltonians. Their extension to internal coordinates ${ }^{158}$ has not been discussed, but would probably allow to target quite flexible systems. A second limitation of the vibronic models presented throughout this thesis is that at most two interacting electronic states are supported. This limits the range of applicability of the models in the description of both radiative and non-radiative phenomena. Indeed, for several non-linear optical spectroscopies, which will be discussed more in detail in the following, at least three electronic states are involved, and thus their description within the framework described here would not be possible. Furthermore, it is known that non-radiative phenomena are usually governed by non-equilibrium effects, whereas the models presented here assume that thermal equilibrium is reached in the electronic initial state. As for non-linear spectroscopies, also the inclusion of non-equilibrium effects requires the development a three electronic states-based model. In more detail, the molecule is assumed to be in equilibrium with the first state, and is excited to the second electronic state. Then, non-radiative decay occurs between this second state and the third one before the realization thermal equilibrium. Even if analytical approaches for the calculation of rates under those conditions have been proposed in the literature, ${ }^{94,96}$ they have been limited to simplified vibronic models, such as the linear coupling model. ${ }^{94}$ The further extension of those frameworks to more refined vibronic models, and in particular to internal coordinates, would increase the reliability of non-radiative decay rates calculations.
All the perspectives discussed up to this point are based on the further increase on the accuracy of vibrational and vibronic models. However, from a parallel point of view, the theoretical framework can be extended also in terms of the number of supported spectroscopies. In particular, regarding non-linear ones, even if here only RR and RROA were discussed, the framework is general enough to be extended to additional non-linear techniques, such as two-photon absorption (TPA), ${ }^{450}$ hyper resonance Raman, ${ }^{390,451}$ and magnetic circular dichroism (MCD). ${ }^{452}$ The main issue associated to the extension of the vibronic framework to those spectroscopies lies in the electronic structure calculations, which require the calculation of higher-order molecular response functions, ${ }^{51,57,390}$ and more specifically excited to excited transition moments. However, the vibronic part is in most cases similar to the one developed for one-photon and RR spectroscopies, and would need
only minor technical changes in theory. A more challenging task is the further extension to multidimensional spectroscopies, ${ }^{453}$ such as IR-UV pumpprobe techniques, for which the relevance of vibronic effects has already been proven in the literature. ${ }^{454}$ Even if in this case the molecular properties are the same as those involved in linear one-photon spectroscopies, the vibronic part requires the calculation of high-order correlation functions, ${ }^{455}$ for which only very simplified vibronic models have been proposed. ${ }^{456,457}$
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[^0]:    ${ }^{1}$ for systems with degenerate modes, additional terms functions of the angular vibrational number are present (see Ref. 163)
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