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Chapter 1

Normative semantics for normative

meaning

1.1 Concepts without norms?

1.1.1 Is meaning normative?

[s meaning normative? This question has been haunting philosophy of language since the
wittgensteinian reflection on rule-following, but it is nourished by roots which dig deeper
into epistemology and modality, and whose semantic consequences are somehow only their
superficial products. Nonetheless the formal apparatus standardly deployed to account for
these consequences often falls short from providing a perspicuous representation of what
is at play. In this sense the suggestion is that normative facts is what it should be looked
for in order to show meaning to be normative. As a result, the whole question has been
hinged on the debate about how to extract an account of meaning from a naturalistic
account of speakers’ behavior. The frustration of this enterprise usually produces two
main outcomes as a stark choice. The first option is to accept normativity of meaning
but renounce to use meanings to explain many of the things about human rationality we
intended it to explain: meanings are normative but we don’t grasp them good enough.
The second option is to keep meanings with their explanatory power but try to defuse all
the issues about underdetermination gushing out from the concept of normativity. I reject
both these pidgeon holes, and in what follows T’ll try to slip under them a sellarsian lever

to unhinge the whole framework.
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1.1.1.1 Rule following Wittgenstein

Kripke [80], notoriously, interpreted Wittgenstein’s Philosophical Investigation as an argu-
ment against naturalistic theories of meaning that reaches a skeptical, though acceptable,
conclusion. The story is well known. The initial question is: how is the meaning of a
symbol determined? The answer is that there is no collection of facts that can fix such a
relation, as it is proved by the arguments on rule following and on private language: mean-
ings are underdetermined with respect to facts about speaker’s linguistic practice because
every piece of linguistic behaviour can be construed as conforming with the application
of infinitely different contents; meanings are underdetermined with respect to facts about
speaker’s inner (‘mental’) states because these don’t make any friction on the public dimen-
sion required for linguistic communication. Kripke is mainly concerned with dispositional
theories which intend to cope with these difficulties by providing a way to tune future
linguistic behaviour on present, finite coordinations between stimuli and speakers’ inner
states. Dispositions to apply words are shown to be insufficient to determine contents for
two main reasons: (i) our dispositions are finite as contrasted with the infinite number
of applications required to fix contents, and (ii) they can’t determine the correct use of a
word because we could have dispositions to make errors. Obviously these two objections
are strongly related. In fact, Kripke notices, one could think that objection (i) can be
met by an account of the process of learning dispositions that develops them as including
ceteris paribus clauses: roughly, perceptive mechanisms that allow people to distinguish
regular patterns in the experience of the world and to tune behavior upon them have al-
ready been forged (by nature) to produce responses properly differentiated according to
relevant patterns — where “relevant” is to be related to natural purposes people have as
human beings, like surviving and reproducing, for instance. But this answer gets patently
exposed to objection (ii) as soon as the cartesian question about justification is raised. No
matter how much nature can be trusted, what does prevent people from making mistakes
in their processes of forming beliefs? What does justify knowledge?

Now, it’s crucial to notice that objection (ii) can only work under the assumption of the
normative character of meaning. Kripke clearly states that the main flaw of dispositionalist

theories is to miss this point:

“the relation of meaning and intention to future action is normative, not

descriptive'll]

UIbid., p. 37.
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Kripke’s well known answer is that the responsibility to evaluate such a normative character
can be delegated to the community, so that any request for justification of knowledge can be
watered down into the description of the community behavior. The flaws of this proposal
are well known too.

What I want to stress about this old story is not to be found in the details, but in
the whole the picture it presents. I'm afraid that Kripke’s way to frame things (later
established as a standard benchmark) echoed some misunderstandings about the nature of
normativity of meaning and engendered the idea that the choice between a naturalistic and
a normative account depends after all on a prior intuition to be justified against criticisms
from the opposite side. Thus, while intuitions about the normative character of meaning
go either ways, the debate follows by now well trodden paths.

Thus, I would rather pull for a slight but insightful and consequence-laden revision of
this frame, which I borrow from John McDowell’s analysis of Kripke’s story. McDowel]E]
pictured the bundle of problems Wittgenstein was dealing with as a dilemma: on the
one horn the familiar correspondentistic representation of truth as congruence between
meanings and facts that Wittgenstein refutes, and, on the other horn the whole famous

paradox of Philosophical Investigation:

“no course of action can be determined by a rule, because every course of

action can be made out to accord with rule’Fl

I think this picture is still very useful to take a stock of the different structures of the
arguments directed against the normativity of meaning. On the one side there are those
who, in order to preserve a ‘realist’ﬁ stance towards meaning, have to move conceptual con-
tents in platonistic reserves where, later, it’s hard to explain how speakers can get in touch
with them. On the other side there are those who assume an ‘anti-realist’ stance towards
meanings themselves and thus are forced to choose between reconstruing a weakened sense
of objective content, or abandoning the idea that meanings have any substantial role in
the explanation of linguistic communication.

The whole wittgensteinian reflection on rule-following and private language is purported

to attack the former realist thesis: the idea that conceptual content can stand by itself

2Ibid., p. 331.

3Wittgenstein [174], §201.

4Here I stick to McDowell’s usage of “realism” and “anti-realism™ according to realism meanings are ‘out
there’ autonomous from our grasping them, while according to ‘anti-realism’ they are only the superficial
effetcs of deeper (social, psychological, etc.) structures.
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oustide the communicative practice. The latter line of argument, instead, in this paradox-
ical form, apparently can rest only in a rortian position where the very skeptical doubts
that generate the paradox are discharged and successful communication is accounted for in
communitarian terms, or in a quinean position where eventually intensional contents them-
selves are discharged, in favour of a fully naturalistic analysis. For those who acknowledged
the results of Wittgenstein’s criticism the classical semantic picture is irreparably compro-
mised. Among these, there are some who are content with a communitarian solution,
within an overall skeptical framework about an objective definition of meaning. For those
who, instead, have too many philosophical scruples and complain that the community’s
perspective is subject to corresponding criticism, this latter naturalistic way out seem to
be the best option left. But everyone, so to say, is free to choose the position she prefers
before the game begins, and keep it quite harmlessly till it ends. The only unteanable
position would be to try to eat the cake and have it, as sometimes philosophers and epis-
temologists try to do by theorizing about how people would build normative meanings up
from experience.

But rarely things are so easy with Wittgenstein, and the very idea that Philosophi-
cal Investigations would entitle one to rest peacefully in any position shoule make him
suspicious that it is but a bad misunderstanding. This is where McDowell’s reframing of
Wittgenstein’s argument can be appreciated in all its importance. In fact, by presenting
the rule-following paradox just as the second horn of a more complex dilemma, it make
sense of Wittgenstein’s argument not as resting in the formulation of a paradoxical con-
clusion but as a path that moves from the rejection of the augustinian correspondentisic
interpretation of meanings (the first horn of the dilemma) through the analysis of the dif-
ficulties of this second horn and eventually to their solution. This sheds light on the fact
that Wittgenstein himself suggests the way out of the paradox and of the whole dilemma:
just in §201 of Philosophical Investigations he maintains that the paradox is generated by
the misunderstanding that there could be “a way to grasp a rule which is not an inter-
pretation”. And again the same topic is even more clearly stated in the Remarks on the
foundations of Mathematics| (VI-28), where he writes

“Following according to the rule is FUNDAMENTAL to our language game.

It characterizes what we call description”.

Thus, Wittgenstein is looking for an actual way out of his dilemma, not just a skeptical

solution of it. Such a way out certainly goes right through the acknowledgement of the

>Wittgenstein [176].
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essentially social dimension of meaning, but it construes such a social dimension not as
a renounce to objectivity, but as the horizon in which meaning is possible. As it’s well

known, Wittgenstein has an evocative but not quite helpful name for such an horizon:
“What has to be accepted, the given, is — so one could say — forms of life. ]

Now, although this matches quite neatly with McDowell’s general idea of conceptual con-
tent and its ‘space’, I think it still begs the question about how to account for a ‘logic of
meanings’, which is what is needed for semantical tasks — from the broader to the more

formal ones.

1.1.1.2 Meaning as describing extensions

Here T want to point out one more thing McDowell remarks in his analysis that I find quite
crucial.

The same formal apparatus developed to represent meaning within the ‘realist’ frame-
work doesn’t have to be rejected together with such a frameworkﬂ Consider T-sentences,

for example
“emeralds are green” is true iff emeralds are green.

What is rejected together with the realist picture is the idea that the right hand side of the
biconditional above depicts a fact out there, given to us in some nonconceptual way. This
is not an original remark: Davidson’s reflections on this point are well known. He pointed
out that T-sentences can be used to deploy an extensional definition of truth in a language
only if the notion of meaning is taken for granted — more precisely, but equivalently, only
if rules are available to translate expressions of objective language into expressions of the
metalanguage. He thus proposed to reverse the explanatory direction of the argument and
to use the tarskian biconditionals to define meaning from a given notion of truth. Notice
however that, while he construed T-sentences as a theory of meaning, he also pointed
out that they just constitute the form in which such a theory can be expressed, but they
don’t say anything new about meanings themselves, because they don’t explain how the
extension of the T-predicate has to be definedf|

But, I think, if Wittgenstein is right, to ask “what is truth then?” is the to raise the

wrong question.

6 Ihid., p. 226.
"See McDowell [96], p. 352
8See Davidson [38].
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In this sense I also think that the lack of any formal tool alternative to truth-functional
semantics encouraged to move around this point and negatively influenced the possibility
to recognize and develop Wittgenstein’s suggestion. I want to argue that truthfunctional
extensional semantics contributes to blur the dependence of descriptive vocabulary from
modal vocabulary in the analysis of meaning. The result is that normativity of meaning
remains hidden.

This point stands out very clearly in Boghossian:

“What, however, is the intuitive normative truth that falls directly out of
the attribution of meaning |...| 7
One thought that might seem to be in the right neighborhood is this:

If I mean addition by ‘+’ then, although I may not be disposed
to say ‘125’, in response to the question 68+57="7, it is correct for

me to say ‘125’.

The trouble is that it is not clear that, at least as it is being used here,
“correct” expresses a normative notion, for it may just mean “true”. [...] But

there is no obvious sense in which truth is a normative notion.’?]

If my semantic explanans is the intuitive correspondentist notion of truth as adequatio
rei et intellectus, why should T also assume that the intellectus “ought” to adjust to res?
Suppose 1 believe with Davidson that meanings are not given to us but they have to be
evinced from our semantic practices of treating some statements as true. Why should I
put here a ‘no access beyond this point’ limit? Why couldn’t I go ahead and explain these
practices in terms of my naturalistic theories about human psychology or sociology? What
normativists do, in this sense, would be to take the uncertainty of scientific explanation for
a conceptual gap between actual meaningful uses and correct meaningful uses of language
expressions.

Let me pick Anandi Hattiangadi’s arguments against normativity of meaning”| as an
example of this sort of reasoning. She puts forward as obvious the following meaning

platitude (MP) as a relation between the meaning of a term and the conditions of its
application}

9Boghossian [11], p. 207.
10See Hattiangadi [69, [70].
UHattiangadi [70], p. 222.
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Meaning Platitude: t means ' — (x)(t applies correctly to x < x is f)

where t is a term, F' is its meaning, “t applies correctly to ” can be substituted for
any representational semantic relation we want to consider (for example, “t refers to 27,
“t is true of ”, etc.) and f is the collection of features in virtue of which ¢ applieﬂ From
(MP) Hattiangadi trivially derives

Correctness: S means F' by t — (x)(S applies correctly ¢ to < z is f)

Now, Hattiangadi finds it puzzling that Correctness can be used to support normativity of
meaning even if it doesn’t prescribe anything to speakers. This is less trivial: as we’ve just
seen, the assumption implicit here is that correctness of could be vindicated in naturalistic
terms. Thus normativity of meaning can’t be presented as the unavoidable consequence of
this premise. What really lies behind Correctness, according to Hattiangadi, is something

different, that she proposes to represent as:
Prescriptivity: S means F' by t — (2)(S ought (to apply ¢ to x < x is f))

This would really represent an explanatory gap in the resources of naturalism.

But then she proves (after Boghossian@ that Prescriptivity is false, because the right-
left direction of the biconditional is false: even if one could accept to infer that something
is f from the fact that speakers ought to apply ¢ to it — given (MP), in fact, something is
f if and only if speakers apply t correctly to it —, it is simplt not true that one ought to
apply t to everything that is f — what if one wants to lie, for instance?

Hattiangadi then shows that there seems to be no obvious way to fix Prescriptivity and
also provides several examples in which it wouldn’t fit. Eventually she concludes meaning
is not normative.

I think this conclusion follows from a misunderstanding of what normativity of meaning
is: there’s no reason to be puzzled by the absence of explicit “oughts” in Correctness. Let

me focus on the formal conclusion of this argument. She’s right: the right-left direction

12Here Hattiangadi has in mind the meaning of subpropositional expressions, i.e. something like
“Socrates” means Socrates — (x)("Socrates" applies correctly to x <> x is Socrates),
but I think (MP) can be applied also to propositional expressions, i.e.

“Snow is white” means Snow is white — (x)("Snow is white" is true in z
Snow is white in )

where Tarski’s T-sentences can be recognized.
13See Boghossian [11], p. 210.
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of the biconditional fails in Prescriptivity. But she’s wrong about the reason: she thinks
that in Prescriptivity, as opposed to Correctness, the biconditional is threatened by what
speakers want or are able to do@. There’s another deeper reason for which it fails: it’s not
modally robust. Indeed, it’s easy to see that it may fail in (MP) too.

Kripke would have criticised it not because of the normative character of meaning, but
because in this form it can be construed as supporting the Descriptivism he rejected in
Naming and Necessity@ there’s no set of properties f that can identify the object z in a
necessary and sufficient way according to our communicative practices and thus, crucially,
(MP) can’t provide any criteria to define meaning after correctness of application of a term.

Consider
“Socrates” means Socrates— (z)("Socrates" applies correctly to z < x is Plato’s teacher).

But what if Plato was instructed by Isocrates?
Thus (MP) should be modified like this:

“Socrates” means Socrates— [J(z)("Socrates" applies correctly to z <> x is Socrates).

The solution, in this sense, would be to keep truthfunctional extensional semantics to
represent (MP), while exploiting the modal rigidity of some non-descriptive vocabulary to
fix x isf in all possible worlds.

Notice that this is a quite different and, T think, deeper issue about (MP), that shakes
its status of ‘platitude’: in the absence of analytic criteria to govern the righthand-side
of the biconditional there is no clear sense in which correcteness of application of a term
could define its meaning.

Quine’s skeptical results about meaning’s interpretation hinge on the same point. In his
legendary reconstruction of the linguistic work in the field he adopts a Naturalist account
— which is supposed to be welcome by Hattiangadi — of meanings in terms of classes of

responses to stimulations: indeed his conclusion is that simulus-meanings thus defined

4I’'m not equally sure she’s right in the examples she provides to support the thesis that meaning isn’t
normative. Among those there’s the example of lying, which is quite typical in this kind of argument. I

don’t find it convincing though. Let me quote Boghossian’s use of it:

“Is it really true that, if I mean addition by ‘+’, then, if am asked what the sum of 58
and 67 is, I should answer ‘125’7 What if I feel like lying or misleading my audience? Is it
still true then that I should answer ‘125’7 If I want to mislead, it looks as though I should
not say ‘125’ but rather some other number.” (Boghossian [11], p. 207.)

Now, we are told, if I want to say the truth I should answer 125. But we are told as well that if I want to
lie T should not answer 125. I venture to conclude that meaning is normative, no matter what I want to.
15Kripke [79].
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(the only one we can legitimately grasp) are undertermined with respect to all possible

analytical hypotheses. Thus, for instance, in

“GGavagai” means Rabbit —

(x)("Gavagai" applies correctly to <> x belongs to the S-meaning of "Rabbit"),

even if the right-left direction of the biconditional holds, i.e. even if the application of a
term is guaranteed to be correct with respect to stimulus meaning, there still no obvious
way to define meaning upon this correctness.

This point is so important that in order to avoid it Quine proposed to drop the very
notion of analyticity, by ‘naturalizing’ the double implication on the right, i.e. by consid-
ering such a coimplication, in humean terms, as a contingent conjunction to be vindicated
through an indictively established universal generalization by natural sciences.

It should be clear by now where the problems of (MP) come from.

It’s not what it explicitly states, but what it implicitly says. It crucially conveys a

relation between F' and f, namely that
Fsdo f.

It is this relation that deals with meaning, and it has to be modally robust. That is what
makes (MP) a platitude.

1.2 Norms without modality?

1.2.1 Digging misunderstandings out

Traditional representationalist semantics leans on a certain designational model. Section
lifted it enough to spot the fundamental place normativity occupies in the character-
ization of the very notion of meaning. This is something standard semantics oversighted.
Notice however that this is not yet a diagnosis of what goes wrong with standard semantics,
it is just the acknowledgement of a symptom. Let’s try to put it otherwise. So Wittgenstein

invites us to reject the idea that a basic non interpretative grasp on meaning is required:

“If T have exhausted the justifications I have reached bedrock, and my spade
is turned.” T
16Wittgenstein [174], §217.




CHAPTER 1. NORMATIVE SEMANTICS FOR NORMATIVE MEANING 14

But, what lies below the bedrock? McDowell suggests it’s not so difficult to figure it out,

in first approximation, what lies down there:

“a web of facts about behaviour and ‘inner’ episodes, describable without

using the notion of meaning.’{"|

As a matter of fact, to an empiricist-minded philosopher the analysis of this web appears
much more promising than the wittgensteinian notion of a ‘form of life’: what does really
prevent us to provide a scientific description of these facts, such that the linguistic be-
haviour, commonsensically described in terms of meaning-talk, could be reduced to them?

In what follows I present a not surprising common pattern in some paradigmatic ways
to raise this issue among empiricistically minded philosophers and a quite more surprisingly

common pattern in the ways to answer to it.

1.2.1.1 Descriptive vocabulary and modal vocabulary

There is a more fundamental misunderstanding on which this illusion is rooted (or maybe
just another side of the same illusion): the idea that modal vocabulary has to be considered
a dispensable metavocabulary which should be better explained away in descriptive terms.
This is the core thesis that supported both Hume’s rejection of causality and Quine’s re-
jection of modality. Indeed, it is one of the standing points of traditional Empiricism,
against which Sellars directed his criticism of ‘the Given{®} His target is the Humean idea
that laws of nature must be reduced to inductively established generalizations: there’s
nothing in the factual texture of the world that can justify the necessity of lawlike gener-
alizations of relations among facts, thus such a necessary character has to be explained as
a psichological projection over the set of empirical data. Let me recall here the contention
about inductive arguments between the humean supporter of a descriptive account and
the sellarsian opponent claiming the irreducibility of the modal analysis. In his attempt
to combine the lawlikeness and the non analiticty of laws of nature the humean finds a
hurdle he can’t clear. This result triggers Quine’s reductio ad absurdum of modality, and
engenders the skeptical impasse that Goodman [60] tries to overcome by appealing to the
notion of “projection” and which Kripke surrenders to.

Wittgenstein himself explicilty grouped together the problem of induction and the prob-

lem of the normativity of meaning:

1"McDowell [96], p. 348.
18See Brandom [27].
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“How do I know that in working out the series +2 I must write ‘20.004,
20.006’ and not ‘20.004, 20.008’? — (The question ‘How do I know that this

color is ‘red’? is similar.)'"]

The two paradoxes proposed by Goodman and Kripke (as well as Quine’s argument for the
indeterminacy of translation) obviously hit on the same point. But since we are also dealing
here with formal semantics, it’s important to spell this point out, in order to rehearse its
relation with induction and mathematical reasoning, the main test-bed of formal logic and
its standard tarskian semantics.

The barebone structure of the paradoxical argument goes like this: consider some
conceptual content and put forward a definition of it which is adequate to its public usage,
then, either you have any independent peg to hang an analysis of such an adequacy or
you inevitably can produce another conceptual content which satisfies your definition but
which is not equivalent (not synonym) to the first one.

Thus, Goodman invites us to consider the usage of color words. It doesn’t really
matter how we define the content of those words (for example we can associate perceptive
experiences of green objects to particular ranges of wavelengths that hit our senses), what
is important is that our definition has to be adequate to their usage, in the sense that it
allows us to say that, for example, it is correct to examine an emerald and to utter “this
is green” (or, we may prefer to say that it is ¢rue). But now Goodman presents the color
word “grue”, whose usage is s.t. it is correct to examine something before ¢ and utter “this
is green”, and to examine it and utter “this is blue” otherwise. It’s easy to realize that
however we define the content of “green” the same definition will apply to “grue” before
t, because their usages correspond before ¢. And yet “green” and “grue” can’t have the
same content, if the definition of content has to be adequate to their usage, because if we
examine an emerald after ¢ it will be still correct to utter “this is green”, but it will be

wrong to utter “this is grue”

9Wittgenstein [176], I, §3.

20’'m aware I've just presented the ‘grue paradox’ without any reference to the problem of confirmation
which is its setting in Goodman’s analysis. I actually think that is not its point, and that Goodman is
clear about that when he writes that the problem of induction is not the problem of justify induction:

“An inductive inference, too, is justified by conformity to general rules, and a general
rule by conformity to accepted inductive inferences [...] The problem of induction is not a
problem of demonstration but a problem of defining the difference between valid and invalid
predictions”. (Goodman [60], p. 65.)

There are several ways to misunderstand Goodman’s paradox, and several nota bene are usually added to
its presentation, for example that nothing changes color after t.
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In the same fashion Kripke invites us to consider the arithmetical sum. We all have
performed many computations by applying the rule of addition we learned at some time
as young students, and we can produce a definition of the arithmetical sum that matches
every application of the rule of addition in every computation we’ve ever done. We are
confident we are able to apply correctly such a rule to any computation we will have to
perform in the future, even if we’ve never encountered it before, so when we face for the
first time, for example, ‘68457 without further ado we proceed to compute the result:
‘125’. But here comes the skeptic to ask how can we be so sure that the function we’ve
been called “sum” and applied in the past isn’t actually the “quum” function, “@”, defined
as follows:

=x+vy, iof x,y<>5sl
TDy
=5, otherwise
This definition of the “quum” function also matches every application of the rule of addition
in every computation we’ve ever done, but the correct computation of our new example
would yeld ‘5’ as a result, not ‘125’ as expected according to the “sum” function.

Notice how the outline of the presentation can be switched between the two paradoxes
and we can talk about a skeptic who invites us to wonder whether we were not applying
the concept “grue” while we thought we were using the concept “green’?!] and talk about
the content of “quus” which corresponds to that of “plus” before ¢ and differs from it after
t, even if any definition we can produce is undetermined with respect to this distinction.
This leads to Quine’s thesis of the ‘indeterminacy of translation’.

Is traditional empiricism completely harmless against these struggles? Let’s see.

If the thesis of the rejection of modality has to be accepted, it’s easy to understand why
dispositional account is so entrusted. Goodman can be construed as trying to develop the
outline of a semantics for dispositional predicates. Kripke himself, while presenting possible
responses to his wittgensteinian paradox, chose the dispositional analysis of meaning as
the main opponent theory and showed that it had to face inextricable perplexities.

But such an analysis of dispositions and its application to the induction problem is not

just an independent optional premiss that can be proved to be wrong and substituted with

Now, Goodman maintains, the point of the question about confirmation is not to justify our concepts,
i.e. to tell if emeralds are green, but to part valid from invalid usages, i.e. to tell why it is correct to say
that emeralds are green. The ‘grue paradox’ shows that this second problem (the real one) is not easy to
be solved. This is why, according to Goodman, Hume’s answer to the problem of induction was right but
incomplete.

21Gee Kripke [80], p. 20.
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something better. It’s rather a proper consequence of the traditional empiricist attempt

to reduce normativity to regularity. Goodman was clearly aware of this close relation:

“The problem of dispositions looks suspiciously like one of the philosopher’s
oldest friends and enemies: the problem of induction. Indeed, the two are but
different aspects of the general problem of proceeding from a given set of cases
to a wider set. The critical questions throughout are the same: when, how,

why is such a transition or expansion legitimate?

But even in the empiricist tradition, the definition of conceptual content must cope with
adequacy of such a regularity to the public usage we make of contents. The only way
to account for such regularities seems to be that of interpreting extensions over possible
particulars, and this is the burden of modality. Dipositional predicates fit this analysis,
because their semantics seem to require possible particulars, in the sense, for example,
that the reference of “flexible” is the class of everything that can bend — now if we add
“under appropriate circumstances”, we may hopefully be tempted to catch the glimpse of an
analysis of counterfactuals. What does “green” mean then? How can we define its content
in order to be sure we are applying the concept “green” rather than the concept “grue”” The
answer seems to be: “green” is somehow related to the class of all possible occurrences of
“looking green”, which obviously differs from the class of all possible occurrences of “looking

grue”.

1.2.1.2 Epistemology naturalized

But what if one feels too much philosophical discomfort towards this metaphysically loose
turn that calls for possible particulars and wants to keep extensions within the limits
of the actual ones? Obviously there’s no way to verify generalizations against all possible
particulars in our everyday linguistic practice. Here Quine registers the defeat of analyticity
and, in his idea of naturalized epistemology, invokes psychology to sort out sets of actual

particulars relevant for meanings:

“Insofar as theoretical epistemology gets naturalized into a chapter of the-
oretical science, so normative epistemology gets naturalized into a chapter of

engineering: the technology of anticipating sensory stimulations’?]

22Goodman [60], p. 58.
23Quine [128], p. 19.
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This is the view whose details Quine had taken the responsibility to make fully explicit in

his famous paper on naturalized epistemologies, Quine [127]:

“The stimulation of his sensory receptors is all the evidence anybody has
had to go on, ultimately, in arriving at his picture of the world. Why not just

see how this construction really proceeds? Why not settle for psychology?

I'm not really concerned here with the exegesis of quinean though, so T’ll avoid to deal
with the question if Quine was ever committed to this view. I'll pick up an hypothetical
supporter of every quinean thesis included naturalized epistemologies, let’s call him the
‘Naturalist’, no matter if it reveals to be a strawman: his role here is to make room for
this view which, though somehow extreme, represents a real answer to Kripke’s skepti-
cal account against dispositionst However, since anticipations along this direction were
already contained in Word and Object®], the Naturalist won’t have scruples about using
them as well. What the Naturalist wants to show is that, to the contrary of the epis-
temological tradition sprung from Descartes, there is no question about justification for
empirical knowledge. His argument notoriously goes like follows?}

Two main tenets remain stable in the empiricist tradition, namely:

a) evidence for science is sensory evidence;

b) word meanings rest on this evidence.

There’s an obvious implicit third tenet to be added here in order to complete the picture, i.e.
that while sensory evidence is immediate, word meanings that provide empirical knowledge
have to be acquired. Let me paraphrase this with Willfrid Sellarﬂ:

A. X senses red sense content s entails z non-inferentially knows that s is red.
B. The ability to sense sense content is unaquired.
C. The ability to know facts of the form z is ¢ is aquired.@

Now, by using this inconsistency the skeptic proves that given (a) and (b) empirical knowl-
edge can’t be justified. This corresponds for the empiricist to giving up A above, as Sellars
notices:

24 Ibid., p. 75.

25See Boghossian [9], p. 532ff.

26Quine [126].

2TThis is adapted from Quine [127].

ZSellars [147], p. 132.

29Howether things are with Quine’s endorsement of this view, it’s striking how this triplet were explicitly
reformulated a decade later Sellars showed how its inconsistency is due to the Myth of the Given.
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“He can abandon A, in which case the sensing of sense contents becomes a
noncognitive fact — a noncognitive fact, to be sure which may be a necessary
condition, even a logically necessary condition, of non-inferential knowledge,

but a fact, nevertheless, which cannot constitute this knowledge.”

But one could still try to eat the cake and have it by suggesting that actually A. is a
product of the linguistic misconception that empirical vocabulary of red things is to be
considered as authonomous: there’s no need to justify empirical knowledge upon sensory
datas because every sentence containing empirical predicates can be contextually defined
in observational and logical terms.

But here is where the theme of analyticy comes into play as we already saw. Let me

paraphrase again in Sellars’s words:

“But what then are we to make of the necessary truth — and it is, of course

a necessary truth — that

x is red =p.; x would look red to standard observers in standard

conditions?PY

And here is also where Sellars’s argument diverges from the Naturalist’s one: let’s follow
the latter to his conclusion while reserving the right to come back to the former at proper
time. The Naturalist puts forward as premises two theses so eminent they barely require
justification, since they were maintained respectively by Charles Peirce and Pierre Duhem

and had so deep and widespread influence:

i) truthfunctional semantics: meaning of a statement consists in the difference

its truth would make to possible experience;

ii) holism: theoretical sentences have their evidence not as single sentences but

only as larger block of theory.

Together (i) and (ii) imply the so called indeterminacy of translation thesis, which prevents

the strategy described above to rescue the empiricist standard epistemology:

“The crucial consideration behind my argument for the ideterminacy of
translation was that a statement about the world does not always or usu-

ally have a separable fund of empirical consequences that it can call its own.

80 Ihid., p. 142.
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That consideration served also to account for the impossibility of an epistemo-
logical reduction of the sort where every sentence is equated to a sentence in

observational and logico-mathematical terms.” [1]

All things considered — the Naturalist presses — empirical knowledge, as standard episte-
mology saw it, doesn’t exist, and yet things are not so bad for a theory of knowledge: if one
takes stock of what is left in the field he finds observation sentences with which speakers

regularly react to different stimulations, for instance
Every time x presents the stimulus o to S, S applies “red” to x.

Now one can ask what these regularities depend on. But since, and this is the crucial
point, there’s nothing like a red content in the stimulus o, the Naturalist concludes that
this is now become a question for psychology.

The enterprise of psychologyliz] (in this sense, as that of any other natural science) is to

produce lawlike generalizations of those regular phenomena, something like,
Va(z presents the stimulus o to S — S applies "red" to z).

Let me put forward two passing remarks. First, these generalizations then raise the issue
of their verification, but this again is an issue for psychological research rather than for
epistemology. Second, the expression “red” stands for a candid utterance like “it’s red”
and there is no ontological commitment on the variables independent from the tenets of
psychology.

Once these points are neatly stated, the Naturalist could even paraphrase those lawlike

generalizations of psychology in dispositional talk®}
S is disposed to apply “red” to things that present stimulus o to him.

Notice again that this would be mere paraphrase, to be vindicated in terms of the bare
language of the above psychological generalization as soon as any epistemological issue is
raised about the status of dispositions; it represents just another, possibly more suitable,

way to describe as a natural phenomenon the psychological human subject that

31Quine Quine [127], p. 80.

32The nominalism-flavoured story I'm about to tell about how to contextually define linguistic resources
to talk about meanings upon first order language is modelled on the typical structure of several sellarsian
arguments, especially the one in Sellars [I51].

33Stepping through dispositional talk is dispensable for the argument to go through, but it presents two
useful advantages: it allows smoother paraphrases and, by disclosing the obvious fact that the problem of
disposition is but a reformulation of the problem of normativity of meaning, increases the appeal and the
range of the argument itself.
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“is accorded a certain experimentally controlled input — certain patterns of
irradiation in assorted frequencies, for instance — and in the fullness of time the
subject delivers as output a description of the three-dimensional external world
and its history. ]

Here a further step can be introduced. At this point, if one really feels the need, one could
even venture to contextually define a meaning-talk upon these psychological generaliza-
tions, without disappointing the Naturalist too much. It’s easy to show how. In fact by
the time psycholgy has provided his lawlike generalizations by using first order variables,
cathegorizations of those things that present certain stimula to speakers can be produced

as well, according to the different stimula they present. In fact, if

S is disposed to apply “red” to things that present stimulus o; to him.
while

S is disposed to apply “blue” to things that present stimulus o; to him.

Then one can cathegorize unpon different labels things that present stimulus ¢; and things

that present stimulus o, say label "Red’ and label "Blue'; thus for instance
"Red" sticks to £ =p.s x presents the stimulus o to S.

Here one can legitimately use the plural "Red's to refer to things to which label "Red’
sticks.

Now, once these labels are available to be attached to what the Naturalist calls different
stimulus-meanings, one can use them to paraphrase usual meaning-talk as a metalinguistic

language like follows:
S means Red by “red” =p.s S is disposed to apply “red” to "Red’s.
After all, the Naturalist himself seem to acknowlede something like that:

“Occasion sentences whose stimulus meanings vary none under the influence
of collateral information may naturally be called observation sentences, and
their stimulus meanings may without fear of contradiction be said to do full
justice to their meanings. These are the occasion sentences that wear their

meanings on their sleeves. |

34Quine [127], pp. 82-83.
35Quine [126], p. 42.
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Here the truth of psychological generalizations guarantees the impermeability to collateral
informations, thus observational sentences can legitimately receive their meaning-label.
But as a philosopher, it’s hard to resist to the temptation to push the Naturalist’s
patience one last time in order to take one final step. At this point we legitimately dispose
of contextually defined meaning-labels: we are entitled to use statements like “z is Red”,
with the proviso that we are making explicit in a code-language the application of the
espression “red” to something our psychological laws classify as rRecf@ The temptation is
poked by the question about analyticity we stated above in Sellars’s terms of a subjunctive
conditional: have we an answer to that question now? Indeed, we may have it, so let’s

push the Naturalist’s patience and ask: what would invalidate the definition
x is Red =per S would be disposed to apply “red” to x?

Our answer must be that it would be a case that invalidates the psychological generalization
Va(x presents the stimulus o to S — S applies "red" to z)

upon which we built such a definition, i.e. a case in which speakers do not react to stimulus
o by applying “red”.

Once we have defined label-meanings, we can cathegorize them into labels supported by
true psychological generalizations in the sense just stated, say T-labels, and labels which
are supported by generalizations which are discovered to be false, say F-labels. This would
provide the means for the contextual definition of a full-blown meaning-talk with variables
ranging over the meaning labels introduced above. In this way, we would have something
like

VO 2(T(®) A "D (x)) — x is D]

were '®' is a variable ranging over meaning-labels, T is a predicate that characterize
meaning-labels supported by true generalizations, and “x is ®” is a statement expressing

the usage of the meaning-label "®" inside our contextually defined meaning-talk.

36I'm oversimplifying here for the argument’s sake: things with predication are a little more complex.
For a more detalied presentation of the topic along these lines see Danielle Macbeth’s analysis of Frege’s
account of predication in Macbeth [89], especially section 3.

3"Notice that this is not equivalent to
VO, z((T'(x) A B(x) — p)

This latter would amount to provide a reliable way to specify standard conditions in counterfactual con-
ditionals.
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Notice that this, in a sense, would solve the problem of analyticity that triggered the
argument for naturalized epistemology and it would provide an extentional generalization
suitable to play the role of the lawlike major premise in a deductive argument of standard
epistemological talk about empirical knowledge. But, it may also look like a cheap taunt
against the Naturalist’s nominalism. So what’s the trick? I think there is no trick, so let
me briefly scatter these clouds in order to see clearly where the real problem is.

First, here the second order property T is obviously far from implying the confutation
of the Naturalist’s theses about second order logic and about meanings. Instead, in a sense
it represents an expected consequence: meanings are not things in the ontological texture
of a scientific description of the world, and if we want to talk about and identify them, we
have to move away from the proper scientific vocabulary. The vantage point we reached
hinges on a paraphrase: we can discharge the ontological commitment due to the second
order predicate T" on the contextual definition given above, since we know how to track it
back to the lawlike generalization of psychology. Does this represent a confutation of the
Naturalist’s ontological criteria: “to be is to be the value of a variable”? 1 don’t think so.
At least no more than the contextual definitions proposed in Word and Object he himself
would endorse. I don’t want to hide behind my finger though. If these remarks do not
require a confutation of the Naturalist ontological criteria, they do not leave them as they
stand: rather than ontological criteria what is at play is the interpretation of variables in
formal language{zﬂ

Second, to the extent in which the Naturalist’s premises about the vocabulary of natu-
ralized epistemologies are correct, one could not raise skeptical doubts about the definition
of "®'s as well: they deal with the good — maybe naturally selected — set up of our neu-
rophisiological configurations, and not with meanings, so they can’t be jerrymandered@
Since '®'s are not meanings, the argument for indeterminacy of translation doesn’t ap-
ply to them in the sense that they can’t be underdetermined with respect to things that
produce stimulus o since they are simply a code to paraphrase regularities expressed by
psychological generalizations. For instance, the meaning-label "Gavagai' can’t be unde-
termined with respect to certain things that produce stimulus o given that speakers would
apply “gavagai” as a reaction to possibly different kinds of stimulations, because 'Gavagai'
simply sticks to things that produce stimulus o in that speakers react to them by applying

“gavagai”, as stated by a psychological generalization such as

38 Again, for further details, I refer here to Macbeth [89].
39For a sellarsian discussion of this point see Millikan [105].
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Va(x presents the stimulus o to S — S applies "gavagai" to x)

If there is a question about undeterminacy of description with respect to phenomena it
will be a trouble for psychology.

Third, the defeasibility of such a meaning definition would not depend on any nor-
mative character of meaning, but on the epistemic uncertainty embedded in the scientific
enterprise of determining ®s which are T, since like any other enterprise in natural sciences,
inductively established generalizations of psychology might reveal to be false.

Fourth, the predicate T doesn’t provide any analytical guarantee on the usage of
meaning-labels inside our meaning-talk. Consider for instance the following meaning state-

ment:

S means Gavagai by “gavagai” iff S has dispositions to apply “gavagai” to

‘Gavagai's.

Here, in the Naturalist’s terms, the stimulus-meaning of “gavagai”, Gavagai, is simply
defined over a particular set of stimulations embedded in a presumably true psychological
generalization. That means that the meaning-label "Gavagai' is presumably T and that
we are justified in using it in our meaning-talk. But, again, here the justification doesn’t
come from an implication but from the availability of a contextual definition to discharge
ontological commitments. As a consequence, this guarantees that any expression which is
stimulus-synonym with “gavagai” can’t fail to be such, but, notice, not in the sense that
any established synonymity relation won’t be found failing, rather in the sense that no
weird analytic hypothesis can be invoked to undermine any synonymity relation established
among T labels. Again, the application of the label "Gavagai' may be discovered be
supported by a false generalization between stimulations and speaker reactions, but it
can’t be found that, if a meaning-label is T" — i.e. it is contextually definable in terms of
true gerenalizations — it determines wrong meaning relations. In other words, if "Gavagai'
and "Rabbit' are both T, then if Gavagai = Rabbit then it is necessarily so: this would
make them “synonyms”, in the sense of “guaranteed to be coextensional”.

Whilst the hardcore nominalist could still find something to complain about in this
reconstruction of a paraphrase for meaning-talk based on the ground level of psychological
laws, I'm not much interested here in accepting that kind of challenge. Moreover, I don’t
really think this is a really sound argument. However I think the whole structure of the
argument it supports is correct enough for us to appreciate the sort of answer the Nominalist

could respond to the challenge of modality with his thesis of naturalized epistemology.
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1.2.1.3 Predicates projection

I’ve tried to develop the idea of naturalized epistemology to its deails in order to show how
it could really represent an answer to the kripkean skepticism, but I’'m not sure I didn’t
lose the Naturalist at some point along the way: would he really be willing to endorse this
solution to the analyticity problem in epistemology? What’s for sure is that I had an easier
time drag behind me a supposed strawman than Quine himself. In my defense I have to
note that the conclusion to which I lead the argument above is not fictious at all. Indeed it
was put forward and maintained by someone how shared Quine’s urges to deal with what
Sellars called “nominalistic proclivities’@ of traditional empiricism. I'm referring to Nelson
Goodman.

It is because of these proclivities, for instance, that they were forced to face the above
inconsistency of theses A, B and C, because they couldn’t concede that empirical knowl-
edge, as manifested in propositional usage of concepts, is immediate and unacquired in the
same way as sense datas are supposed to be: they couldn’t simply reject thesis C.. I'm
not questioning this choice, nor does Sellars himself propose an argument against thesis C:
he seems to take it for granted that there are some good point lying behind certain tenets
of nominalism[™] This is why, even if Goodman’s collaboration with Quine on this topic
culminated, as it’s well knwon, in the paper they wrote together in 1947@, just one year
after Quine’s conference on Nominalism™] I'm not interested here in Goodman’s “calculus
of individuals” and its possible applications. Rather than in Goodman’s nominalism per
se, I'm interested in evaluating how he applied his tenets — which produced his nominalism
and are thus, in this sense, very similar to Quine’s — to solve the above inconsistency, and
expecially how he tried to solve the puzzle about analiticity and modality.

What I’'m interested in are the results of Goodman’s analysis of inductive inference

which is consequent to the analysis of those counterfactuals such as
If x looked red then it would be red.

The problem of counterfactuals is well known. Goodman points out two main issues about
it.

408ellars [147], p. 132.

41Ts Sellars a nominalist? There’s a vast bibliography on Sellars’s nominalism. Yet, I think the right
question to ask would be: what is it for Sellars to be a nominalist? While a proper answer to such a question
would require another book, maybe more, what Sellars thought to be the insightful core of Nominalism, if
I'm following him right as I hope, is also at play in the present discussion and can be evinced from it.

42Especially Goodman and Quine [62].

43Quine [120].
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The first one is that the specification of standard conditions has to be added to the
antecedent for the counterfactual conditional to be valid, but this procedure is not unprob-
lematic because it may reveal problems of consistency. Goodman temptatively proposes
the requirement of “cotenability” to deal with them. I'll come back to this later and I hope
I’ll be able to show how this issue is but another side of the same puzzles that originates
the second issue.

The second issue is about laws. Goodman’s idea is that countefactual conditionals have

to be supported by a general principle for them to be used in an inference:

“In order to infer the consequent of a counterfactual from the antecedent
A and a suitable statement of relevant conditions S, we make use of a gen-
eral statement; namely the generalization of the conditional having A - S for

antecedent and C for consequent.’{]

Thus the generalization supporting our above example of counterfactual conditional would
be

Vz(z looks red - S — x is red).

Now, the point is that this generalization must not be merely accidental, but has to be
lawlike. In fact, if it simply said that all things that happend to look red were red —
if it merely was a universal generalization over actual particulars —, it would be falsified
by this orange which, though it never happened to look red, if it will ever happen to
look red, wouldn’t be red nonethelesﬂ Thus, for a generalization to be lawlike it has to
deal with possible particulars. This is what convinces Goodman to focus on the analysis
of dispositional translations of counterfactual conditionals, since dispositional predicates

apply to objects not only in virtue of their actual instantiations, but also in virtue of their

4 Goodman [60], pp. 17-18.
45Here one could correctly object that if that orange would ever look red, it would be in non standard
conditions. In this sense, the problem with

Va(z looks red -S — x is red),

considered as a generalization over actual particulars, is that S may not specify the non-standardness of
the conditions in which that orange would look red, since it never looked red.

This points out that the cotenability issue and the laws issue are strictly related, as Goodman himself
recognizes in Goodman [60], p. 19:

“The problem illustrated by the example [...] is closely related to that which led us earlier
to require the cotenability of the antecedent and the relevant conditions, in order to avoid
resting a counterfactual on any statement that would not be true if the antecedent were true.”

What I want to show is why these issues are related and how they can be both solved.
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possible instantiations. Thus, for instance, the dispositional predicate “is flexible” extends
or ‘projects’ the set of actual instantiations of the manifest predicate “flexes” to the class
of possible instantiations, because while x may not actually flex because it is not actually
under suitable pressure, it is flexible because it would flex under suitable pressure. In the
same way the dispositional predicate “is red” projects the set of actual instantiations of
the manifest predicate “looks red” to the class of possible instantiations, because while x
may not actually look red because it is not actually under suitable light conditions, it is
red because it would look red under suitable light conditions.

The next step is to get clear of this relation of projection between manifest and dispo-
sitional predicates.

Let’s pause here for a moment to make our point on the map: it’s easy to realize
that, even if we are not walking on his same path, we are traveling towards Quine’s same
destination. But it’s not nominalism to make the difference: Goodman and Quine both
moved from the same starting point and, as empiricists they both had to stop in front
of the inconsistency pointed out above in Sellar’s formulation. Here the Naturalist opted
for a detour in order to get around the obstacle by declining from standard positions on
epistemology; later he could try to reach his original destination through a nominalistic
reconstruction like the one proposed above. But if one sticks to the standard epistemology,
as Goodman does, he’s forced to find a way to throw — or to ‘project’ — a bridge over the
gap between actual experience and possible experience.

Induction is the more handy tool the empiricist Goodman has at his disposal to build
such a bridge. Yet, as Goodman realizes, induction can’t provide a modal bootstrap, and
this latter insight is what makes his path parallel to Quine’s.

The problem of induction, Goodman says, has been misconceived, since it has been
construed as the problem of justifying predictions: how can we be sure that the sun will
rise tomorrow morning, given that it’s always risen till today? Hume already gave the
correct answer: we can’t. The point is rather to justify inductive inferences themselves, i.e.
to establish which inductive inferences are good inferences, in the same way as it has been
done for deductive inferences. Here is where the so called “new riddle of induction” comes
to highlight the same problem with analyticity we found above when we faced Sellars’s

question about the necessity of a definition such as

x is green =p.y x would look green to standard observers in standard con-

ditions.

What if the correct predicate to project were “grue”? How can we tell if the inductive
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inference from “x looks green” to “x is green” is valid?

Goodman thinks that the analysis of the relation of prejectibility would lead to a dis-
tinction between valid and invalid inductive inferenceﬂ. Roughly, the idea lying under
the notion of projection is to consider not only the inductive relation between a universally
quantified statement and the particular statements upon which it is established, but also
the validity of past inductively established generalizations. This, Goodman hurries to no-
tice, has not to be construed as a meta-induction on the validity of inductively established
generalizations: an induction from the actual episodes of verification of the inductively es-
tablished generalization to the validity of the generalization itself. Such a meta-induction
would manifest at the meta-level the same problems of the object-level induction. Pro-
jection is rather to be defined as an induction on second order concepts: the definition
of projection is the projection of the manifest predicate “projected” to the dispositional
predicate “projectible”, which means a generalization of the class of actually verified induc-
tively established generalizations to the class of possibly verifiable inductively established

generalizations:

“We ask not how predictions come to be made, but how — granting that

they are made — they come to be sorted out into valid and invalid. "]

From his empiricist point of view, Goodman thinks this can be done within the scientific
practices themselves: let alone the risk of mistakes, it’s possible to establish by induction on
actual projections lawlike generalizations concerning projectible predicates. In his informal
account he sketches some rules for evaluating the projectibility of predicates based on the
criteria of entrenchment: roughly, different predicates can be more or less entrenched within
a theory depending on how many times they have been already actually projected. When
conflicts arise about predicates projectibility that would produce inconsistencies within
the theory, as in the case of “green” and “grue”’, the more entrenched predicate is to be
considered the projectible one. To this basic idea some details should be added to account
for the consequences the logical relations among predicates have in their projectibility.
However vague this may be, it represents an answer to the ‘grue paradox’: obviously
“green” is a much better entrenched predicate than “grue”. Thus, in this sense, it also
represents an answer to the challenge about analyticity we posed to Goodman’s empiricism,
because the notion of projectibility is a mean to justify an account of empirical knowledge

on inductive grounds.

46 Ibid., pp. 86-87.
47 Ibid., p. 8T.
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This explains what Goodman has in mind when he writes:

“the dispositional predicate ‘is orange’ is a projection of the manifest pred-

icate ‘looks orange” [
Here again the idea can be formalized like follows

Vz [(“looks orange” is projectible A x looks orange)—z is orange|,
which is an instantiation of

VO, x [(® is projectible A ®z)—x is pr(P)],

where pr(®) is the predicate projected from .

In this sense, if a predicate is projectible, the problem of evaluating all possible particu-
lars for its extension can be discarded. In other words, since “looks orange” is a projectible
predicate, one can legitimately adopt the hypothesis, for example, that “pumpkins are
orange”, while not every possible pumpkin is orange because in some possible world the
orange-looking might be due to the prismatic effect of some particular protein pumpkins
have on their peel that makes them look orange while they are actually pink. Whenever
such a pumpkin would be found and the generalization that supports projectibility of the
manifest predicate “looks orange” would be tested against it, it would be falsified.

In fact, the crucial point to notice here, as before, is that projections may represent
predictions that might be falsified in the future: the theory of projection doesn’t tell if the
hypothesis “emeralds are green” is true, it rather tells that ‘grue paradox’ doesn’t hold. A
predicate is to be considered as projectible in virtue of its projections in possible situations,
but in virtue its actual projections and thus there are no evaluation of correctness involved

in the procedures of distinguishing projetible from unprojectible predicates.

“The reason why only the right predicates happen so luckily to have become
well entrenched is just that the well entrenched predicates have thereby become
the right ones. If our critic is asking, rather, why projections of predicates that
have become entrenched happen to be those projections that will turn out to
be true, the answer is that we do not by any means know that they will turn
out to be true.

48 Ibid., p. 56n.
91bid., pp. 98-99.
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This formally corresponds to the results of the nominalistic reconstruction of meaning-talk
we proposed for the Naturalist. There is no guardantee that the scientific practice will ever
falsify inductively established generalizations of presently projectible predicates, as there
is no guarantee that generalizations of psychology won’t ever be falsified. What entitles
both Goodman and the Naturalist to talk about empirical knowledge is that contents are
guaranteed to be counterfactually robust as far as the generalizations that supports them
have not yet been invalidated. As before, suppose now that both “looks like a rabbit” and
“looks like a gavagai” were predicates respectively projectible into “is a rabbit” and “is a
gavagai”’, and suppose that they both applied to the same class of actual particulars; then

“is a rabbit” and “is a gavagai” would be “synonyms” in the sense stated above.

1.2.2 Taking directions

The previous section highlighted the general structure of an argument which is broadly
common to the empiricism-laden reasoning when confronted with the question about mean-
ing. Its declared target is to establish a bridge from statements about particulars given
in empirical experience to conterfactually robust generalizations. The purpose is double
and the stakes are high: on the one side such a bridge would settle the question about
the status of empirical laws, on the other side it would describe an account of meaning
in descriptive terms avaliable to empiricist analysis. The main obstacle is the notion of
analyticity. The strategy to overcome it is to reduce the question about meaning identity
to the question about validity of regularities. With respect the the inconsistency stated
above in standard Empiricism’s tenets, this amounts to reject thesis A in Section
above by showing how to construct an inferential relation between experience and proposi-
tional empirical knowledge. We examined two samples of this strategy that however quite
different theoretical contents to put some flash on these same formal bones.

Now it’s time to venture an evaluation of this argument.

1.2.2.1 Myth busting

I already introduced Sellars’s criticism of ‘the Given’, so it will not be a surprise to find it
here at play against such a myth as it infests the structure of the argument just presented.
I'm not about to rehearse now the whole path through Empiricism and the Philosophy of
Mindm which, presumably, has already been well trodden by any responsible philosopher.

0Sellars [147].
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My aim is rather to show how it applies here as a part of the wider struggle Sellars
engaged with this thick mythology so unconsciously rooted in the arguments of traditional
empiricism. The other main part, as Brandom [27] began to show, is the analysis of
modality. Let me venture to approach this huge topic from the position we got here.

First of all I need to evoke another strawman, a goodmanian one this time, to support
a flawed interpretation of the theory of projection doomed to fall under sellarsian criticism.

Now, what if one, suspecting a regress, asks how to single out the class of possible
occurrences of the manifest predicate “looks orange™ The goodmanian strawman could
answer that such a justificational scruple has nothing to do with the the problem of induc-
tion and of dispositions — and thus, in our perspective, of meanings: the fact that “looks
orange” is a manifest predicate means that orange-lookings are a very special sort of partic-
ulars whose content is given. The distinction between actual and possible orange-lookings
doesn’t make any sense because, while something that looks orange here and now may look
pink under some other circumstances (in another possible world), an orange-looking can’t
be a pink-looking, ever. Notice that the fact that one can’t distinguish before certain time
t a green-looking from a grue-looking (and correspondingly that one can’t distinguish after
that certain time ¢ a blue-looking from a grue-looking) doesn’t mean, according to this
reasoning, that green-lookings are grue-lookings before ¢ (and correspondingly that blue-
lookings are grue-lookings after t): that’s why “looks grue” is to be considered a manifest
predicate.

In Empricism and the Philosophy of Mind Sellars frustrated this cartesian line of ar-
gument once and for all. Here in fact is where the mythology of the given gets exposed.
As we learned from John’s troubles with reporting colours of his ties, look-talk is not au-
thonomous from is-talk, in the sense that stating that something looks green (or grue) is
not to report an empirical fact more basic than the fact that it is green (or grue): it is
rather the way we make explicit the disavowal of the full commitment to report something
as green. The notion of projection was supposed to build a bridge from experience to
knowledge. But if this whole building has to lean against the idea that there must be
some basic empirical contents immediately given in experience, the design is flawed and
the construction must be stopped before it starts.

Notice that it is not trivial to blame our Naturalist for this sort of commitment to
the Myth of the Given: his original holism about meaning forced him to retreat from
analyticity and to take a long detour through naturalized epistemology and nominalism

to get to an account of empirical knowledge. Such an effort now seems to pay him back
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because he’s free from any commitment to immediately given contents: his '®', far from
being a manifest predicate like “looks ®”, is merely a label that sticks to things producing
certain pattern of stimulations that do not carry any content.

In this sense the main mistake in the reasoning of the goodmanian strawman would
be to slip over the distinction between green-lookings and grue-lookings. Without any
previous grasp on meanings conveyed by dispositional predicates “is green” and “is grue”,
there’s no way to make sense of such a distinction because grue-lookings are perceptively
indistinguishable from green-lookings before t. The lesson to be learned, then, would be
that meanings are underspecified with respect to observational experience: there is no
univocal way to track down conceptual contents to particular patterns of experience in
order to produce a logische Aufbau der Welt.

Thus, while the structure of the argument is equivalent, the aims of the Naturalist
are extremely less ambitious: there is no epistheme of the world to be established but
a psychological theory about how we make experience and a nominalistic reduction of
epistemological talk to psychological talk — in Sellars’s words, a reduction to a psychological
nominalismPTl His account seems to be successful in avoiding the Myth of the Given.

Unfortunately for the Naturalist, this was just the first test. First of all, it must be
noticed, this idea of a reduction to psychological nominalism is too rough to provide an
account of conceptual content: we were able to represent synonimity in terms of guaranteed
equiextensionality, but how could we introduce logical relations like negation or implica-
tion?? In this sense the Naturalist’s meaning-talk is but aping proper meaning-talk. Too
bad for this quinean strawman: Quine, after all, explicitly rejected meaning-talk. But
secondly, and crucially, there’s a deeper lurk where the Myth hides. Let me clarify this by

introducing one of Sellars’s more clear-cut representation of the Myth:

“The idea that observation ‘strictly and properly so called’ is constituted
by certain self-authenticating nonverbal episodes, the authority of which is
transmitted to verbal and quasi-verbal performances when these performances

are made ‘in conformity with the semantical rules of the language’, is, of course,

SlGellars [147], p. 160.
52Tt’s easy to see that we can’t exploit extensional framework because there are no incompatibilities in
meaning-labels, as for instance
Ve ("@'x —» ="U'z).

And there are no such incompatibilities because they are not traceable back to incompatibilities among
patterns of stimulations, in the absence of conceptual cathegorization.
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the heart of the Myth of the Given.[”|

Quine’s point is that since there’s no way to establish determinate relations from nonverbal
episodes to verbal performance that may transmit authority, verbal performances can’t be
justified in terms of semantic rules. This obviously defuses the Myth but it doesn’t get rid
of it. In fact, it shows up again as soon as another way is found to deploy the authority
of self-authenticating non verbal episodes, like, for instance, the naturalistic reduction of
epistemology to psychology. In this sense the Naturalist’s main mistake is to take for
granted the possibility to cathegorize regular pattern of stimulations as independent from
the deployment of a whole space of conceptual contents. This mistake he shares with his
real prototype, Quine himself. Notice that no cathegorization is realized by the application
of meaning-labels to things that produces certain patterns of stimulations, since that is a
nominalistically acceptable procedure that produces what Sellars would call distributive
singular terms, i.e. collective names for groups of objects or names for distributive objects]
Cathegorization is realized when these labels are embedded into lawlike generalizations with
the purpose to account for their features within a theory of psychology.

In other words, when psychology establishes laws that make explicit regularities in the
relations between patterns of stimulations and linguistic behaviour, it produces cathego-

rizations of patterns of stimulations that can be formulated as:
‘®'s do .

Notice how this matches the blindspot of extensional semantics diagnosed in Section|L.1.1.2

1.2.2.2 Strawmen and myths

The reason why I decided to argue with so many strawmen instead of real authors was
neither because I needed someone at my level to confront with nor because I felt too much
respect for the real authors to arraign them patently and hand down a sentence. I rather
needed, for the clarity and completeness of my argument, to cover some positions that
the real authors, legitimately, would have refuted to occupy. In this sense, it seems that
I've been following Sellars more closely than I admitted at first. On the one side the
unteanable position of the goodmanian strawman can be recognized in the theses Sellars
criticise in Sections 13-19 of Empiricism and the Philosophy of Mind. Yet, I think that

the real Goodman had clear enough the point about induction to avoid to fall prey of the

3Sellars [147], p. 169.
4See Sellars [154].
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Myth of the Given so naively: he explicitly maintained that the choice between concurrent
projectible predicates was not to be decided by observation] On the other side the thesis of
the quinean — or, should I say, humean, — strawman corresponds to what Sellars represents
in Sections 29-31 as a more subtle but equivalently risky trigger for the mythology of the

given:

“if we should happen, at a certain stage of our intellectual development, to
be able to classify an experience only as of the kind which could be common
to a seeing and corresponding qualitative and existential lookings, all we would
have to do to acquire a ‘direct designation’ for the kind of experience would be
to pitch in, ‘examine’ it, locate the kind which it exemplifies and which satisfies
the above description, name it — say ‘¢’ — and, in full possession of the concept

of ¢, classify such experiences, from now on, as ¢experiences.”@

Notice, as Sellars makes abundantly clear till the very last section of Empiricism and the
Philosophy of Mind, that here the problem is not with this conditional itself but with
a certain way to verify its antecedent: the idea that the ability to sort out determinate
repeatables could be taken for granted.

Now, the real Quine would have been happy to endorse this conclusion and would have
dismissed any further criticism of mine, simply by pointing me at Word and Object. And
he would have not accepted to let meanings thrown out of the door come back from the
window in Section [I.2.1.2] even after a strict nominalistic treatment: he simply wouldn’t
see the point in doing that, since he thought to have proven them to be dispensable.
This is why I needed another strawman, the Naturalist, to endorse the task to confront
patently with this blindspot. My point in doing that was to show that in his appeal
to naturalism Quine was however blind to the problem of determinate repeatables, and
that this blindspot crucially affects the premises of his argument for the indeterminacy
of translation”} What he couldn’t see is that the very logical space of repeatables comes
together with their determinations. Thus the the failure of the linguist’s work in the field
follows from the description of a procedure for generating alternative ways to reidentify
competing determinations of repeatables: first a certain determination of repeatables is
identified in the native’s language, then an alternative determination of those repeatables is

provided in the linguist’s language, and at last the identity between the two determinations

5 Goodman [60], p.98-99.
6Sellars [147], pp. 156-157.
TFor the diagnosis of this blindspot I refer to §30 of Sellars [147] and to Brandom [14], pp. 409-412.
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is projected again into the native’s language. But this procedure crucially hinges on the
assumption that the whole logical space of particulars as acknowledged by the interpreter,
with its sortals and the relations among them, can be projected to the speaker.

The proclivity not to question this assumption is but the form the Myth of the Given

assumes in truthfunctional extensional semantics.

1.3 Modality without analyticity

1.3.1 Recourse to intensions

The reader who ran through all the previous sections may be convinced by now that
modality is not only crucially involved in meaning-talk, but also that it has to be embedded
in any theory of knowledge. And yet whoever is enough acquainted with the current
analysis of modality will presumably refuse to consider this a really problematic remark.
Has not Kripke already shown how to handle modality? Don’t we have at our disposal
technical tools, like possible worlds semantics and its developments, suitable enough to
handle tightly that intensional part of meaning which is responsible for the bundle of
problems we have been dealing with in the previous sections? We have seen that Hume’s
and Quine’s arguments against modality were wrong, but is there something else? I think

there is.

1.3.1.1 Kripke on ‘extensionalizing’ intensions

To begin with let me borrow from Brandom the following analysis of Kripke’s contribution:

“Kripke’s provision of a complete extensional semantic metavocabulary for
intensional modal logical vocabulary |...| is an adequate response to worries
stemming from the extensional character of the logical vocabulary in which

semantics had been conducted.’P

I suggest, then, that maybe the grasp we have on modality seems so tight because it
follows from a representation of intensionality in extensional terms and the adequacy of
this representation is evaluated within the perspective of extensional semantics itself. This
may be clear enough not to surprise anyone, untill it is shown that the perspective of

extensional semantics itself may not be fully adequate. Now, since we’ve just cast some

>8Brandom [23], p. 94.
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doubts on this very extensional account of semantics, it’s worth questioning our extensional
representation of intensionality as well.
Kripke’s formal point is well known and easy to state. Given a system of modal logic,

an identity predicate can be introduced by adding to its axioms

11 z =2

12 2=y —(¢—¢lz/y])

where in 12 Leibniz’s principle of indiscernibility of identicals can be recognized.

In this system the following is a theorem:
LIl z=y—-[r= jﬂ

The theory of rigid designation is the consequence Kripke derived from (LI) in semantics:
this is the door through which intensions can be welcome in the extensional framework.
And yet, the plausibility of rigid designation is not obvious, and there are those like Quine,
paradigmatically, who are not willing to welcome intensions at all and who think that the
door should be shut even at the price of renouncing to modal logic. After all, there are
several reasons not to be content even with the burden of assumption the formal apparatus
of modal logic forces to accept.

Rather than bog down into the debate about reference in semantics, let me try to
propose a bird’s-eye view on the whole picture possible worlds semantics. It will provide a
rough definition of the details, but, I hope, it will make easier to trace the outline of how
conceptual content is represented in this account.

From an empiricist point of view, there are two main sorts of complaints against quan-
tified modal logic: (i) the ontological issue about the status of the possible worlds and
(ii) the epistemological issue about how we can know things about them. As David Lewis
made clear in his characteristic provocative way, issue (ii) is the main and more problem-
atic one. In assuming Leibniz’s Law as an axiom in 12, Kripke forces his system to grant
susbtitutivity salva veritate of coreferential expressions, and this implies that coreference
has to be fixed independently of intensional variability: given that intensional variability
is represented as possible worlds variability, it implies that reference is to be considered as

modally robust.

59Proof.
1) z=y—->([z=z-Ox=y) I2
(2) r=2— (r=y—->0Ox=y) Predicate Calculus
3) Or==x I1 Nec
4) z=y—Dr=y (2)(3) MP
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But what does it mean to consider reference as modally robust? It means to introduce
a sharp distinction between two sorts of vocabularies, two sorts of modalities and two sorts
of knowledge: in epistemic terms it is a distinction between the knowledge of substances
and the knowledge of accidents, in modal terms it is a distinction between metaphysical
modality and epistemic modality, in semantic terms it is a distinction between the modally
robust vocabulary of rigid designators and the modally variable vocabulary of descriptive
designators. Intensions are regained in the extensional semantics by separating their role as
means to fix the reference from their role as means to represent cognitive value: reference
is fixed independently of cognitive value.

Then, if the modal character of conceptual content has to be vindicated according to
this account of modality, it seems that we are forced to a stark choice: either we stick to
metaphysical modality and we give up on epistemic modality or we stick to conceptual
content we give up on modality itself (compare with the stark choice presented in Section
1.1.1)).

On the one side, Kripke contrasted the modally constant interpretation function of
some non descriptive vocabulary with the modally variable intepretation function of some
descriptive vocabulary. Analyticity and necessity were bound to the the former part of

vocabulary, the vocabulary of rigid designators. Thus notoriously
Hesperus = Phosphorus = Necessarily (Hesperus = Phosphorus)

i.e. if Hesperus is Phosphorus then Hesperus is Phosphorus from the beginning till the end
of time, in any possible world.
The epistemic dimension of aprioricity was abandoned to the intensional variability of

descriptive vocabulary, thus
Saul believes that the morning star is the evening star

can be false, because Saul may not know how things are. Too bad for Saul.

In this way Kripke made room for a new sort of a posteriori necessity for those cases
in which constant interpretation functions would be discovered to be the same function,
i.e. those cases in which two referential causal chains would be discovered to be originated
by the same initial baptism. No hope for descriptive vocabulary to be modally robust
since its interpretation may vary along possible worlds and these can’t be all checked
even a posteriori. Then if conceptual content is to be found in descriptive vocabulary, no

conceptual (non-extensional) necessity is available.
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On the other side, if one refutes to distinguish different referential behaviour of parts of
vocabulary then he can’t appeal to any modal distinction to handle intensional variability
of conceptual content. This is Quine’s position: for logical reasons he only recognizes
the descriptive referential behaviour and maintains that singular terms are better to be

eliminated and substituted with quantified statements:

“Ultimately the objects referred to in a theory are to be accounted not as the

things named by the singular terms, but as the variables of quantification.”P|

He also rejects the essentialism he sees as springing from the distinction among different

ways to specify referents:

“This means adopting an invidious attitude toward certain ways of uniquely
specifying z [...| and favouring other ways [...| as somehow better revealing the
‘essence’ of the object.”]

Now, the only way to regain the extensional grasp on the intensional variability of con-
ceptual content would be to establish a corresponding distinction in epistemic terms. But
if one reject the synthetic / analytic as well, as Quine does, no hope is left for a modal

account of conceptual content.

1.3.2 Revisable analyticity

So the rejection of the synthetic / analytic distinction plays a pivotal role in the argument
for the rejection of modality. But what if one is not fully convinced by Quine’s arguments
against such a distinction? This suggests that maybe a third way can be found out of the
above dilemma between the renounce to an extensional analysis of conceptual content and

the renounce to an extensional analysis of modality.

1.3.2.1 Going normative

Lance and Hawthorne, with their precious work on the normativity of meaning, The Gram-
mar of MeaningP? describe a possible path. They are not really concerned with modality

per se, but with normativity, their main thesis being:

60Quine [124], pp. 144-145. See also Quine [121].
61Quine [124], p. 155.
62Lance and O’Leary-Hawthorne [82].
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“|A] claim of the form *S; means Sy’ licenses a pair of inferences: from S; to
Sy and from Sy to S;. [...] That meaning claims offer inference licenses suggests
that while they do not report a descriptive regularity as the description picture

would have us believe, they do state a normative property.|

Thus, their first crucial move is to adopt from the beginning a normative representation of
semantics, and this makes their work particularly important for our discussion here, since it
can be used as an advanced platform for a first recognition of the relatively unexplored land
we want to colonize. It must be acknowledged, however, that this platform leans on the
imposing but potentially controversial pillar built by Robert Brandom’s deep analysis of
language and normativity in his Making it Ezplicif®’} one main component of this analysis
is the adoption of an inferentialist semantics, which is what makes sense of the above
construal of meaning statements as making explicit inferential rules. To accept all this
obviously implies a huge step beyond the standard representational account of meaning,
but I choose here to postpone any proper evaluation of this framework till Chapter (3| I have
three reasons to do that: first, here I want to stick to the question about modal character
of conceptual content and focus on some consequences this move has on this issue; second,
Lance and Hawthorne themselves deploy the normative account of meaning before they
evaluate its foundations; third, I think that while Lance and Hawthorne decisively opt
for a normative account of meaning, they keep a certain standard understanding of their
choice and this eventually limits the range of their insights so that they fall prey of some
of the old misunderstandings. Let’s keep following Lance and Hawthorne without further
ado then.

To begin with, it must be noticed that even in this normative framework the founda-
tional problem of the ‘bedrock’ can’t be discharged for free. At first glance it may seem
that since normative properties articulate justifications, then the ‘bedrock’ of justificational
space has to be the limit of meaning analysis, but this reasoning actually does presuppose
rather than explain a certain account of the norms that regulate successful justifications.
Meanings are now represented directly in terms of normative rules of inference, but what
does really prevent the contents of these rules to be underdetermined with respect to facts
about meaning, even if these are normative facts? In this sense Quine’s indeterminacy of
translation thesis is still an unavoidable test bed for Lance and Hawthorne’s approach. It

is an easy test, though, for anyone standing on Brandom’s shoulders.

% Ihid., pp. 58-59.
64Brandom [14].
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Doubts against Quine’s main argument for this thesis were raised already at the end
of Section [1.2.2.2] but here it’s worth quickly reconsidering it in its bare structure. The
indeterminacy of translation follows from two premises: the first one establishes epistemic
holism, while the second provides a way to describe facts about meanings. Quine’s favourite
theses to support this latter premise are verificationism and behaviorism: verificationism,
in a broad sense, describes facts about meaning as testable dispositions to react possessed
by things in the world, behaviorism describes facts about meaning as verbal dispositions
to behave possessed by members of a speech community. Lance and Hawthorne deal with
Quine’s arguments against analyticity and his thesis about indeterminacy at length®} by
exploiting Brandom [I4]’s normative account of meaning, they argue that, since meaning
claims institute norms rather than describing practices, no question of inderdeterminacy
can be raised. This claim is coarse indeed, but I'll postpone the careful analysis it deserves
to Chapter 8] Here let’s just be content with acknowledging it and move on. Once the
result is established, Lance and Hawthorne hurry to reverberate it on Quine’s preferred
ground of analysis, the relation between semantics and epistemology. In fact their second
move is to make room for a weakened synthetic / analytic distinction with a pragmatic
flavour. They maintain that since Quine raises complaints against analyticity only to the
extent that it teams with aprioricity and epistemic privilege in an holistic picture, it can
be rescued from his criticism by showing how it can avoid bad companies. Then they ask
a non quinean question: what does it mean to freat a claim as analytic?@ The answer is

purported to treasure some insights of Wittgenstein’s analysis of linguistic practices in On

Certaintyﬁ]:

“[Analytic sentences| are sentences against which bare challenges are, de
jure, not in order. Their special and central status in our language game consists
primarily in this: that challengers are forbidden to demand evidence without

first supporting some claim inco