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Abstract 

In the field of astro- and prebiotic chemistry, the building blocks of life, which are 

molecules composed of more than 6 atoms, are called Complex Organic Molecules (COMs). 

Their appearances on the early inorganic Earth is therefore one of the major issues faced by 

researchers interested in the origin of life. In this thesis, split into three parts, the main 

purpose is to show how different COMs are formed in interstellar medium (ISM), using 

computational chemistry. 

The first part focuses mainly on preliminary studies aiming at evaluating the 

appropriate level of theory to use to perform studies of formation reactions. First, a 

comprehensive benchmark of C≡N stretching vibrations computed at harmonic and 

anharmonic levels is reported with the goal of proposing and validating a reliable 

computational strategy to get accurate results for this puzzling vibrational mode, involved in 

biological molcules, without any ad hoc scaling factor. Anharmonic calculations employing 

second-order vibrational perturbation theory provide very good results when performed 

using the B2PLYP double-hybrid functional, in conjunction with an extended basis set and 

supplemented by semiempirical dispersion contributions. For larger systems, B2PLYP 

harmonic frequencies, together with B3LYP anharmonic corrections, offer a very good 

compromise between accuracy and computational cost without the need of any empirical 

scaling factor. As a second step, transition metal complexes are considered. Even though they 

have not been of primary importance in ISM so far, it is always useful to investigate a various 

range of compounds. Here, a quantum mechanical investigation on the luminescence 

properties of several mono- and dinuclear platinum(II) complexes and on an iridium(III) (d6 

metal) complex is exhibited. The electronic structures and geometric parameters are briefly 

analyzed together with the absorption bands of all complexes. In all cases agreement with 

experiment is remarkable. Emission (phosphorescence) spectra from the first triplet states 

have also been investigated by comparing different computational approaches and taking 

into account also vibronic effects. Once again, agreement with experiment is good, especially 

using unrestricted electronic computations coupled to vibronic contributions. Together with 

the intrinsic interest of the results, the robustness and generality of the approach open the 
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opportunity for computationally oriented chemists to provide accurate results for the 

screening of large targets which could be of interest in molecular materials design.  

In the second part, new insights into the formation of several interstellar species of great 

relevance in prebiotic chemistry are provided by electronic structure and kinetic 

calculations. Cyanomethanimine isomers, formamide, glycolaldehyde and acetic acid are 

considered. (i) Concerning the first one, a full thermodynamic and vibrational investigation 

of C-cyanomethanimine isomers rooted into the Density Functional Theory (DFT) and the 

second-order vibrational perturbation theory (VPT2) is reported first. It is shown that an 

anharmonic treatment affects dramatically the vibrational behavior of the molecules, 

especially thanks to the inclusion of interaction terms between the various modes. 

Furthermore, the equilibrium constant between the isomers, as well as the rate constant, 

have been obtained at both harmonic and anharmonic levels showing, as expected, slight but 

non-negligible differences. Then, in order to solve the formation issue, the reaction CN + 

CH2=NH has been envisaged. This reaction is a facile formation route of Z,E-C-

cyanomethanimine, even under the extreme conditions of density and temperature typical of 

cold interstellar clouds. E-C-cyanomethanimine has been recently identified in Sgr B2(N) in 

the Green Bank Telescope (GBT) PRIMOS survey and no efficient formation routes had been 

envisaged so far. The rate coefficients for the reaction channel show that the E-C-

cyanomethanimine should be formed with a slightly lower yield than Z-C-cyanomethanimine. 

As the detection of E-isomer is favored due to its larger dipole moment, the missing detection 

of the Z-isomer can be due to the sensitivity limit of the GBT PRIMOS survey and the detection 

of the Z-isomer should be attempted with more sensitive instrumentation. The CN + CH2=NH 

reaction can also play a role in the chemistry of the upper atmosphere of Titan where the 

cyanomethanimine products can contribute to the buildup of the observed nitrogenrich 

organic aerosols that cover the moon. (ii) Concerning formamide, several pathways of the OH 

+ CH2=NH and NH2 + H2CO reaction channels have been investigated. The results show that 

both reaction channels are essentially barrierless (in the sense that all relevant transition 

states lie below or only marginally above the reactants) and once tunneling is taken into 

proper account indicate that the reaction can occur under the low temperature conditions of 

interstellar environments. However, the OH + CH2=NH reaction tends to lead preferentially 
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to other products of prebiotic interest. Molecular deuteration has proven to be, in other cases, 

an efficient way to validate a synthesis route for molecules. For formamide, new published 

observations show that its three deuterated forms have all the same deuteration ratio. 

Following the work on the gas-phase formamide formation via the reaction NH2 + H2CO, new 

calculations of the rate cofficients for the production of monodeuterated formamide through 

the same reaction are presented, starting from monodeuterated NH2 or H2CO. The results of 

this new computations show that, at the 100 K temperature of the spot of interest, the rate of 

deuteration of the three forms is the same, within 20%. On the contrary, the reaction between 

non-deuterated species proceeds three times faster than that with deuterated ones. These 

results confirm that a gas-phase route for the formation of formamide is perfectly in 

agreement with the available observations. In order to further corroborate the results, new 

interferometric observations of formamide towards a recently shocked region near a young 

solar-type protostar is also reported. The new images of the molecular line emission show 

the spatial segregation of formamide with respect to other organic species. These 

observations, coupled with a chemical modelling analysis, provide new evidence that this 

potentially crucial brick of life can be efficiently formed in gas-phase around Sun-like 

protostars. (iii) Concerning glycolaldehyde and acetic acid, the precursors O(3P) and 

hydroxyethyl radicals were considered (⦁CH2CH2OH for glycolaldehyde and CH3⦁CHOH for 

acetic acid). Two reaction paths were obtained and the resulting rate constants show not only 

that they are viable in ISM, but also that when included in an astrochemical model, the 

obtained abundances for glycolaldehyde also match well the observed ones. In the case of 

acetic acid, the predicted abundances are too high compared to the observed ones.  

To finish, the third part brings several miscellaneous studies together. The first one 

consists in a quick investigation on the glutamine rotamers, including the interconversion 

paths from one to the another. As far as it is concerned, the second one focuses on 

esterification in gas-phase. By mixing primary and secondary alcohols with carboxylic acids 

just before the supersonic expansion within pulsed Fourier transform microwave 

experiments, only the rotational spectrum of the ester was observed. However, when formic 

acid was mixed with tertiary alcohols, adducts were formed and their rotational spectra 

could be easily measured. Quantum mechanical calculations were therefore performed to 
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interpret the experimental evidence and the results are exhibited here. Finally, in the last 

study, the 1:1 complexes of ammonia with pyridine (i) and of tert-butyl alcohol with 

difluoromethane (ii) have been characterized by using state-of-the-art quantum-chemical 

computations combined with pulsed-jet Fourier-Transform microwave spectroscopy. (i) The 

computed potential energy landscape pointed out the formation of a stable σ-type complex, 

which has been confirmed experimentally: the analysis of the rotational spectrum showed 

the presence of only one 1:1 pyridine – ammonia adduct. The rotational spectrum provided 

the proof that the two molecules form a σ-type complex and that they are held together by 

both a N-H···N and a CH···N bond. This work represents the first application of an accurate 

and yet efficient computational scheme, designed for the investigation of small biomolecules, 

to a molecular cluster. Among the results obtained, the dissociation energy (BSSE and ZPE 

corrected) has been estimated to be 10.9 kJ·mol-1. (ii) The computed potential energy 

landscape pointed out the formation of three stable isomers. However, the very low 

interconversion barriers explain why only one isomer, showing one O-H∙∙∙F and two C-H∙∙∙O 

weak hydrogen bonds, has been experimentally characterized.  
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Introduction 

How did life appear on an originally inorganic Earth? This is the main question which 

is faced by prebiotic chemists and astrochemists. As a rocky planet, Earth is mostly composed 

of rocks and metals and at its early stages, no organic compound could be found at its surface. 

However, between 3.8 and 4.1 billion years ago, life arose. In order for it to appear, the 

presence of water was mandatory. This explains why its origin on Earth has been widely 

investigated.1–4 Two main scenarios emerged from these studies: an extraterrestrial origin 

hypothesis and an out-gassing scenario. The first one would consist in an arrival of water on 

Earth carried by comets or asteroids while the second implies that water was already present 

inside Earth during its formation and was released by volcanic activity. In the field of 

prebiotic chemistry and astrochemistry, the simplest organic building blocks for life, such as 

amino or nucleic acids and their possible precursors, are called Complex Organic Molecules 

(COMs) and usually contain up to around 10 atoms. Considering that many of these species 

have been detected in the interstellar medium (ISM), the most widespread hypothesis to 

explain how they were brought to Earth involves a transportation of these compounds on 

comets or asteroids,5–8 like in the first scenario for the origin of water. The Rosetta spacecraft 

was recently able to detect some COMs in the dust surrounding its target comet (67p), which 

strengthens the argument that the building blocks of life itself may have come from icy space 

rocks.9 As an example of these COMs, one could cite formamide, the simplest amide, which 

can be considered a precursor in the abiotic amino acid synthesis and perhaps also that of 

nucleic acid bases.10–12 It can be therefore considered as a central compound that could 

connect both metabolism –conversion of energy, ruled by proteins– and genetics –passage of 

information, ruled by DNA and RNA–. Glycolaldehyde and glycine are also of major 

importance as the first detected interstellar sugar molecule and amino acid, respectively. 

Indeed, as glycolaldehyde has been detected in ISM,13 glycine has been found in comets and 

asteroids.14  

The question of their formation is thus a burning issue. As a matter of fact, two main 

theories are now discussed to explain how chemical reactions can occur at very low densities 

–pressure– and temperature environments: dust grain and gas phase chemistry. The first one 

relies on surface reaction mechanisms and can allow to lower some reaction barriers –which 
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could have kept the reaction from happening at very low temperatures– and to ease the 

encounter between reactants –which can be difficult at very low pressures–. However, this 

theory faces some major issues, such as the adsorption/desorption mechanisms. Indeed, if 

we take a look at the formation of methanol for example, it is commonly believed that it 

occurs on the surface of dust grains.15,16 Yet, this molecule was detected also in gas phase in 

several cold and dark zones where no thermal desorption or photodissociation can 

follow.17,18 This problem led to doubt this surface formation mechanism. In order to avoid 

those problems, one can consider the second theory: gas-phase reaction routes. In that case, 

there is not any desorption to consider but the proposed reaction mechanisms cannot involve 

any barrier and the only available energy is the one issuing from the reactants. Furthermore, 

no three body collision can be envisaged. This work will focus exclusively on gas-phase 

reactions. 

The formation of COMs in ISM is a very complicated topic that requires three different 

types of expertise: observation, experiments and theoretical calculations. Astronomers, 

experimental and theoretical chemists should therefore work together in order to match the 

different locations where some compounds can be detected with the possible formation 

mechanisms. Another obstacle that can arise is the difficulty of reproducing experimentally 

the harsh conditions of the interstellar medium; accordingly, theoretical calculations are 

mandatory. It is then possible, once the reaction channels issuing from reactants are 

determined, to calculate as well the reaction rates for the formation of the products 

depending on the temperature. With these reaction rates, some astrochemical models are set 

up in order to obtain calculated abundances of the products, which are then feasibly 

compared with measured abundances in zones that can exhibit different temperatures. 

Kinetics and transition state theory 

Chemical kinetics is the study of rates of chemical processes. These reaction rates for 

a reactant or a product can explain how quickly a reaction takes place. They strongly depend 

on several factors, including temperature, pressure and concentration. 

When considering the basic reaction: 

aA + bB → cC + dD 
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The reaction rate can be defined as: 

𝑟 = −
1

𝑎

𝑑[𝐴]

𝑑𝑡
= −

1

𝑏

𝑑[𝐵]

𝑑𝑡
=

1

𝑐

𝑑[𝐶]

𝑑𝑡
=

1

𝑑

𝑑[𝐷]

𝑑𝑡
 

where [X] stands for the concentration of X. 

It is also possible to consider the rate equation, a mathematical expression that links the rate 

of a reaction to the concentrations of the reactants, of the form:  

𝑟 = 𝑘(𝑇)[𝐴]𝑛[𝐵]𝑚 

here, n and m are the reaction orders, which can be different from the stoichiometric 

coefficients and depend on the reaction mechanism. k(T), as far as it is concerned, is the 

reaction rate coefficient, or rate constant. It is not really a constant because it depends on the 

temperature, often described by the Arrhenius equation: 

𝑘(𝑇) = 𝐴𝑒−
𝐸𝑎
𝑅𝑇  

where A is a pre-exponential factor, R is the gas constant and Ea the activation energy of the 

reaction.  

In order to understand the physical meaning of Ea, one should consider the transition 

state theory. This theory is based on three basic ideas: 

(i) Rates of reaction can be studied by examining activated complexes near the saddle 

point of a potential energy surface, the details of how these complexes are formed 

not being important. The saddle point is called the transition state (TS). 

(ii) The activated complex is in quasi-equilibrium with the reactant molecules. 

(iii) The activated complex can convert into products, and kinetic theory can be used 

to calculate the rate of this conversion. 

In the particular case exhibited in Figure 1a, this single-step reaction is exothermic since 

the energy of the products is lower than the energy of the reactants. The endothermic 

reaction (products higher in energy than reactants) could have been considered as well. In 

both cases, the TS is always higher in energy than both reactants and products. One can also 

consider multi-step reactions, such as shown in Figure 1b. Here, all TSs are more energetic 

than both minima (reactants, reaction intermediates, products) they link.  

(1) 

(2) 

(3) 
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a 

 

b 

Figure 1. Basic reaction coordinates diagrams. 

Theoretical details 

Most of the calculations presented here are based on the Density Functional Theory 

(DFT). 

The Schrödinger equation 

In quantum chemistry, the ultimate goal is to solve the time-independent non-

relativistic Schrödinger equation: 

�̂�𝛹𝑖(𝑥1⃗⃗  ⃗, 𝑥2⃗⃗⃗⃗ , … , 𝑥𝑁⃗⃗ ⃗⃗  , 𝑅1
⃗⃗⃗⃗ , 𝑅2

⃗⃗ ⃗⃗ , … , 𝑅𝑀
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⃗⃗⃗⃗ , 𝑅2
⃗⃗ ⃗⃗ , … , 𝑅𝑀

⃗⃗ ⃗⃗  ⃗) 

Ψ being the wave function and �̂� the Hamiltonian for a system that consists in M nuclei and 

N electrons. Starting from here, atomic units are used. 
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here, the first two terms describe the kinetic energy of the electrons and nuclei while the 

three following terms represent the attractive electrostatic interaction between the nuclei 

and the electrons, the repulsive potential due to the electron-electron and nucleus-nucleus 

interactions. 

In order to simplify Eq. 2, one can use the Born-Oppenheimer approximation that 

considers the electrons moving in the field of fixed nuclei. It is based on the fact that the 

masses of electrons are much lower than the masses of nuclei, which leads the latter to move 

much slower than the former. Thanks to this approximation, the nuclear kinetic energy is 
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zero and the potential energy of nuclei is merely a constant, which reduces the electronic 

Hamiltonian to: 

�̂�𝑒𝑙𝑒𝑐 = −
1

2
∑∇𝑖

2
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𝑖=1

− ∑ ∑
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1
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𝑁
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= �̂� + �̂�𝑁𝑒 + �̂�𝑒𝑒 

The solution of the Schrödinger equation using �̂�𝑒𝑙𝑒𝑐 is the electronic wave function Ψelec and 

the electronic energy Eelec. The total energy Etot is then the sum of Eelec and Enuc, the constant 

nuclear repulsion term. 

�̂�𝑒𝑙𝑒𝑐𝛹𝑒𝑙𝑒𝑐 = 𝐸𝑒𝑙𝑒𝑐𝛹𝑒𝑙𝑒𝑐  

𝐸𝑡𝑜𝑡 = 𝐸𝑒𝑙𝑒𝑐 + 𝐸𝑛𝑢𝑐  where   𝐸𝑛𝑢𝑐 = ∑ ∑
𝑍𝐴𝑍𝐵

𝑅𝐴𝐵

𝑀
𝐵>𝐴

𝑀
𝐴=1  

The variational principle for the ground state 

When a system is in the state Ψ, the expectation value of the energy is given by: 

𝐸[𝛹] =
⟨𝛹|�̂�|𝛹⟩

⟨𝛹|𝛹⟩
   where   ⟨𝛹|�̂�|𝛹⟩ = ∫𝛹∗ �̂�𝛹𝑑𝑥  

The variational principle states that the energy computed from a guessed Ψ is an 

upper bound to the true ground-state energy E0. Full minimization of the functional E[Ψ] with 

respect to all allowed N-electron wave functions will give the true ground state Ψ0 and energy 

E[Ψ0] = E0, that is: 

𝐸0 = 𝑚𝑖𝑛Ψ→N𝐸[Ψ] = 𝑚𝑖𝑛Ψ→N⟨Ψ|�̂� + �̂�𝑁𝑒 + �̂�𝑒𝑒|Ψ⟩ 

For a system of N electrons and given nuclear potential Vext, the variational principle 

defines a procedure to determine the ground-state wave function Ψ0, the ground-state energy 

E0[N,Vext], and other properties of interest. It needs to be noted that Ψ0 must be antisymmetric 

with respect to electrons. In other words, the ground state energy is a functional of the 

number of electrons N and the nuclear potential Vext: 

𝐸0 = 𝐸[𝑁, 𝑉𝑒𝑥𝑡] 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 
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The Hartree-Fock approximation 

Supposing that Ψ0 is approximated as an antisymmetrized product of N orthonormal 

spin orbitals 𝜓𝑖(𝑥 ), each a product of a spatial orbital 𝛷𝑘(𝑟 ) and a spin function σ(s) = α(s) 

or β(s), the following Slater determinant is obtained: 

Ψ0 ≈ Ψ𝐻𝐹 =
1

√𝑁!
||

𝜓
1
(𝑥 1) 𝜓

2
(𝑥 1)

𝜓
1
(𝑥 2) 𝜓

2
(𝑥 2)

… 𝜓
𝑁
(𝑥 1)

… 𝜓
𝑁
(𝑥 2)

⋮ ⋮
𝜓

1
(𝑥 𝑁) 𝜓

2
(𝑥 𝑁)

⋱ ⋮

… 𝜓
𝑁
(𝑥 𝑁)

|| 

The Hartree-Fock approximation is the method whereby the orthogonal orbitals ψi 

are searched to minimize the energy for this determinantal form of  Ψ0: 

𝐸𝐻𝐹 = 𝑚𝑖𝑛𝐸𝐻𝐹→𝑁𝐸[Ψ𝐻𝐹] 

The expected value of energy EHF using the Hamiltonian operator is given by: 

𝐸𝐻𝐹 = ⟨𝛹𝐻𝐹|�̂�|𝛹𝐻𝐹⟩ = ∑𝐻𝑖 +
1

2

𝑁

𝑖=1

∑ (𝐽𝑖𝑗 + 𝐾𝑖𝑗)

𝑁

𝑖,𝑗=1

 

 

with: 

𝐻𝑖 = ∫𝜓
𝑖
∗(𝑥 ) [−

1

2
∇2 + 𝑉𝑒𝑥𝑡(𝑥 )]𝜓𝑖

(𝑥 )𝑑𝑥  

which defines the contribution due to the kinetic energy and the electron-nucleus attraction. 

𝐽𝑖𝑗 = ∫∫𝜓𝑖(𝑥1⃗⃗  ⃗)𝜓𝑖
∗(𝑥1⃗⃗  ⃗)

1

𝑟12
𝜓𝑗

∗(𝑥2⃗⃗⃗⃗ )𝜓𝑗(𝑥2⃗⃗⃗⃗ )𝑑𝑥1⃗⃗  ⃗𝑑𝑥2⃗⃗⃗⃗  

are the Coulomb integrals and 

𝐾𝑖𝑗 = ∫∫𝜓𝑖
∗(𝑥1⃗⃗  ⃗)𝜓𝑗

∗(𝑥1⃗⃗  ⃗)
1

𝑟12
𝜓𝑖(𝑥2⃗⃗⃗⃗ )𝜓𝑗(𝑥2⃗⃗⃗⃗ )𝑑𝑥1⃗⃗  ⃗𝑑𝑥2⃗⃗⃗⃗  

are the exchange integrals. 

𝐽𝑖𝑗 ≥ 𝐾𝑖𝑗 ≥ 0 and 𝐽𝑖𝑖 = 𝐾𝑖𝑖 

The minimization of the energy functional of Eq. 11, together with the normalization 

conditions ∫𝜓𝑖
∗(𝑥 )𝜓𝑗(𝑥 ) 𝑑𝑥 = 𝛿𝑖𝑗 lead to the Hartree-Fock differential equations: 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 
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𝑓𝜓𝑖 = 𝜖𝑖𝜓𝑖  , i=1, 2, …, N 

The Fock operator 𝑓 is an effective one-electron operator defined as: 

𝑓 = −
1

2
∇𝑖

2 − ∑
𝑍𝐴

𝑟𝑖𝐴

𝑀

𝐴

+ �̂�𝐻𝐹(𝑖) 

The first two terms represent the kinetic energy and the potential energy due to the 

electron-nucleus attraction. �̂�𝐻𝐹(𝑖), as far as it is concerned, is the Hartree-Fock potential 

operator, the average repulsive potential experienced by the ith electron due to the remaining 

N-1 electrons, and is given by: 

�̂�𝐻𝐹(𝑥1⃗⃗  ⃗) = ∑(𝐽𝑗(𝑥1⃗⃗  ⃗) − �̂�𝑗(𝑥1⃗⃗  ⃗))

𝑁

𝑗

 

with the Coulomb operator 𝐽 that represents the potential an electron at position 

𝑥 1experiences due to the average charge distribution of another electron in spin orbital ψj, 

defined as: 

𝐽𝑗(𝑥1⃗⃗  ⃗) = ∫|𝜓𝑗(𝑥2⃗⃗⃗⃗ )|²
1

𝑟12
𝑑𝑥2⃗⃗⃗⃗  

and �̂� that is the exchange contribution to the HF potential and is defined through its effect 

when operating on a spin orbital: 

�̂�𝑗(𝑥1⃗⃗  ⃗)𝜓𝑖(𝑥1⃗⃗  ⃗) = ∫𝜓𝑗
∗(𝑥2⃗⃗⃗⃗ )

1

𝑟12
𝜓𝑖(𝑥2⃗⃗⃗⃗ )𝑑𝑥2𝜓𝑗 (𝑥1⃗⃗  ⃗) 

The HF potential is non-local and depends on the spin orbital. Therefore, the HF 

equations must be solved self-consistently. Moreover, the Koopman's theorem provides a 

physical interpretation of the orbital energies: it states that the orbital energy εi is an 

approximation of minus the ionization energy associated with the removal of an electron 

from the orbital ψi, i.e. 𝜖𝑖 ≈ 𝐸𝑁 − 𝐸𝑁−1
𝑖 = −𝐼𝐸(𝑖). 

The electron density 

The electron density 𝜌(𝑟 ) is a central property in DFT and is defined as the integral 

over the spin coordinates of all electrons and over all but one spatial variables. It determines 

the probability of finding an electron (among the N) within the volume element 𝑑𝑟 . 

(15) 

(16) 

(17) 

(18) 

(19) 
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𝜌(𝑟 ) = 𝑁 ∫…∫|𝛹(𝑥 1, 𝑥 2, … , 𝑥 𝑁)|2𝑑𝑠1𝑑𝑥2⃗⃗⃗⃗ …𝑑𝑥𝑁⃗⃗ ⃗⃗   

𝜌(𝑟 ) is a non-negative function of only the three spatial variables (as opposite to Ψ, that 

depends on 4N variables) that vanishes at infinity and integrates to the total number of 

electrons: 

𝑙𝑖𝑚𝑟 →∞𝜌(𝑟 ) = 0  ∫𝜌(𝑟 )𝑑𝑟 = 𝑁 

At any position of an atom, the gradient of 𝜌(𝑟 ) has a discontinuity and a cusp results: 

𝑙𝑖𝑚𝑟𝑖𝐴→0[∇𝑟 + 2𝑍𝐴]�̅�(𝑟 ) = 0 

where Z is the nuclear charge and �̅�(𝑟 ) the spherical average of 𝜌(𝑟 ). 

The asymptotic exponential decay for large distance from all nuclei leads to this 

approximation: 

𝜌(𝑟 )~exp[−2√2𝐼|𝑟 | where I is the exact ionization energy 

The Thomas-Fermi model 

This model can be considered the first density functional theory. It is based on the 

uniform electron gas and uses the following functional for the kinetic energy: 

𝑇𝑇𝐹[𝜌(𝑟 )] =
3

10
(3𝜋2)

2
3⁄ ∫𝜌

5
3⁄ (𝑟 )𝑑𝑟  

The approximate energy of an atom is then obtained using the classical expression for 

the nuclear-nuclear potential and the electron-electron potential: 

𝐸𝑇𝐹[𝜌(𝑟 )] =
3

10
(3𝜋2)

2
3⁄ ∫𝜌

5
3⁄ (𝑟 )𝑑𝑟 − 𝑍 ∫

𝜌(𝑟 )

𝑟
𝑑𝑟 +

1

2
∫∫

𝜌(𝑟 1)𝜌(𝑟 2)

𝑟12
𝑑𝑟 1𝑑𝑟 2 

This energy is completely given in terms of electron density. 

In order to determine the correct density to be included in Eq. 25, a variational 

principle is employed. The ground state of the system is assumed to be connected to the 𝜌(𝑟 ) 

for which the energy is minimized under the constraint of ∫𝜌(𝑟 )𝑑𝑟 = 𝑁. However, this 

variational principle is not necessarily justified. 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 
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The first Hohenberg-Kohn theorem 

This theorem demonstrates that the electron density uniquely determines the 

Hamiltonian operator and thus all the properties of the system. It states that the external 

potential 𝑉𝑒𝑥𝑡(𝑟 ) is (to within an additive constant) a unique functional of 𝜌(𝑟 ); since 𝑉𝑒𝑥𝑡(𝑟 ) 

fixes �̂�, the full many particle ground state is then a unique functional of 𝜌(𝑟 ). 

Proof: if we assume that there were two external potentials 𝑉𝑒𝑥𝑡(𝑟 ) and 𝑉′𝑒𝑥𝑡(𝑟 ) 

differing by more than a constant, each giving the same 𝜌(𝑟 ) for its ground state, we would 

have two Hamiltonians �̂� and �̂�′ whose ground-state densities were the same although the 

normalized wave functions Ψ and Ψ’ would be different. Taking Ψ’ as a trial wave function 

for the �̂� problem, we get: 

𝐸0 < ⟨𝛹’|�̂�|𝛹’⟩ = ⟨𝛹’|𝐻′̂|𝛹’⟩ + ⟨𝛹’|�̂� − 𝐻′̂|𝛹’⟩

= 𝐸′0 + ∫𝜌(𝑟 )[𝑉𝑒𝑥𝑡(𝑟 ) − 𝑉′
𝑒𝑥𝑡(𝑟 )]𝑑𝑟  

where 𝐸0 and 𝐸′0 are the ground-state energies for �̂� and �̂�′, respectively. Similarly, taking 

Ψ as a trial wave function for the 𝐻′̂ problem, we get:  

𝐸′0 < ⟨𝛹|𝐻′̂|𝛹⟩ = ⟨𝛹|�̂�|𝛹⟩ + ⟨𝛹|𝐻′̂ − �̂�|𝛹⟩

= 𝐸0 + ∫𝜌(𝑟 )[𝑉𝑒𝑥𝑡(𝑟 ) − 𝑉′
𝑒𝑥𝑡(𝑟 )]𝑑𝑟  

Adding Eq. 26 and 27, we get 𝐸0 + 𝐸′0 < 𝐸′0 + 𝐸0, which is a contradiction. Therefore, 

there cannot be two different 𝑉𝑒𝑥𝑡(𝑟 ) that give the same 𝜌(𝑟 ) for their ground states. 

Thus, 𝜌(𝑟 ) determines N and 𝑉𝑒𝑥𝑡(𝑟 ) and hence all the properties of the system, for example 

the kinetic energy 𝑇[𝜌], the potential energy 𝑉[𝜌] and the total energy 𝐸[𝜌]. Now, the total 

energy can be written as: 

𝐸[𝜌] = 𝐸𝑁𝑒[𝜌] + 𝑇[𝜌] + 𝐸𝑒𝑒[𝜌] = ∫𝜌(𝑟)𝑉𝑁𝑒(𝑟)𝑑𝑟 + 𝐹𝐻𝐾[𝜌] 

𝐹𝐹𝐾[𝜌] = 𝑇[𝜌] + 𝐸𝑒𝑒 

This functional 𝐹𝐹𝐾[𝜌] is the holy grail of density functional theory. If it were known, 

the Schrödinger equation could be solved exactly. And, since it is a universal functional 

completely independent of the system at hand, it applies equally well to the hydrogen atom 

(26) 

(27) 

(28) 

(29) 



Fanny Vazart – PhD thesis  2017 

22 

 

as to gigantic molecules. 𝐹𝐹𝐾[𝜌] contains the functional for the kinetic energy 𝑇[𝜌] and that 

for the electron-electron interaction, 𝐸𝑒𝑒[𝜌]. The explicit form of both these functional is 

completely unknown. However, from the latter it is possible to extract at least the classical 

part 𝐽[𝜌]: 

𝐸𝑒𝑒[𝜌] =
1

2
∫∫

𝜌(𝑟 1)𝜌(𝑟 2)

𝑟12
𝑑𝑟 1𝑑𝑟 2 + 𝐸𝑛𝑐𝑙 = 𝐽[𝜌] + 𝐸𝑛𝑐𝑙[𝜌] 

𝐸𝑛𝑐𝑙 is the non-classical contribution to the electron-electron interaction: self-interaction 

correction, exchange and Coulomb correlation. 

The explicit forms of the functionals 𝑇[𝜌] and 𝐸𝑛𝑐𝑙[𝜌] is the major challenge of DFT. 

The second Hohenberg-Kohn theorem 

The second H-K theorem states that 𝐹𝐹𝐾[𝜌], the functional that delivers the ground 

state energy of the system, delivers the lowest energy if and only if the input density is the 

true ground state density. This is also the variational principle: 

𝐸0 ≤ 𝐸[�̃�] = 𝑇[�̃�] + 𝐸𝑁𝑒[�̃�] + 𝐸𝑒𝑒[�̃�] 

In other words, for any trial density �̃�(𝑟 ), which satisfies the necessary boundary 

conditions such as �̃�(𝑟 ) ≥ 0, ∫ �̃�(𝑟 )𝑑𝑟 = 𝑁, and which is associated with some external 

potential �̃�𝑒𝑥𝑡, the energy obtained from the functional of Eq. 28 represents an upper bound 

to the true ground state energy E0.  

Proof: it makes use of the variational principle established for wave functions. We 

recall that any trial density �̃� defines its own Hamiltonian �̂� and hence its own wave function 

�̃�. This wave function can now be taken as the trial wave function for the Hamiltonian 

generated from the true external potential 𝑉𝑒𝑥𝑡. Thus, 

⟨�̃�|�̂�|�̃�⟩ = 𝑇[�̃�] + 𝐸𝑒𝑒[�̃�] + ∫ �̃�(𝑟 )𝑉𝑒𝑥𝑡𝑑𝑟 = 𝐸[�̃�] ≥ 𝐸0[�̃�] = ⟨�̃�0|�̂�|�̃�0⟩ 

The Kohn-Sham equations 

The ground state energy of a system can be written as: 

𝐸0 = 𝑚𝑖𝑛𝜌→𝑁(𝐹[𝜌] + ∫𝜌(𝑟 )𝑉𝑁𝑒𝑑𝑟 ) 

(31) 

(32) 

(33) 

(30) 



Fanny Vazart – PhD thesis  2017 

23 

 

where the universal functional 𝐹[𝜌] contains the contributions of the kinetic energy, the 

classical Coulomb interaction and the non-classical portion: 

𝐹[𝜌] = 𝑇[𝜌] + 𝐽[𝜌] + 𝐸𝑛𝑐𝑙[𝜌] 

Here, only 𝐽[𝜌] is known. The main problem is to find the expressions for 𝑇[𝜌] and 

𝐸𝑛𝑐𝑙[𝜌]. 

The Thomas-Fermi model described above provides an example of density functional theory. 

However, its performance is really low due to the poor approximation of the kinetic energy. 

To solve this problem, Kohn and Sham proposed an alternative approach. 

They suggested to calculate the exact kinetic energy of a non-interacting reference system 

with the same density as the real, interacting one: 

𝑇𝑆 = −
1

2
∑ ⟨𝜓𝑖|∇²|𝜓𝑖⟩

𝑁
𝑖   𝜌𝑆(𝑟 ) = ∑ ∑ |𝜓𝑖(𝑟 , 𝑠)| = 𝜌(𝑟 )𝑠

𝑁
𝑖  

where the ψi are the orbitals of the non-interacting system. TS is not equal to the true kinetic 

energy of the system but Kohn and Sham accounted for that by introducing the following 

separation of the functional 𝐹[𝜌] : 

𝐹[𝜌] = 𝑇𝑆[𝜌] + 𝐽[𝜌] + 𝐸𝑋𝐶[𝜌] 

where EXC, the so-called exchange-correlation energy is defined, thanks to Eq. 36, as: 

𝐸𝑋𝐶[𝜌] = (𝑇[𝜌] − 𝑇𝑆[𝜌]) + (𝐸𝑒𝑒[𝜌] − 𝐽[𝜌]) 

This EXC is the functional that contains everything that is unknown. 

Now, the question is: how can we uniquely determine the orbitals in our non-

interacting reference system? In other words, how can we define a potential VS such that it 

provides us with a Slater determinant which is characterized by the same density as our real 

system? In order to solve this problem, the expression for the energy of the interacting 

system in terms of the separation described in Eq. 36 is written:  

𝐸[𝜌] = 𝑇𝑆[𝜌] + 𝐽[𝜌] + 𝐸𝑋𝐶[𝜌] + 𝐸𝑁𝑒[𝜌] 

(34) 

(35) 

(36) 

(37) 

(38) 
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𝐸[𝜌] = 𝑇𝑆[𝜌] +
1

2
∫∫

𝜌(𝑟 1)𝜌(𝑟 2)

𝑟12
𝑑𝑟 1𝑑𝑟 2 + 𝐸𝑋𝐶[𝜌] + ∫𝑉𝑁𝑒𝜌(𝑟 )𝑑𝑟 =

−
1

2
∑⟨𝜓𝑖|∇

2|𝜓𝑖⟩

𝑁

𝑖

+
1

2
∑∑∫∫|𝜓𝑖(𝑟 1)|

2
1

𝑟12
|𝜓𝑗(𝑟 2)|²𝑑𝑟 1𝑑𝑟 2 + 𝐸𝑋𝐶[𝜌]

𝑁

𝑗

𝑁

𝑖

− ∑∫∑
𝑍𝐴

𝑟1𝐴

|𝜓𝑖(𝑟 1)|²𝑑𝑟 1

𝑀

𝐴

𝑁

𝑖

 

The only term for which no explicit form can be given is EXC. It is possible to apply the 

variational principle and look for the conditions that the orbitals {ψi} must fulfill in order to 

minimize this energy expression under the usual constraint ⟨𝜓𝑖|𝜓𝑗⟩ = 𝛿𝑖𝑗. The resulting 

equations are the Kohn-Sham equations:  

(−
1

2
∇2 + [∫

𝜌(𝑟 2)

𝑟12
+ 𝑉𝑋𝐶(𝑟 1) − ∑

𝑍𝐴

𝑟1𝐴

𝑀

𝐴

])𝜓𝑖 = (−
1

2
∇2 + 𝑉𝑆(𝑟 1))𝜓𝑖 = 𝜖𝑖𝜓𝑖  

𝑉𝑆(𝑟 1) = ∫
𝜌(𝑟 2)

𝑟12
𝑑𝑟 2 + 𝑉𝑋𝐶(𝑟 1) − ∑

𝑍𝐴

𝑟1𝐴

𝑀

𝐴

 

Once the various contributions in Eq. 40 and 41 are known, a grip is obtained on the 

potential VS which is needed to insert into the one-particle equations, which then determine 

the orbitals and hence the ground state density and the ground state energy employing Eq. 

39. It is noted that VS depends on the density, and therefore the Kohn-Sham equations have 

to be solved iteratively. Moreover, the exchange-correlation potential, VXC is defined as the 

functional derivative of EXC with respect to ρ, i.e.  𝑉𝑋𝐶 = 𝛿𝐸𝑋𝐶/𝛿𝜌. 

It is important to realize that if the exact forms of EXC and VXC were known, the Kohn-

Sham strategy would lead to the exact energy.  

Strictly speaking, the Kohn-Sham orbitals have no physical significance, except for the 

highest occupied orbital, εmax, which equals the negative of the exact ionization energy. 

(39) 

(40) 

(41) 
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The local density approximation (LDA) 

The LDA is the basis of all approximate exchange-correlation functionals. This model 

is based on the idea of a uniform electron gas. This is a system in which electrons move on a 

positive background charge distribution such that the total ensemble is neutral. 

The central idea behind LDA is the assumption that we can write EXC in the form: 

𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌] = ∫𝜌(𝑟)𝜖𝑋𝐶(𝜌(𝑟 ))𝑑𝑟  

Here, 𝜖𝑋𝐶(𝜌(𝑟 )) is the exchange-correlation energy per particle of a uniform electron 

gas of density 𝜌(𝑟 ). This energy per particle is weighted with the probability 𝜌(𝑟 ) that there 

is an electron at this position. The quantity 𝜖𝑋𝐶(𝜌(𝑟 )) can be further split into exchange and 

correlation contributions, 

𝜖𝑋𝐶(𝜌(𝑟 )) = 𝜖𝑋(𝜌(𝑟 )) + 𝜖𝐶(𝜌(𝑟 )) 

The exchange part, 𝜖𝑋,which represents the exchange energy of an electron in a 

uniform electron gas of a particular density, was originally derived by Bloch and Dirac:  

𝜖𝑋 = −
3

4
(
3𝜌(𝑟 )

𝜋
)

1
3⁄

 

No such explicit expression is known for the correlation part, 𝜖𝐶 . However, highly 

accurate numerical quantum Monte-Carlo simulations of the homogeneous electron gas are 

available.19 

The accuracy of the LDA for the exchange energy is typically within 10%, while the 

normally much smaller correlation energy is generally overestimated by up to a factor 2. The 

two errors typically cancel partially. Moreover, experience has shown that the LDA gives 

ionization energies of atoms, dissociation energies of molecules and cohesive energies with 

a fair accuracy of typically 10-20%. However, the LDA gives bond lengths of molecules and 

solids typically with an astonishing accuracy of ∼2%. This moderate accuracy that LDA 

delivers is certainly insufficient for most applications in chemistry. 

(42) 

(43) 

(44) 
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The generalized gradient approximation (GGA) 

The  first logical step to go beyond LDA is the use of not only the information about 

the density 𝜌(𝑟 ) at a particular point 𝑟 , but to supplement the density with information about 

the gradient of the charge density, ∇𝜌(𝑟 ) in order to account for the non-homogeneity of the 

true electron density. Thus, the exchange-correlation energy can be written in the following 

form termed generalized gradient approximation (GGA): 

𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌𝛼 , 𝜌𝛽] = ∫𝑓(𝜌𝛼 , 𝜌𝛽 , ∇𝜌𝛼 , ∇𝜌𝛽)𝑑𝑟  

In another approach A. Becke introduced a successful hybrid functional:20 

𝐸𝑋𝐶
ℎ𝑦𝑏

= 𝛼𝐸𝑋
𝐾𝑆 + (1 − 𝛼)𝐸𝑋𝐶

𝐺𝐺𝐴 

where 𝐸𝑋
𝐾𝑆 is the exchange calculated with the exact KS wave function, 𝐸𝑋𝐶

𝐺𝐺𝐴 is an appropriate 

GGA, and α a fitting parameter. 

GGA and hybrid approximations has reduced the LDA errors of atomization energies 

of standard set of small molecules by a factor 3-5. This improved accuracy has made DFT a 

significant component of quantum chemistry. On the other hand, all the present functionals 

are inadequate for situations where the density is not a slowly varying function. However, 

this does not keep DFT with appropriate approximations from successfully dealing with such 

problems. 

The LCAO ansatz in the Kohn-Sham equations 

The central ingredient of the Kohn-Sham approach to density functional theory are 

the one-electron KS equations: 

(−
1

2
∇2 + [∑∫

|𝜓𝑗(𝑟 2)|²

𝑟12
𝑑𝑟 2 + 𝑉𝑋𝐶(𝑟 1) − ∑

𝑍𝐴

𝑟1𝐴

𝑀

𝐴

𝑁

𝑗

])𝜓𝑖 = 𝜖𝑖𝜓𝑖 

The term in square brackets defines the Kohn-Sham one-electron operator and Eq. 47 

can be written more compactly as: 

𝑓𝐾𝑆𝜓𝑖 = 𝜖𝑖𝜓𝑖  

(45) 

(46) 

(47) 

(48) 
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Most of the applications in chemistry of the Kohn-Sham density functional theory 

make use of the LCAO expansion of the Kohn-Sham orbitals. In this approach, a set of L 

predefined basis functions {ημ} are introduced and the K-S orbitals are linearly expanded as: 

𝜓𝑖 = ∑ 𝑐𝜇𝑖𝜂𝜇

𝐿

𝜇=1

 

When inserting Eq. 43 into Eq. 42 a new equation in very close analogy to the Hartree-

Fock case is obtained: 

𝑓𝐾𝑆(𝑟 1)∑ 𝑐𝜈𝑖𝜂𝜈(𝑟 1) = 𝜖𝑖 ∑ 𝑐𝜈𝑖𝜂𝜈(𝑟 1)

𝐿

𝜈=1

𝐿

𝜈=1

 

If this equation is multiplied with an arbitrary basis function 𝜂𝜇
∗  and integrated over 

space, L equations are obtained 

∑ 𝑐𝜈𝑖 ∫𝜂𝜇
∗ (𝑟 1)𝑓

𝐾𝑆(𝑟 1)𝜂𝜈(𝑟 1)𝑑𝑟 1 = 𝜖𝑖 ∑𝑐𝜈𝑖 ∫𝜂𝜇
∗ (𝑟 1)𝜂𝜈(𝑟 1)𝑑𝑟 1

𝐿

𝜈=1

𝐿

𝜈=1

 

1 ≤ 𝑖 ≤ 𝐿 

 

The integrals on both sides of this equation define a matrix: 

𝐹𝜇𝜈
𝐾𝑆 = ∫𝜂𝜇

∗ (𝑟 1) 𝑓𝐾𝑆(𝑟 1)𝜂𝜈(𝑟 1)𝑑𝑟 1 𝑆𝜇𝜈 = ∫𝜂𝜇
∗ (𝑟 1) 𝜂𝜈(𝑟 1)𝑑𝑟 1 

which are the elements of the Kohn-Sham matrix and the overlap matrix, respectively. Both 

matrices are L x L dimensional. Eq. 51 can be re-written compactly as a matrix equation 

�̂�𝐾𝑆�̂� = �̂��̂�𝜖̂ 

Hence, through the LCAO expansion, the non-linear optimization problem has been 

translated into a linear one, which can be expressed in the language of standard algebra. 

By expanding 𝑓𝐾𝑆 into its components, the individual elements of the KS matrix become: 

𝐹𝜇𝜈
𝐾𝑆 = ∫𝜂𝜇

∗ (𝑟 1) (−
1

2
∇2 − ∑

𝑍𝐴

𝑟1𝐴
+ ∫

𝜌(𝑟 2)

𝑟12
𝑑𝑟 2 + 𝑉𝑋𝐶(𝑟 1)

𝑀

𝐴

)𝜂𝜈(𝑟 1)𝑑𝑟 1 

The first two terms describe the kinetic energy and the electron-nuclear interaction, 

and they are usually combined in one-electron integrals: 

(49) 

(50) 

(51) 

(52) 

(53) 

(54) 
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ℎ𝜇𝜈 = ∫𝜂𝜇
∗ (𝑟 1) (−

1

2
∇2 − ∑

𝑍𝐴

𝑟1𝐴

𝑀

𝐴

)𝜂𝜈(𝑟 1)𝑑𝑟 1 

For the third term, the electron density ρ is required and takes the following form in 

the LCAO scheme: 

𝜌(𝑟 ) = ∑|𝜓𝑖(𝑟 )|²

𝐿

𝑖

= ∑∑∑𝑐𝜇𝑖
∗ 𝑐𝜈𝑖𝜂𝜇

∗ (𝑟 )𝜂𝜈(𝑟 )

𝐿

𝑛𝑢

𝐿

𝜇

𝑁

𝑖

 

The expansion coefficients are usually collected in the so-called density matrix �̂� with 

elements: 

𝑃𝜇𝜈 = ∑𝑐𝜇𝑖
∗ 𝑐𝜈𝑖

𝑁

𝑖

 

Thus, the Coulomb contribution in Eq. 54 can be expressed as: 

𝐽𝜇𝜈 = ∑∑𝑃𝜆𝜎 ∫∫𝜂𝜇
∗ (𝑟 1)𝜂𝜈(𝑟 1)

1

𝑟12
𝜂𝜆

∗(𝑟 2)𝜂𝜎(𝑟 2)𝑑𝑟 1𝑑𝑟 2

𝐿

𝜎

𝐿

𝜆

 

Up to this point, exactly the same formulae also apply in the Hartree-Fock case. The 

difference is only in the exchange-correlation part. In the Kohn-Sham scheme this is 

represented by the integral: 

𝑉𝜇𝜈
𝑋𝐶 = ∫𝜂𝜇

∗ (𝑟 1)𝑉𝑋𝐶(𝑟 1)𝜂𝜈(𝑟 1)𝑑𝑟 1 

whereas the Hartree-Fock exchange integral is given by: 

𝐾𝜇𝜈 = ∑∑𝑃𝜆𝜎 ∫∫𝜂𝜇
∗ (𝑥 1)𝜂𝜆(𝑥 1)

1

𝑟12
𝜂𝜈(𝑥 2)𝜂𝜎(𝑥 2)𝑑𝑥 1𝑑𝑥 2

𝐿

𝜎

𝐿

𝜆

 

The calculation of the L²/2 one-electron integrals contained in hμν can be fairly easily 

computed. The computational bottle-neck is the calcalution of the ∼L4 two-electron integrals 

in the Coulomb term. 

(55) 

(56) 

(57) 

(58) 

(59) 

(60) 
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Basis sets 

Slater-type-orbitals (STO): they seem to be the natural choice for basis functions. They 

are exponential functions that mimic the exact eigen functions of the hydrogen atom. A 

typical STO is expressed as: 

𝜂𝑆𝑇𝑂 = 𝑁𝑟𝑛−1𝑒−𝛽𝑟𝑌𝑙𝑚(𝜃, 𝛷) 

Here, n corresponds to the principal quantum number, the orbital exponent is termed 

β and Ylm are the usual spherical harmonics. Unfortunately, many-center integrals are very 

difficult to compute with STO basis, and they do not play a major role in quantum chemistry. 

Gaussian-type-orbitals (GTO): they are the usual choice in quantum chemistry. They have the 

following general form: 

𝜂𝐺𝑇𝑂 = 𝑁𝑥𝑙𝑦𝑚𝑧𝑛𝑒−𝛼𝑟² 

N is a normalization factor which ensures that ⟨𝜂𝜇|𝜂𝜇⟩ = 1, α represents the orbital 

exponent. L = l + m + n is used to classify the GTO as s-functions (L = 0), p-functions (L = 1), 

etc. 

Contracted Gaussian functions (CGF): basis sets in which several primitive Gaussian 

functions are combined in a fixed linear combination. They are rarely used and are of the 

form:  

𝜂𝜏
𝐶𝐺𝐹 = ∑𝑑𝑎𝜏𝜂𝑎

𝐺𝑇𝑂

𝐴

𝑎

 

  

(61) 

(62) 

(63) 
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PART I. Preliminary Studies 

Before starting actual studies on some COMs formations, it is important to define which 

level of theory to use. To do so, some models were compared on both organic and transition metal 

containing compounds. 

Computational details 

All calculations have been performed with a development version of the Gaussian 

suite of programs, using DFT methods.21 Different levels of theory have been employed in 

this part: (i) In order to study organic compounds, the global hybrid B3LYP22,23 and the 

double-hybrid B2PLYP24,25 density functionals have been used, in conjunction with the m-

aug-cc-pVTZ triple-ξ basis set,26,27 where d functions on the hydrogens have been removed. 

Semiempirical dispersion contributions were also included in DFT computations by means 

of the D3 model of Grimme.28,29 (ii) For the study of larger transition metal containing 

systems, the B3PW91 functional has been chosen20,30,31 in conjunction with the so-called 

LANL2DZ basis set, which includes a pseudopotential for describing inner electrons of large 

atoms, with polarization functions on C (d; 0.587), N (d; 0.736), O (d; 0.961), Ru (f; 1.235), Cl 

(d; 0.648) Pt (f; 0.8018) and Ir (f; 0.938).32,33 The choice of this couple (functional/basis set) 

is based on previous results pointing out the robustness of this computational model.34,35 

Full geometry optimizations have been performed for all the compounds and the 

optimized structures have been checked to be true minima on the PES by diagonalizing their 

Hessians. 

For the organic species, after optimizations, cubic and semidiagonal quartic force 

constants have been next computed by finite differences of analytical Hessians and used to 

obtain anharmonic frequencies with the GVPT2 model taking into proper account possible 

resonances for frequencies36 together with IR intensities with the DVPT2 model including 

both mechanical and electrical anharmonicities.37 

At this level, the vibrational energy of asymmetric top molecules can be written 

𝐸𝑣𝑖𝑏 = 𝐸0 + ∑
ℎ

2𝜋
𝜔𝑖𝑛𝑖 + ∑ 𝛸𝑖𝑗𝑖≤𝑗 (

1

2𝑖 𝑛𝑖 +
1

2
𝑛𝑗 + 𝑛𝑖𝑛𝑗)  (1) 
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where E0 is the zero-point corrected energy, h is the Planck constant, and ni and ωi are the 

vibrational quantum numbers and harmonic wavenumbers, respectively; Χij is the 

anharmonic coupling between modes i,j, which is an explicit function of cubic and 

semidiagonal quartic force constants.36–38  

In the case of transition metal complexes, excitation energies from the electronic 

ground state and equilibrium geometries for excited states were evaluated by means of TD-

DFT and unrestricted DFT. One-photon emission (OPE) spectra were also simulated within 

the Born−Oppenheimer and harmonic approximations by a time independent approach, 

which effectively takes into account the transitions from the ground vibrational state of the 

initial electronic state to all the vibrational states of the final electronic state.39 Both vertical 

(same geometries for both electronic states) and adiabatic (optimized geometry for each 

electronic state) models were considered together with inclusion (vertical Hessian, VH, or 

adiabatic Hessian, AH) or not (vertical gradient, VG, or adiabatic shift, AS) of frequency 

changes and mode mixing between the two electronic states. In all cases, the Franck−Condon 

approximation was enforced, namely that the transition moment is only marginally affected 

by (small) geometry modifications. Further details can be found in ref 39. For some specific 

cases, the lowest normal modes were removed from the vibronic treatment in view of their 

marginal role in the spectrum and poor description at the harmonic level. Composition and 

plot of frontier orbitals were determined respectively thanks to the Gaussview and 

Chemissian packages.40,41 

Solvent effects have been modelled using the Polarizable Continuum Model (PCM),42–

44 and all the spectra have been generated and managed by the VMS-draw graphical user 

interface.45  
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Chapter 1. Accurate Infrared (IR) Spectra for Molecules Containing 

the C≡N Moiety by Anharmonic Computations with the Double 

Hybrid B2PLYP Density Functional.  

Over the past few years, the C=N and C≡N moieties have been deeply investigated,46–

49 in connection with their intrinsic role as intermediates in reactions involving purines and 

proteins.50 From another point of view, the simplest form of this compound, HCN, plays a 

remarkable role in the interstellar space as a widespread small molecule51–53 of relevance for 

prebiotic chemistry.54 Furthermore, cyanocarbons (i.e., organic compounds bearing enough 

cyano functional groups to significantly alter their chemical properties) are considered a 

classical example of discovery-driven research,55 tetracyanoethylene (TCNE) and its 

derivatives playing a prominent role in the field of magnetic materials.56,57 Finally, the 

vibration of the cyano group in organic and biological molecules has been studied as an 

infrared (IR) probe of the local environment in biological systems.58,59 Several studies have 

shown that the CN stretching is highly localized and its frequency is very sensitive to 

environmental changes.60 Therefore, a molecular level understanding of the tuning of 

frequency shift, peak width, and intensity change by stereoelectronic and environmental 

effects is of increasing importance. For this purpose, quantum chemical computations are 

playing an increasing role toward disentanglement of intrinsic and environmental effects in 

determining specific spectroscopic signatures.61,62 Methods based on density functional 

theory (DFT) have been instrumental, especially for infrared and Raman spectra of medium- 

and large sized molecules, because of their reliability, coupled with favorable scaling with the 

number of electrons.38,63 Several benchmarks have shown that harmonic computations 

performed by global hybrid functionals (e.g., B3LYP),22,23 in conjunction with medium-sized 

basis sets and scaled by a reduced number of empirical factors, lead to remarkable agreement 

with experimental frequencies and intensities of fundamental bands.64,65 More recently, 

second-order vibrational perturbation theory (VPT2) generalized to include a variational 

treatment of leading resonances (GVPT2)36,66,67 has been shown to deliver accurate 

frequencies and intensities for fundamentals, overtones, and combination bands without the 

need of any scaling factor.37,68,69 Unfortunately, global hybrid functionals provide 
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disappointing results for some moieties involving multiple bonds such as C≡N, unless 

specific scaling factors are introduced.46,70 The recent development of double hybrid 

functionals and of their analytical second derivatives25 has led to more reliable geometries 

and vibrational spectra for a large panel of organic and biological systems.37,38,67 On these 

grounds, a systematic analysis of representative molecules containing the C≡N moiety by 

both the double-hybrid B2PLYP functional24,25 and its parent B3LYP global hybrid22,23 was 

performed. The main objective of this investigation is to perform direct vis-à-vis comparisons 

of computed and experimental spectra by including the leading contributions of both 

mechanical and electrical anharmonicity in a general and robust strategy. To this end, the so-

called hybrid approach will also be considered, in which harmonic and anharmonic 

contributions are computed at different levels of sophistication and the reduced 

dimensionality model,38 in which anharmonicity is introduced only for a limited number of 

normal modes. To this end, the seven molecules shown in Figure 1.1 were selected, which are 

representative of quite different situations including a single C≡N moiety in different 

environments (I, II, III), two geminal (IV) or vicinal (V, VI) C≡N moieties, and four coupled 

C≡N moieties (VII) for our study. 

 

 

Figure 1.1. Investigated compounds. 

1.1. Specific computational details 

Here, the calculations have been performed using the B3LYP-D322,23 and the B2PLYP-

D324,25 functionals, in conjunction with the m-aug-cc-pVTZ basis set,26,27 where d functions 

on the hydrogens have been removed. All calculations have been performed in the same 

medium employed for recording the corresponding experimental spectra (gas phase or 

different solvents), including bulk solvent effects, when needed. The overall molecular 

IV (C2v)

II (Cs)

V (C2h)

I (Cs)

VI (C2h) VII (D2h)

III (C2v)
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symmetry and, possibly, mode degeneration were taken into full account in all computational 

steps including finite differentiations.  

1.2. Preliminary study 

As a first step, the intrinsic frequency of the C≡N stretching was investigated 

employing HCN as a template. Contrary to the general trend observed for several other 

functional groups, the B3LYPD3 computational model overestimates the experimental value 

by about 100 cm-1 at the harmonic level (B3) and by 70 cm-1 at the anharmonic level (B3). 

As suggested in a previous study,70 agreement with experiment can be restored by scaling 

the harmonic frequency without modifying the anharmonic contribution (B3 = B3- B3), i.e.  

S = KB3 + B3                               (1) 

For HCN we get K=0.966. On the other hand, the B2PLYPD3 computational model 

overestimates the experimental frequency by about 35 cm-1 at the harmonic level (B2), but 

inclusion of anharmonicity (B2), decreases the discrepancy to less than 5 cm-1, a value 

allowing quantitative comparisons with experiment. Furthermore, anharmonic corrections 

evaluated at the B3LYPD3 and B2PLYPD3 levels (hereafter B3 and B2, respectively) are very 

close, thus suggesting that a hybrid method estimating the anharmonic frequency by  

H = B2 + B3                       (2) 

could represent the best compromise between accuracy and computational efficiency 

avoiding at the same time the use of any empirical scaling factor. 

Starting from these results, we have then investigated the effect of different chemical 

environments and of coupling between several moieties in tuning the characteristic 

frequency of the C≡N stretching together with the corresponding IR intensity thanks to the 

selection of species (Figure 1.1).  

Some of the systems are particularly demanding since they require not only a good 

description of inductive and conjugative effects on the C≡N vibrational frequency, but also 

strong couplings between different C≡N moieties. The harmonic and anharmonic vibrational 

wavenumbers of the C≡N stretching for all the studied molecules are compared in Table 1.1 

with experimental data and the general trends are sketched in Figure 1.2. 



Fanny Vazart – PhD thesis  2017 

35 

 

1.3. Full anharmonic treatment 

The experimental data (black line in Figure 1.2) show that the presence of more than 

one CN moiety increases the average vibrational frequency, but leads to negligible splitting, 

except for compound VII. Among the different computational methods, only the full B2PLYP 

anharmonic treatment (yellow line in Figure 1.2) fully reproduces this trend also from a 

quantitative point of view, whereas all the other methods give only qualitatively correct 

trends for compounds I−VI and fail to provide significant splittings for compound VII. As a 

matter of fact, the experimental splitting between the lowest and highest CN stretchings of 

VII amounts to 48 cm−1, whereas the computed anharmonic value is 18 cm−1 at the B3LYPD3 

level, which is increased to 30 cm−1 at the B2PLYP level.  

Furthermore, the difference between experimental and B2PLYPD3 anharmonic 

frequencies is constant (15 cm−1) for the three highest frequencies and drops to just 3 cm−1 

for the lowest frequency. 

It appears that the electronic structure of tetracyanoethylene (VII) is particularly 

challenging and, contrary to the other studied molecules can be hardly interpreted in terms 

of localized CN moieties. In more general terms, the B3LYPD3 anharmonic results (Table 1.1 

and blue line in Figure 1.2) provide systematic errors on the vibrational frequencies of C≡N 

stretchings ranging between 60 cm−1 and 100 cm−1, with respect to the experiment 

(corresponding to ∼3%) and a mean absolute error (MAE) of ∼70 cm−1. These results confirm 

that quantitative agreement with experiment cannot be reached by either harmonic or 

anharmonic computations, even in the absence of strong couplings without using specific 

scaling factors. The results collected in Table 1.1 and the yellow line in Figure 1.2 show that 

the B2PLYPD3 computed anharmonic frequencies for the C≡N stretchings are, instead, in 

remarkable agreement with the experimental data. The discrepancy between theory and 

experiment ranges between 1 cm−1 and 15 cm−1 (corresponding to an average error of 

0.26%) and the MAE is reduced to a fully satisfactory value (5.8 cm−1). Furthermore, all the 

experimental trends are correctly reproduced, including the trend for the strongly coupled 

C≡N moieties of compound VII.  
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Table 1.1. Experimental vs. computed vibrational frequencies (cm-1) for the molecules shown in Figure 1.1. 

  

νexp.(C≡N) 
B3LYPD3/m-aug-cc-pVTZ B2PLYPD3/m-aug-cc-pVTZ HB2 + B3

Molecule Mode 
  B3 B3 B3 B3-exp| B2 B2 B2 B2-exp| H |H-exp| 

I 1 2240a 2342 2310 32 70 2275 2239 36 1 2243 3 
             

II 2 2228b 2335 2306 29 78 2268 2230 38 2 2239 11 
             

III 3 2235c 2335 2302 33 67 2269 2229 40 6 2236 1 
             

IV 
 

4 2265d 2377 2346 31 81 2305 2272 34 6 2274 9 

5 2265d 2369 2337 32 72 2307 2263 44 2 2275 10 
             

V 6 2257e 2354 2318 36 61 2291 2255 36 2 2255 2 
 7 2257e 2355 2326 29 69 2292 2257 35 0 2263 6 
             

VI 8 2239f 2342 2309 33 70 2276 2238 38 1 2243 4 
 9 2230f 2327 2294 37 64 2261 2223 38 7 2228 6 
             

VII 10 2262f 2365 2329 36 67 2284 2247 37 15 2248 14 
 11 2248f 2344 2319 25 71 2265 2233 32 15 2240 8 
 12 2237f 2340 2315 25 78 2261 2222 39 15 2236 1 
 13 2214f 2340 2311 29 97 2269 2217 52 3 2240 26 

MAE     72.4    5.8  7.6 
aIn gas phase from Ref. 71; bIn gas phase from Ref. 72; cIn gas phase from Ref. 73; dIn solution (DMSO) from Ref. 74; e In solid phase 

(Neat) from Ref. 75; fIn solution (bromoform) from Ref. 76. 
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We can thus conclude that the B2PLYPD3 computational model is able to reproduce 

at the same time intrinsic, environmental, and coupling effects on the CN stretching 

frequency with remarkable accuracy, whereas this is not the case for the B3LYPD3 

computational model, irrespective of inclusion (or exclusion) of anharmonic contributions. 

1.4. Scaling factor and hybrid approach 

In previous works, it has been showed that the most critical step in the computation 

of accurate vibrational frequencies and intensities is a good description at the harmonic level, 

whereas several methods deliver comparable anharmonic corrections.37,38,67 This finding is 

fully confirmed for C≡N stretchings, since the average anharmonic corrections for the seven 

studied compounds are quite similar at both B3LYPD3 and B2PLYPD3 levels (∼35 cm−1), 

whereas the harmonic values are strongly different.  

 

Table 1.2. B3LYP-D3 Scale Factors (K). 

Molecule Mode υexp B3 υB3 ΔB3 υexp + ΔB3 Ki υcorr 

I 1 2240 2342 2310 32 2272 0.970111 2237 

II 2 2228 2335 2306 29 2257 0.966595 2234 

III 3 2235 2335 2302 33 2268 0.971306 2230 

IV 4 2265 2377 2346 31 2296 0.965923 2272 

 5 2265 2369 2337 32 2297 0.969607 2264 

V 6 2257 2354 2318 36 2293 0.974087 2245 

 7 2257 2355 2326 29 2286 0.970701 2253 

VI 8 2239 2342 2309 33 2272 0.970111 2236 

 9 2230 2327 2294 33 2263 0.972497 2222 

VII 10 2262 2365 2329 36 2298 0.97167 2256 

 11 2248 2344 2319 25 2273 0.96971 2246 

 12 2237 2340 2315 25 2262 0.966667 2243 

 13 2214 2340 2311 29 2243 0.958547 2239 
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For instance, the computed frequencies for the C≡N stretching of compound I at the 

harmonic levels are 2342 and 2275 cm−1 for B3LYPD3 and B2PLYPD3, respectively. We have 

investigated if the application of a constant scaling factor (K) to the B3LYPD3 harmonic 

frequencies could lead to improved agreement with experimental frequencies. Equation 1 

leads to very similar scale factors for all the CN stretchings of the studied molecules (see 

Table 1.2) with an average value (KB3 = 0.969) that is very similar to that discussed above for 

the prototypical HCN molecule (K = 0.966). The use of KB3 in eq. 1 leads to remarkable 

agreement with experiment for all the studied compounds (green line in Figure 1.2) and 

points out the transferability of the scaling and its “intrinsic” nature, since environmental 

effects tuning the final frequency value are well reproduced at the B3LYPD3 level, except for 

the extreme case of compound VII. 

A more satisfactory way of reducing the computational effort involved in full 

anharmonic computations at the B2PLYPD3 level (which become rapidly prohibitive for 

larger systems) is to couple harmonic B2PLYPD3 vibrational frequencies and intensities with 

B3LYPD3 anharmonic corrections without introducing any scaling factor. The results (red 

line in Figure 1.2) show that, while the overall computational effort becomes reasonable, the 

final accuracy remains fully satisfactory, with the MAE and maximum error being 7.6 and 26 

cm−1, respectively. 

 

 

Figure 1.2. Comparison between experimental frequencies of C≡N stretchings (black) and 

their counterparts issuing from different computational models: blue = υB3; green = kB3B3 + 

ΔB3; orange = υB2; red = B2 + ΔB3; mode numbering (abscissa) is given in Table 1.1.  
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1.5. Reduced dimensionality approach 

Another way of obtaining accurate anharmonic frequencies for selected vibrations is 

the so-called reduced dimensionality approach (RDA) in which displacements are performed 

only along a selected number of normal modes in the numerical evaluation of third and fourth 

energy derivatives.38 For purposes of illustration, we selected compounds I, II, and III, which 

contain a single C≡N moiety, so that a one-dimensional model (hereafter referenced as 1-

RDA) is sufficient to obtain all the leading anharmonic couplings between CN stretching and 

the other normal modes. Table 1.3 shows that the results issuing from the 1-RDA approach 

yield an absolute deviation of < 3 cm−1, with respect to the results issuing from a full 

anharmonic treatment. The strength of the reduced dimensionality approach is, of course, 

the tremendous saving of computational resources (e.g., by a factor of 20 for compound III) 

coupled to a negligible reduction of the overall accuracy. 

 

Table 1.3. Experimental vs. simulated (B3LYPD3, B2PLYPD3 / m-aug-cc-pVTZ) vibrational 

frequencies (cm-1) for compounds containing a single C≡N moiety.  

Molecule Exp 
B3LYPD3/m-aug-cc-pVTZ B2PLYPD3/m-aug-cc-pVTZ 

Harm Full Anh 1-RDA Harm Full Anh 1-RDA 

I 2240a 2342 2310 2310 2275 2239 2238 

II 2228b 2335 2306 2303 2268 2230 2231 

III 2235c 2335 2302 2300 2269 2229 2227 

aIn gas phase from Ref. 71; bin gas phase from Ref. 72;  cin gas phase from Ref. 73. 

1.6. IR spectral shape 

Let us now focus our attention on the reproduction of complete IR spectra. As an 

example, the IR spectrum of compound I is shown in Figure 1.3.a., obtained by B2PLYPD3 

(red) and B3LYPD3 (blue) computations, including both mechanical and electrical 

anharmonicity. Each computed line was convoluted by a Lorentzian function with half-

weight at half-maximum (HWHM) of 5 cm−1, chosen on the ground of systematic studies 

aimed to simulate medium resolution IR spectra. It is apparent that the overall shape of the 

spectrum simulated with the B3LYPD3 functional is in good agreement with its experimental 
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counterpart, but the position of the C≡N stretching peak is strongly shifted and its relative 

height overestimated. In the spectrum simulated using hybrid vibrational frequencies (νH = 

ωB2 + ΔB3, green line), band positions are nicely reproduced, but the relative intensities 

remain unsatisfactory.  

 

 

 

Figure 1.3. (a) Simulated anharmonic (red = B2PLYPD3, blue = B3LYPD3) and experimental 

(black) spectra of I (1000-3200 cm-1 range); (b) enlarged view of the region centered on the 

CN stretching peak (green = B2PLYPD3 harmonic + correction from anharmonic B3LYPD3). 

Theoretical spectra convoluted with a Lorentzian distribution function with HMHW = 5cm-1. 

 

Once again, the B2PLYPD3 functional performs a remarkable job, restoring full 

agreement with the experiment concerning both the position and the relative intensity of this 

specific band. Furthermore, a Fermi resonance between the C≡N stretching vibration and the 

fisrt overtone of the 15th normal mode (corresponding to the torsion of the four membered 

ring) is now correctly recognized. As a matter of fact, C−H stretchings have similar intensities 

(51.8 and 47.3 km.mol−1 at the B3LYPD3 and B2PLYPD3 level, respectively), whereas this is 
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not the case for the C≡N stretching (18.7 and 2.4 km.mol−1 at the B3LYPD3 and B2PLYPD3 

level, respectively). Once again, the problem can be traced back to the harmonic contribution 

(22.2 and 9.5 km.mol−1 at the B3LYPD3 and B2PLYPD3 level, respectively), so that the 

discrepancy can be strongly reduced by adding B3LYPD3 anharmonic contributions to 

B2PLYPD3 harmonic intensities.This hybrid intensity (6.0 km.mol−1) shows a difference (2.6 

km.mol−1) from the full B2PLYPD3 value of the same order of magnitude as those observed 

for “well-behaving” modes, like C−H stretchings. Since this model does not involve any 

additional computational burden, we strongly suggest using the hybrid approach for both 

frequencies and intensities possibly in connection with reduced dimensionality models. 

1.7. Partial conclusion 

The accuracy and robustness of different computational approaches to vibrational 

frequencies and IR intensities for several compounds including one, two, or four C≡N 

moieties was tested. Together with conventional harmonic contributions, mechanical and 

electrical anharmonicities have been taken into account in the framework of generalized 

second-order vibrational perturbation theory by means of global hybrid B3PLYP or double-

hybrid B2PLYP density functionals, semiempirical dispersion contribution, and an extended 

basis set. Anharmonic vibrational calculations including all the normal modes, and selecting 

only the normal mode corresponding to C≡N stretching were separately performed. As a 

matter of fact, the C≡N stretching is very sensitive to the functional used, and, especially, to 

the proper choice of a correlation part. Therefore, it is not surprising that the B2PLYP level 

of theory (which includes MP2 corrections) delivers more accurate results than B3LYP, 

rivaling the performance of the very efficient CCSD(T) with complete basis set extrapolation 

method, offering a strongly reduced computational cost. Moreover, an integrated strategy 

combining B2PLYP harmonic results and B3LYP anharmonic corrections was further 

validated. This technique dramatically reduced the computational effort without any 

significant loss of accuracy, except for the extreme case of compound VII, involving four 

strongly coupled CN moieties. It is noteworthy, in this connection, that, besides mechanical 

effects, electrical effects (here, IR intensities) also are significantly improved including 

B2PLYP harmonic values. 
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Chapter 2. Transition Metal Complexes 

Even though right now, no information on metal complexes in ISM can be found, it is 

not inconceivable that one day some of them could be detected. It is therefore always useful 

to perform theoretical studies on this type of species. 

2.1. Vibronic coupling investigation to compute phosphorescence 

spectra of Pt(II) 

Compounds exhibiting emission in the near-infrared are mainly of interest for the 

development of organic light-emitting diodes (OLED) or light-emitting cells (LEC).77–79 

Platinum(II) complexes seem particularly promising candidates for their strong and tunable 

phosphorescence, which could be of interest in a wide spectrum of applications such as 

sensors or storage data, especially thanks to the possibility of emitting in the 500−800 nm 

range.80–82 The emission wavelength can be tuned by decreasing the LUMO energy or by 

raising the HOMO energy. Other possible strategies include the decrease of the HOMO−LUMO 

gap by increasing the intra- and interligand conjugation83–85 or by introducing a second metal 

center into the molecule.86,87 In a recent paper,87 a combined experimental and 

computational investigation was performed on the geometric and electronic structures of 

several mono- and dinuclear platinum(II) complexes with a square planar d8 configuration 

of the metal (Figure 2.1.1). The ligands consist of one or two acetylacetonate (acac) 

moiety(ies) and a biphenylpyrimidine (I, IV) or biphenylpyrazine (II, III, V, VI) bridging 

fragment. The number of metal atoms and/or of ligands could allow a fine-tuning of emission 

wavelengths and therefore represent crucial targets to test the robustness of new 

computational methods. This is why an extension of previous computational investigations 

(limited to electronic ground states) to emission (phosphorescence) spectra was carried out. 

This task is not trivial due to the presence of closely spaced multiplets and to the difficulty of 

managing triplet states by conventional methods. The dimensions (and the number) of the 

systems suggest the use of effective computational approaches rooted into density functional 

theory (DFT) and its time-dependent extension (TD-DFT). As a matter of fact, the first triplet 

states of molecular systems can be considered either ground high spin electronic states 

(being thus amenable to standard unrestricted DFT computations) or excited electronic 
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states requiring TD-DFT computations starting from the singlet ground state. A comparison 

between these two routes is one of the aims of the present investigation. 

 

 

Figure 2.1.1. Investigated compounds. 

 

A second point of interest is related to geometry relaxation effects (difference 

between vertical and adiabatic transitions) and to vibrational modulation of electronic 

spectra (the so-called vibronic couplings). Thanks to the development of effective analytical 

derivatives for both DFT and TD-DFT methods, together with powerful and general tools for 

the evaluation of vibronic couplings (including Franck-Condon, Herzberg-Teller, and mode 

mixing effects), it was possible to perform a comprehensive investigation of those aspects 

which have a non-negligible impact on a proper comparison with experiments.  

2.1.1. Specific computational details 

The B3PW91 functional23,30,31 has been used for these calculations, in conjunction 

with the LANL2DZ basis set. On the basis of test computations, the VG approach will be our 

standard in the following, except for some selected cases. 

2.1.2. Structural investigation 

Table 2.1.1 lists some structural parameters for the fundamental singlet and first 

triplet states of compounds I−VI. The bond lengths (C−N, C−C, C−O) around the platinum atom 

are given for all compounds, together with the dihedral angles formed between the phenyl 

I III

VIVIV

II
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and the aza moiety(φ) for compounds I and II. Except for the possible torsion of phenyl group 

(which is much larger in II than in I due to the stronger hindrance it experiences in the former 

case) in the ground electronic state, the geometrical parameters of all the molecules are quite 

similar. Indeed the Pt−N distances always remain between 1.98 and 2.00 Å. 

 

Table 2.1.1. Calculated structural data for I-VI: Bond lengths (Å), angles (°), 

(B3PW91/LANL2DZ+pol./PCM). 

 I II III IV V VI 

 

I 

Ground 

State 

Pt-N 1.996 1.982 1.996 1.996 1.983 1.994 

Pt-C 1.964 1.959 1.975 1.962 1.966 1.986 

Pt-O1 2.022 2.025 2.015 2.019 2.019 2.015 

Pt-O2 2.128 2.144 2.127 2.128 2.134 2.115 

φ 21 55     

Triplet 

State 

(unr) 

Pt-N 1.993 1.967 1.995 1.995 1.976 1.998 

Pt-C 1.919 1.930 1.925 1.946 1.946 1.970 

Pt-O1 2.046 2.044 2.044 2.022 2.035 2.026 

 

II 

Pt-O2 2.113 2.142 2.104 2.119 2.133 2.101 

φ 6 42     

Triplet 

State 

(TD-DFT) 

Pt-N 1.990 1.963 1.989 1.965 1.989 1.977 2.001 

Pt-C 1.924 1.946 1.930 1.970 1.937 1.950 1.957 

Pt-O1 2.043 2.037 2.042 2.016 2.035 2.030 2.031 

Pt-O2 2.123 2.148 2.113 2.143 2.133 2.135 2.108 

φ 6 37      

 

The Pt−C bond lengths have the same behavior except for complexes III and VI, which 

exhibit larger distances. This trend can be explained by the strong delocalization inside the 

ligand. Compared to the ground states, a few general trends can be observed in the excited 

states. In particular, one of the Pt−O bond lengths increases when going from S0 to the triplet, 

whereas the other Pt−O and, especially, the Pt−C bond lengths decrease, the latter showing a 

stronger shortening for monometallic complexes (0.02−0.05 Å) than in the case of bimetallic 

φ

φ
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ones (0.01−0.04 Å). At the same time, the φ angle decreases dramatically in the excited 

electronic states of I and II due to an increase of the electronic delocalization. 

2.1.3. Absorption 

TD-DFT computations have been performed at the optimized geometries of the S0 

electronic states to investigate the absorption properties of the targeted complexes and 

compared to the available experimental data (Table 2.1.2 and Figure 2.1.2).87  

All computed excitations are in reasonable agreement with the experimental data, 

confirming this computational method, in line with previous investigations.34,35 A more 

detailed analysis can be based on a direct vis-à-vis comparison of the available experimental 

spectra87 with those issuing from vibronic simulations. Figure 2.1.2 shows that the 

methodology used is robust. Indeed, for all the compounds, all the absorption bands are 

reproduced in our simulations, and also the peak intensities match their experimental 

counterparts. 

Thanks to this accuracy, it is possible to assign unambiguously the absorption bands 

(Table 2.1.2). As already discussed in a previous paper by Williams et al,87 the first transition 

is mainly a HOMO to LUMO transition with a strong metal-to-ligand charge transfer (MLCT) 

character. Indeed, as expected, the HOMOs involved in the transitions exhibit a strong 

platinum character (especially its d orbitals), leading to the so-called MLCT. The acac moiety 

plays a negligible role in the transitions due to its marginal contributions in the frontier 

orbitals. The C4N2 ring possesses the strongest accepting ability, and therefore the LUMO and 

LUMO+1 of each compound are strongly localized on this moiety and, in the case of the LUMO, 

more precisely on both nitrogen atoms.  

For the bimetallic complexes, symmetry constraints impose equal contributions of 

both Pt atoms and both acac moieties in the MOs. As suggested by Williams and co-workers, 

a spin-forbidden transition (singlet to triplet) occurs for some biplatinum complexes and is 

well reproduced in our computations. However, nothing related to this singlet → triplet 

excitation has been discussed on VI, whereas, according to our computations, two excitations 

also appear at 615 and 573 nm. These values fit nicely with the observed tail around 600 nm 

in the experimental spectrum. 
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Table 2.1.2. Absorption data: experiment vs. TD-DFT calculated values; t stands for an 

absorption peak from a Singlet ⟶ Triplet excitation (B3PW91/LANL2DZ+pol./PCM). 

 λexp.a 

(nm) 

λcalc. (nm), 

oscillator strength 
(f) 

Transitions involved, 
% weight 

Gap HO-LU 
(eV) 

I 
408 428 f=0.09 HO → LU 85% 

3.54 
338 328 f=0.13 

HO-3 → LU 60% 
HO-1 → LU+1 25% 

II 
449 437 f=0.03 HO → LU 92% 

3.59 398 372 f=0.07 HO-1 → LU 78% 
340 356 f=0.19 HO → LU+1 82% 

III 

463 457 f=0.04 HO → LU 93% 

3.38 407 392 f=0.14 HO-1 → LU 88% 

344 348 f=0.21 HO → LU+1 89% 

IV 

532shb 
t 541 f=0.00 
t 527 f=0.00 

HO → LU 91% 
HO-2 → LU 45% 
HO-1 → LU 40% 3.24 

481 467 f=0.27 HO → LU 96% 

430 409 f=0.17 HO-2 → LU 84% 

V 

618sh t 628 f=0.00 HO → LU 76% 

3.08 

503 513 f=0.12 HO → LU 95% 

453 425 f=0.24 HO-2 → LU 91% 

372 373 f=0.48 
HO-6 → LU 49% 
HO → LU+1 41% 

333 341 f=0.34 HO-2 → LU+1 87% 

VI 

595sh 
t 615 f=0.00 
t 573 f=0.00 

HO-1 → LU 96% 
HO → LU 77% 

HO-2 → LU 13% 

3.05 509 509 f=0.10 HO → LU 91% 
462 431 f=0.25 HO-2 → LU 87% 
428 396 f=0.05 HO-5 → LU 96% 

350 349 f=0.33 HO-1 → LU+1 77% 
a From Ref. 87; b shoulder. 

 

The computed data reported in Table 2.1.2, and the simulated spectra in Figure 2.1.2 

fit nicely with experimental data. One should notice that some asymmetric bands are well 

reproduced in our computations which involve several electronic states. Vibrational 

progressions, if not negligible, are thus masked by overlapping Gaussians describing the 
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average behavior of electronic states: under such circumstances, explicit vibronic 

computations are of marginal interest. 

 

 
a 

 
b 

 

c 

 

d 

Figure 2.1.2. Experimental vs. computed electronic absorption spectra of I (a), III (b), IV (c) 

and VI (d)(solvent included). (B3PW91/LANL2DZ+pol./PCM). 

2.1.4. Phosphorescence 

The phosphorescence wavelength was first studied by conventional open-shell DFT 

computations (unrestricted) of the first triplet state. In this case the electronic wavelength 

was obtained as the energy difference between the optimized triplet open-shell (ET,r(T)) and 

a single-point calculation of the singlet closed-shell with the optimized geometry of the triplet 

(ES,r(T)). This method gives on average an error around 0.15 eV. While the error is higher 

for complexes II and V, it remains acceptable even in this case (<0.30 eV) (Table 2.1.3). 
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This preliminary study paves the way to more refined calculations based on vibronic 

transitions. As one can see in Table 2.1.3, the vibrational contributions affect the position of 

the peaks. In every case, the unrestricted method provided accurate results in terms of 

position. 

 

Table 2.1.3. Emission data: experiment vs TD-DFT, unrestricted-DFT electronic and vibronic 

calculated values (B3PW91/LANL2DZ+pol./PCM). 

 
Exp.a 

Electronic Vibronic 
 TD-DFT Unrestricted AS (TD) AH (TD) AS (unr) AH (unr) VG (unr) VH (unr) 

I 521 573 554 566 592 557 582 527 522 

II 
554 
578 

716 639 
616 
673 

- 
574 
612 

- 
575 
604 

- 

III 568 629 609 588 - 575 - 573 - 

IV 
558 
594 

623 571 
580 
628 

- 
552 
598 

- 
552 
599 

- 

V 
628 
685 

797 733 
705 
780 

- 
665 
730 

- 
664 
715 

- 

VI 628 707 645 670 716 610 624 611 613 
a From Ref. 87. 

 

Furthermore, the “cheap” AS and VG levels of theory show a substantial agreement 

with respect to experiment. Indeed, after inclusion of these corrections in the VG case, the 

average error on each peak falls around 0.06 eV with respect to experiment. Upon additions 

of Hessian effects, the peaks are all shifted to lower energies, with the exception of I (VH). 

Considering the global band shape and contrary to absorption spectra, the phosphorescence 

ones involve only one final electronic state (S0), so that any asymmetry (or fine structure) in 

the spectral shape can only originate from vibronic effects. Figure 2.3.1 shows the overall 

spectra obtained by unrestricted DFT electronic computations together with VG or VH 

treatments of vibronic contributions. The band shape for each compound is well reproduced 

by the computations, giving further support to the reliability of the underlying computational 

approach. Indeed, it is observed that complex II has two intense peaks, with a difference of 

ca. 30 nm, and the first slightly less intense in comparison to the second one. This behavior 

is also well reproduced by the computations. Furthermore, for complexes III and VI, 
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experimental and observed phosphorescence spectra are almost identical. For complexes IV 

and V, despite a slight discrepancy on the shoulder intensity of the curve, the localization of 

the peak is, once again, in good agreement with experimental data. As test cases, the band 

shape of I and VI have also been investigated after a Hessian diagonalization on both 

structures (ET,r(T) and ES,r(T)). As a matter of fact, the resulting spectrum (VH) fits slightly 

better the experimental one. 

 

  

  

  

Figure 2.1.3. Experimental (black) vs. simulated phosphorescence spectra at the vertical 

level of theory. VG(blue), VG+Shift(dashed), VH(red), VH+Shift(dashed). 

 

Conventional TD-DFT computations from the S0 ground electronic state led to larger 

and less systematic errors. In particular, complexes I, III, IV, and VI shared a systematic error 

of ca. 10%, which is quite typical for this level of theory. On the other hand, the error for II 
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and V reached 25%, a value too high to allow any reliable investigation. If one compares the 

TD-DFT electronic energies with respect to the experimental ones, the disagreement is 

always above 0.20 eV, and up to 0.50 eV (II), with a mean value of about 0.30 eV (based on 

the highest experimental energy values). However, upon addition of the vibronic coupling, 

the error drops, ranging from about 0.07 to 0.30 eV, with an average around 0.20 eV. It is of 

interest to analyze the main normal modes ruling the vibrational progressions of the 

emission spectra. In Figure 2.1.4a, the simulated phosphorescence spectrum of complex VI, 

is superimposed to the stick spectrum showing the different vibrational contributions at the 

VG level of theory. As one can see, the band maximum does not correspond to the 0−0 

transition but to excited vibrational levels. To characterize the principal vibrational 

progressions, the main components of the shift vector (i.e., the gradient of the final state 

projected on the normal modes of the initial state) is shown in Figure 4b.  

 

 

 
a 

 
b 

Figure 2.1.4. Stick and convoluted phosphorescence spectrum with of VI (a). Main 

components of the shift vector along normal modes of the initial electronic state (b) (blue 

and red refer to positive and negative sign, respectively). 

 

One can notice that the third normal mode of the triple state (unrestricted), whose 

computed harmonic frequency is 56 cm-1, dominates the shift vector, followed by non-

negligible (although at least 6 times lower) contribution by normal modes 10, 14, 20, 26, and 
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32, whose computed harmonic frequencies are 133, 202, 263, 361, and 455 cm−1, 

respectively.  

 

 

a 

 

b 

 

c 

 

d 

 

e 
 

f 

 
Figure 2.1.5. Normal modes 3 (a), 10 (b), 14 (c), 20 (d), 26 (e), and 32 (f) of the triplet state 

of VI.  

These six modes (3, 10, 14, 20, 26, 32) are sketched in Figure 2.1.5. It is noteworthy 

that all of these modes involve out-of-plane displacements and receive significant 

contributions from the acac moiety. Actually, modes 3, 10, 26, and 32 involve exclusively the 
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acac moiety. This point is remarkable because this moiety is only weakly involved in the 

electronic transition (Cf. Absorption section), but contributes strongly to tune the overall 

band shape. 

2.1.5. Partial conclusion 

From a methodological point of view, the B3PW91 hybrid functional in conjunction 

with the LANL2DZ valence basis set and pseudo potential confirms its reliability and 

robustness for analyzing structural and spectroscopic features of transition metal complexes 

involving, inter alia, platinum and ruthenium, together with different kinds of conjugated 

ligands. For high spin states, both conventional unrestricted DFT and TD-DFT (starting from 

the singlet ground state) computations can be performed with the first approach, providing 

more reliable results. Inclusion of vibronic couplings then leads to remarkable agreement 

with experiment: positions, intensities, and band shapes are nicely reproduced in the 

simulated spectra. It is noteworthy that the acac moiety gives a marginal direct contribution 

to the electronic transition but tunes the band shape through vibronic couplings. 

Nevertheless, some limitations are still present especially concerning proper account 

of the spin-orbit coupling, which would allow the computation of absolute (instead of 

relative) intensities together with Herzberg-Teller effects. Another significant aspect is the 

proper treatment of inner electrons beyond the pseudopotential approach employed in the 

present work. 
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2.2. Validation of a computational protocol to simulate near IR 

phosphorescence spectra for an Ir(III) metal complex  

Transition metal complexes have a large number of applications, particularly thanks 

to their strong ability to luminesce. In particular, one can cite iridium complexes that have 

this capacity to emit in a large energetic range. However, it remains difficult to 

experimentally fully characterize these targets with only one technique. Therefore, 

computationally oriented chemists can provide crucial information on these molecules, 

especially thanks to the very recent developments in this area.25,35,38 Furthermore, Density 

Functional Theory (DFT) and its Time-Dependent extension (TD-DFT) are increasingly used 

to get electronic and vibrational information from small- to large-size systems thanks to the 

strong improvements in hardware and software.88–94  

 

 

Figure 2.2.1. Investigated complex including atom labels discussed later. 

 

In a recent paper, a combined experimental and computational (ground state + 

vertical electronic absorption) study performed on the geometric and electronic structures 

of an iridium(III) complex with a d6 configuration on the metal was performed (Figure 2.2.1). 

The study also reported the observed phosphorescence spectrum of this complex which 

possesses a strong signature in the near IR.95 Despite its possible attractive nature for new 

technological devices, this molecule represents a computational challenge. The properties of 

the excited state (geometries, phosphorescence spectra) can be obtained considering 

practically the first triplet state of the system either as a ground high spin state, according to 

the unrestricted technique, or as the excited electronic state using the TD-DFT formalism 
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starting from the singlet ground state. However, the size of the system prevents the use of 

this last case if one wants to obtain the vibrational contribution of the triplet excited state 

due to the very large computational cost. 

2.2.1. Specific computational details 

Again here, the B3PW91 functional23,30,31 has been chosen in conjunction with the 

LANL2DZ basis set. Vibronic contributions have next been taken into account with the 

general Adiabatic Hessian approach (AH),39 in which the PES of the final state is more 

properly described, including mode mixing as well.  In order to reduce the computational cost 

and improve the vibronic progression, the alkyl terminal moieties in the experimental 

structure were replaced by isopropyl and the Cp* ligand by a Cp. 

2.2.2. Structural investigations 

After optimization, the obtained geometries of the complex were compared with 

available experimental data.95 As one can see in Table 2.2.1, the bond lengths around the 

metal are in reasonable agreement with the ones observed using X-ray diffraction. 

 

Table 2.2.1. Experimental and computed relevant geometric parameters.  

 Exp. Ref. 95 DFT Ref. 95 This study 

Ir-Cl (Å) 2.388a 2.380 2.418 

Ir-N2 (Å) 2.138(5) 2.110 2.093 

Ir-N1 (Å) 2.084a 2.057 2.060 

Ir-Cp (Å) 1.803(8) 1.801 1.795 

C11-N12 (Å) 1.495a 1.310/1.315 1.493 

3-4-5-6 (°) 23.7a 21.8 22.4 

7-8-9-10 (°) 3.8 2.1 0.5 

aAverage value taken directly from the crystal structure 

 

Indeed the average Ir–C (Cp*) is 1.803(8) Å in the crystal, whereas it is 1.795 Å in the 

simulations. The computed Ir–Cl bond length slightly overestimates the experimental 
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distance. On the other hand, the computed Ir–N1/2 distances are both underestimated by ca. 

0.03 Å with respect to experiment. The previous computational results reported together 

with the experimental ones make appear a very short C12–N13 distance (around ≈1.313 Å).95 

This result is intriguing when one compares this bond length with the one observed in the 

crystal (1.495 Å) which fits nicely with our computations (1.493 Å). Finally, examining the 

different torsions of the molecule, it appears that the computed structure fits nicely with the 

one obtained using X-ray diffraction. All these results gave confidence for further 

investigations. 

2.2.3. Electronic structure and vertical excitations 

On the optimized geometry of the compound, TD-DFT vertical excitations have been 

performed. Its molecular orbital (MO) diagram is sketched in Figure 2.2.2 and the ten first 

computed vertical transitions with an oscillator strength higher than 0.01 are given in Table 

2.2.2.  

 

Table 2.2.2. Ten first computed vertical transitions with f (oscillator strength) >0.01. 

λcalc (nm) f Transition Assignment 

503 0.6648 HOMO ⟶ LUMO 96% 

MLCT + ILCT 

492 0.0332 HOMO -1 ⟶ LUMO 81% 

482 0.1339 
HOMO -1 ⟶    LUMO +1 76% 

HOMO ⟶    LUMO +1 14% 

463 0.2307 

HOMO ⟶ LUMO +1 56% 

HOMO -1 ⟶ LUMO +1 17% 

HOMO -1 ⟶ LUMO 14% 

HOMO -2 ⟶ LUMO 8% 

432 0.2129 HOMO -2 ⟶ LUMO 87% 

419 0.1182 HOMO -2 ⟶ LUMO +1 88% 

388 0.2658 HOMO -3 ⟶    LUMO 93% 

367 0.1001 
HOMO -3 ⟶    LUMO +1 63% 

HOMO -4 ⟶ LUMO +1 20% 



Fanny Vazart – PhD thesis  2017 

56 

 

As one can see, the highest occupied frontier molecular orbitals possess a strong metal 

character, while most LUMOs are predominantly localized on the large π moiety.  

As one can see in Table 2.2.2, many electronic transitions occur between 400 and 500 

nm. The calculated lowest energy electronic transition is mainly a HOMO⟶LUMO (96 %) 

excitation. This transition is assigned to a MLCT and ILCT, like all the transitions of interest 

exhibited on Table 2.2.2. 

 

 

Figure 2.2.2. Frontier MOs of the complex at the singlet state (cut-off = 0.04). 
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2.2.4. Excited states 

The excited state of the complex was treated by means of the unrestricted method. 

The nature of the optimized geometry has been checked to be a true minimum on the PES. 

The optimized geometries of the fundamental singlet state and of the triplet excited state 

were compared in Table 2.2.3. As one can see, the bond lengths around the metal stay similar 

between the two states with variations only at the third decimal place. The torsion angles do 

not vary either. The variation of the π backbone of the complex was also investigated, and no 

significant changes were noticed. 

 

Table 2.2.3. Differences in some relevant geometric parameters. 

 Singlet Triplet 

Ir-Cl (Å) 2.418 2.417 

Ir-N2 (Å) 2.093 2.089 

Ir-N1 (Å) 2.060 2.059 

Ir-Cp (Å) 1.795 1.797 

C11-N12 (Å) 1.493 1.492 

3-4-5-6 (°) 22.4 21.8 

7-8-9-10 (°) 0.5 1.1 

 

 

Figure 2.2.3. Differences of geometry between the initial and the final state. 

 

In order to use the vibronic coupling methodology, the geometries of the initial and 

final states need to be close. Therefore, both geometries (initial and final states) are exhibited 
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in Figure 2.2.3 and they indeed look similar. This latter fact gives confidence for 

complementary analysis. Indeed, the geometric superposition of both states for each complex 

leads to a strong overlap. This last result allows the inclusion of the vibrational contributions 

to the electronic transitions for the simulation of the phosphorescence spectrum. 

2.2.5. Phosphorescence 

On these grounds, it is now possible to simulate the phosphorescence spectrum of the 

complex. Particular care was taken concerning the progression of the vibronic spectrum 

where the minimum percentage is, as recommended, at least 90 %. 

 

 

Figure 2.2.4. Simulation (red) versus experimental (black) phosphorescence spectrum of 

the complex. The shifted simulated spectrum (red dashed) is moved to match the maximum 

of the experimental one. 

 

In Figure 2.2.4 is reported the simulated spectrum of the compound. As one can see, 

the simulated (red) and experimental spectra (black) are in good agreement, despite a small 

red shift in our simulations with respect to experiment. This shift is evaluated around 0.15 

eV, which is an acceptable error at this level of theory (DFT), and allows us to shift (dashed) 

our simulated spectrum on the maximum of intensity of the experimental one. It becomes 

clearer that the simulation allows a direct vis-à-vis with experiment. 
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The complex exhibits three distinct bands around 1.7, 1.5 and 1.3 eV, and a tail in the 

IR region. The four distinct data are well reproduced in our simulation, although a small red 

shift is seen in comparison with experiment in the IR region. 

2.2.6. Partial conclusion 

The computational protocol (B3PW91/LANL2DZ) seems to be a good compromise if 

one attempts to reproduce and interpret the phosphorescence spectrum of an iridium 

complex. This protocol has already been used in previous studies (section 2.2) but here it was 

proven to be also adequate for the study of a larger system. 
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PART II. Gas-phase Formation Routes for Complex 

Organic Molecules in the Interstellar Medium 

Computational details 

All DFT calculations have been carried out with a development version of the Gaussian 

suite of programs.21 Most of the computations were performed with the B3LYP hybrid 

density functional22,23,63, the double hybrid B2PLYP functional24 and with the second-order 

Møller-Plesset perturbative many body treatment (MP2).96–100 These methods have been 

used in conjunction with the SNSD double-ξ basis set101 and the m-aug-cc-pVTZ triple-ξ basis 

set,26,27 where d functions on hydrogens have been removed. Semiempirical dispersion 

contributions were also included into DFT computations by means of the D3 model of 

Grimme, leading to B3LYP-D3 and B2PLYP-D3 models.28,102 Some reported energies were 

computed using the Complete Basis Set (CBS-QB3) method, which leads to very accurate 

values by employing a CC ansatz in conjunction with complete basis set extrapolation.103,104 

Full geometry optimizations have been performed for all compounds checking the nature of 

the obtained structures (minima or transition states) by diagonalizing their Hessians.  

Cubic and semidiagonal quartic force constants have been computed by finite 

differences of analytical Hessians and employed to obtain anharmonic frequencies with the 

GVPT2 model, taking possible resonances for frequencies,36 together with IR intensities 

(including both mechanical and electrical anharmonicities),37,38 into proper account. For 

transition states (TS), all the sums exclude the mode corresponding to the imaginary 

frequency. Those contributions enter in the semiclassical definition of reaction probability 

proposed by Miller,105 which includes both tunneling and anharmonicity, and has been used 

here for the evaluation of reaction rates. 

All the spectra have been generated and managed by the VMS-draw graphical user 

interface.45 
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Chapter 1. Cyanomethanimine isomers 

The recent detection of E-cyanomethanimine in Sgr B2(N) in the Green Bank 

Telescope (GBT) PRIMOS survey by Zaleski et al.106 has raised the question of how this 

species is formed under the conditions of the cold interstellar medium (ISM). Before this 

study, the principal astrochemical databases for molecular formation routes in the ISM 

(UMIST1265 and KIDA66) did not include any pathway for this species or its isomers. 

1.1. Re-assessment of the thermodynamic, kinetic, and spectroscopic 

features of cyanomethanimine derivatives: a full anharmonic 

perturbative treatment 

Imines are able to undergo various transformations and act as reactive intermediates 

in a large panel of reactions of interest for health and biology in general.107–110 Furthermore, 

over the past few years, the C≡N moiety has attracted increasing attention,46–49  also thanks 

to its putative role as intermediate in reactions involving purines and proteins.50 

Furthermore, the role of HCN in the interstellar space and prebiotic chemistry is also 

remarkable.51–53,111,112 It has been shown that only a very refined model, taking into account 

anharmonic effects, is able to retrace with accuracy the vibrational signatures of chemical 

compounds. Following some previous investigations on the thermodynamic and vibrational 

signatures of organic and inorganic molecules at the anharmonic level,25,35,37,62,68,69,113 new 

insights based on the experimental and computed data obtained recently by Osman46 on the 

Z- and E-C-cyanomethanimine molecules are presented herein. The vibrational and 

thermochemical properties of both molecules and the transition state connecting them 

(Figure 1.1.1) were investigated, taking into account the most refined model available so far.  

 

 

Figure 1.1.1. E-C-cyanomethanimine (E), Transition State (TS), and Z-C-cyanomethanimine 
(Z). 
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Computations of the reaction rate at both harmonic and anharmonic levels are also reported 

and comparisons with experimental data and harmonic level of theory are shown. 

1.1.1. Specific computational details 

Most of the computations were performed with the B3LYP-D3 functional,22,23 in 

conjunction with the SNSD basis set.101 Additional computations have been performed with 

the B2PLYP-D3 functional24 and with the MP2 treatment,96–100 in conjunction with the m-aug-

cc-pVTZ basis set,26,27 where d functions on hydrogens have been removed.  

The anharmonic CN stretching frequency was not in satisfactory agreement with the 

experimental data in the case of B3LYP(+D3). This problem can be traced back to a bad 

description at the harmonic level because the Δ (Harm.-Anharm.) is almost identical for all 

levels of theory (ca. 30-40 cm-1). To solve this issue, a Scale Factor (SF) on CN stretching has 

been set up on the HCN molecule and will only be applied to the harmonic CN frequency of 

both Z and E isomers, when needed. Then, the anharmonic correction is added to this new 

value. This SF is defined as below 

𝑆𝐹 =
𝜈𝑒𝑥𝑝+∆(𝜈𝐻𝑎𝑟𝑚.−𝜈𝐴𝑛ℎ𝑎𝑟𝑚.)

𝜈𝐻𝑎𝑟𝑚.
 (1) 

with νCN = 2097 cm-1 (H-C≡N).114 

Densities of States and Partition Functions  

The principal quantities needed for thermodynamic and kinetic calculations are the 

partition functions (at different temperatures), which can be generally obtained from the 

microscopic density of states through a Boltzmann integral 

𝑄(𝑇) = ∫ 𝜌(𝐸) ×𝑒
−(

𝐸−𝐸0
𝑘𝛽𝑇

)
𝑑𝐸

∞

0
 (2) 

and the density of states ρ(E) is calculated directly from the energy level structure. If the 

system is composed of N independent degrees of freedom, the overall partition function is 

given by the product of the individual partition functions, i.e. Q(T) = Qtr(T) x Qrot(T) x Qvib(T), 

with Qtr(T), Qrot(T) and Qvib(T) representing the translational, rotational and vibrational 

contributions, respectively. Dealing with isomerization reactions, Qtr(T) is the same for all 
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stationary points and can be neglected in the evaluation of equilibrium and rate constants. 

Next, for 3-dimensional rotations, the density of states is approximately given by 

𝜌𝑟𝑜𝑡(𝐸) =
2

𝜎
√

𝐸

𝐴𝐵𝐶
  (3) 

where σ is the rotational symmetry number, i.e. the number of unique orientations of the 

rigid molecule that only interchange identical atoms, and A, B and C are the rotational 

constants. The challenging part is the computation of the vibrational density of states for an 

anharmonic system, both because of the non-constant energy level spacing and because of 

the coupling of different vibrations. For the computation of the anharmonic vibrational 

density of states we have implemented a random walk Wang-Landau algorithm,115–117 which 

scales very favorably with the dimension of the system. 

Thermodynamic Functions.  

Through the partition functions and their temperature dependence, the 

thermodynamic functions (enthalpy, entropy, and Gibbs free energy) of both isomers are 

obtained according to 

𝐻 = 𝐸0 + 𝑘𝛽𝑇 + 𝑘𝛽𝑇2(
𝜕𝑙𝑛𝑄

𝜕𝑇
) (4) 

𝑆 = 𝑘𝛽𝑇 (
𝜕𝑙𝑛𝑄

𝜕𝑇
) + 𝑘𝛽𝑙𝑛𝑄 (5) 

𝐺 = 𝐻 − 𝑇𝑆 = 𝐸0 + 𝑘𝛽𝑇(1 − 𝑙𝑛𝑄) (6) 

Equilibrium and Rate Constants.  

Both microcanonical (fixed E) and canonical (fixed T) equilibrium and rate constants 

have been calculated. For the microcanonical ensemble (assuming the reaction is written as 

E↔Z), the equilibrium constant is given by 

𝐾𝑒𝑞(𝐸) =
𝜌𝑍(𝐸)

𝜌𝐸(𝐸)
  (7) 

where ρZ and ρE are, respectively, the densities of states of the two species at energy E. On 

the other hand, in the canonical ensemble, the equilibrium constant is given by 
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𝐾𝑒𝑞(𝑇) =
𝑄𝑍(𝑇)

𝑄𝐸(𝑇)
× 𝑒

−(
∆𝐸

𝑘𝛽𝑇
)
  (8) 

where QZ and QE are, respectively, the partition functions of the two species, and ΔE = E0(Z) - 

E0(E) is the difference of their zero-point energies. As far as the corresponding rate constants 

are concerned, semiclassical transition state theory (SCST) is used.105 In this model, the 

microcanonical rate constant for the forward reaction is given by 

𝑘(𝐸) =
𝑁(𝐸)

ℎ𝜌𝐸(𝐸)
  (9) 

where N(E) is the sum of states for the transition state, corrected for the possibility of 

tunnelling and quantum reflection 

𝑁(𝐸) = ∑ ∑ …𝑛2
∑ 𝑃𝑛(𝐸)𝑛𝐹−1𝑛1

 (10) 

with the semiclassical tunneling probability given by 

𝑃𝑛(𝐸) =
1

1+𝑒2𝜗(𝑛,𝐸) (11) 

In the above equations, F-1 is the total number of vibrational degrees of freedom 

orthogonal to the reaction path. In the framework of VPT2, ϑ(n,E) is an explicit function of 

the harmonic and anharmonic force constants.105 Using the Wang-Landau algorithm, it is 

possible to evaluate effectively N(E) separating the energy range in small bins (with width 

δE) 

𝑁(𝐸) = 𝛿𝐸 ∑ 𝜌(𝐸𝑖)⟨𝑃(𝐸𝑖)⟩
𝐸/𝛿𝐸
𝑖=1   (12) 

where ⟨P(Ei)⟩ is the average tunneling probability for the different vibrational quantum 

number choices leading to E ϵ [Ei - δE, Ei + δE]. 

The corresponding canonical expression for the rate constant is 

𝑘(𝑇) =
1

ℎ

∫ 𝑁(𝐸)𝑒
−(

𝐸
𝑘𝛽𝑇

)
𝑑𝐸

+∞
−∞

𝑄𝑟𝑒(𝑇)
  (13) 

where Qre(T) is the reactants partition function. 

In accordance with the principle of detailed balance, both in the canonical and 

microcanonical ensemble, the equilibrium constant is given by the ratio of the two rate 

constants (direct and inverse). 
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1.1.2. Infrared investigations 

Table 1.1.1 lists the experimental and computed vibrational wavenumbers of Z and E 

isomers. The calculations were performed at the harmonic and anharmonic levels, using the 

B3LYP-D3 and B2PLYP-D3 models in conjunction with the SNSD and m-aug-cc-pVTZ basis 

sets. As one can see on Z isomer, the computed results are close to experiment. The C−H and 

N−H stretchings issuing from the VPT2 model are in much better agreement with experiment 

than the scaled harmonic values of Ref. 46. The same behavior is observed concerning 

vibrations below 1500 cm−1. However, the C=N and C≡N stretches are not sufficiently well 

described in this model (B3LYP-D3/SNSD level). To solve this problem, a Scale Factor at the 

harmonic level has been set up (Cf. section 1.1.1). Addition of VPT2 anharmonic corrections 

to those scaled harmonic values leads to vibrational wavenumbers in remarkable agreement 

with experiment. It is noteworthy that B2PLYP-D3 results do not require any scaling. 

 

Table 1.1.1. Experimental and calculated vibrational wavenumbers (cm−1) of Z and E. 

Z E 

assign.a 
Osmana 

B3LYP-D3/ 
SNSD 

B2PLYP-D3/  
m-aug 

Osman 
B3LYP-D3/ 

SNSD 
B2PLYP-D3/  

m-aug 

exp calc Harm 
Anharm 

(+SF) 
Harm Anharm expb calca Harm 

Anharm 
(+SF) 

Harm Anharm 

3306 3334 3456 3286 3462 3295 3288 3456 3472 3302 3477 3310 ν1 N−H str. 

2943 3037 3128 2955 3161 2963 
3050-
2930 

3076 3069 2906 3103 2931 ν2 C−H str. 

2239 2251 2332 
2300 

(2225) 
2259 2220 2246 2336 2345 

2312 
(2237) 

2275 2235 ν3 C≡N str. 

1599 1617 1672 
1635 

(1582) 
1648 1609 1609 1678 1681 

1644 
(1561) 

1663 1625 ν4 C=N str. 

1388 1362 1410 1377 1425 1391 1386 1402 1407 1370 1415 1379 ν5 C−H bend 
1218 1203 1243 1213 1248 1218 1218 1237 1239 1212 1242 1216 ν6 CNH bend 
904 922 917 904 922 909 908 912 909 898 914 903 ν7 C−C str. 

 617 619 612 617 610  620 620 613 621 614 ν8 NCC bend 
 213 231 230 232 232  242 244 243 244 243 ν9 CCN bend 

1095 1093 1124 1097 1138 1109  1106 1106 1079 1119 1091 ν10 C=N tor. 
815 846 845 833 846 835 800 827 824 812 829 817 ν11 C−H O.P. 

 324 332 326 333 328  322 328 323 329 325 ν12 CNN O.P. 

 aFrom Ref. 46, calculations performed at the B3LYP/aug-cc-pVDZ level 
 bFrom Ref. 118 
 

A peak with a very low intensity was reported by Evans and co-workers around 3180 

cm-1, hypothetically assigned to 2νC=N.118 Thanks to these new computations it is now possible 
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to confirm this hypothesis. Indeed, this weak band is clearly assigned as an overtone (2 

quanta) of the fourth vibration mode (C=N stretching). Using the B2PLYP-D3/m-aug-cc-pvtz 

level oftheory, this value is computed at ≈3200 cm-1 (Z isomer), which is in very good 

agreement with experiment. 

According to the available experimental data on the E isomer, the agreement is also 

satisfactory.118 Concerning the CN stretching, the same SF as before has been used (B3LYP-

D3 computations) to obtain even more reliable results for these vibrations. 

Moreover, for both isomers, a set of resonances appeared for the C-H stretching, coupled with 

a combination band involving ν4 and ν5. For the sake of consistency, the lowest value of this 

resonance was always taken in the assignment. 

 

 

Figure 1.2.2. Observed (black, from Ref. 46) and simulated IR spectra of Z-C-

cyanomethanimine (B3LYP-D3/SNSD): harmonic (blue) and anharmonic (red). 

Normalization has been performed with respect to the peak above 1200 cm-1. 
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Finally, the MAE using B2PLYP-D3 and the m-aug-cc-pVTZ basis set is good (≈ 11 cm-1). This 

value is appreciable because the lowest energy modes could not be compared due to the lack 

of experimental data. If we compare the experimental Infrared spectrum (wavenumbers and 

intensities) of Z-C-cyanomethanimine to the new computations (B3LYP-D3/SNSD) at both 

harmonic and anharmonic levels of theory with respect to experiment (Figures 1.1.2 and 

1.1.3), one should notice that the harmonic spectrum fits quite nicely in the 1000-1500 cm-1 

region. However, it turns out that experimental and harmonic spectra show a more 

pronounced disagreement above 1500 cm-1. On the other hand, the anharmonic spectrum 

exhibits a remarkable accuracy with respect to experiment on the investigated region. 

Furthermore, one can see the presence of simulated small hills around 1700-2000 cm-1 which 

correspond to a set of overtones and combination bands. When zooming in the region 1070-

1400 cm-1 on the experimental and anharmonic simulated spectra (Figure 1.1.3), it can be 

observed that all the information given by the experimental spectrum can be retrieved in the 

simulated one but for one peak around 1310 cm-1. This peak, also present in the IR spectrum 

of Z-prop-2-ynylideneamine (structurally close to Z-C-cyanomethanimine), was not 

assigned.46 

 

 

Figure 1.1.3. Observed FTIR (black, from Ref. 46) and simulated IR spectra of Z-

cyanomethanimine (B3LYP-D3/SNSD) at the anharmonic (red) level in the region 1070-1400 

cm-1. Normalization has been performed with respect to the peak above 1200 cm-1. 
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Let us now focus attention on the 1070-1400 cm-1 region. It turns out that not only the 

vibrational wavenumber of the C=N torsion is particularly well reproduced in these 

computations (1097 vs. 1095 cm-1) but also its intensity. Indeed, the experimental intensity 

of the CNH bend (1218 cm-1) is considerably higher than that of the C=N torsion. This trend 

is also reproduced in the simulation and with a very accurate wavenumber (1213 cm-1). 

Finally, the low intensity peak at 1388 cm-1 is also very well reproduced in our simulation. 

1.1.3. Thermodynamics and kinetics 

The structures of the E and Z isomers were first optimized at several levels of theory. 

On those optimized geometries, analytical frequency calculations were performed at the 

harmonic and anharmonic levels, the latter one by using the generalized second-order 

vibrational perturbation model.66 In Table 1.1.2 are listed the energy differences (electronic 

energy (ΔE), zero-point corrected energy (ΔE0), and Gibbs free energy (ΔG)) between both 

compounds at the harmonic level. This table shows a constant trend (the Z compound is 

always favored) and a negligible role of zero point and entropic effects. 

This result matches with previous mixed computational and experimental 

investigations.46,118 In order to understand the kinetics of the C-cyanomethanimine 

isomerization, the transition state between Z and E has been located and found ca. 25 

kcal/mol higher than both stable isomers (Figure 1.1.4). 

This TS exhibits a linear C-N-H angle (≈180°) and sustains a substantial imaginary 

frequency (-1134 cm-1). 

 

Table 1.1.2. Energy Differences − Electronic Energy, Zero-Point Energy, and Free Gibbs 

Energy − between E and Z Isomers at the harmonic level (kcal/mol). 

Δ: (E) – (Z) 
SNSD m-aug-cc-pVTZ 

B3LYP-D3 B2PLYP-D3 MP2 

ΔE 0.64 0.63 0.61 
ΔE0 0.54 0.54 0.54 
ΔG 0.59 0.59 0.58 

 

On these grounds, a full kinetic investigation was undertaken in order to compute the 

rate constant. The densities of states of both isomers have been computed, as well as the 
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transition state connecting them, by convolution of the 3D classical rotational DOS and the 

anharmonic vibrational DOS, obtained by the Wang-Landau algorithm. As sketched in Section 

1.1.1, the density of states permits a complete thermodynamic and kinetic characterization 

of the species. In particular, the enthalpy and entropy changes for the Z-to-E conversion are 

calculated as functions of temperature (Figures 1.1.5 and 1.1.6).  

 

 

Figure 1.1.4. Relative energies (Zero-Point Energy -ZPE- and Gibbs Free Energy -ΔG-) 

diagram of the Z-C-cyanomethanimine ⇔ E-C-cyanomethanimine equilibrium calculated at 

the anharmonic B3LYP-D3/ SNSD level (kcal/mol). 

 

In order to assess the effects of anharmonicity, these quantities are compared with 

the ones obtained using the harmonic vibrational density of states evaluated by the Stein-

Rabinovitch modification of the Beyer-Swinehart algorithm.119 It must be stressed that, even 

though the Wang-Landau algorithm is valid for any energy interval, the quadratic 

approximation for vibrational energy levels issuing from the VPT2 model (see eq. 1) loses 

reliability at high energies (corresponding to high temperatures) when the various 

dissociation limits of the vibrational modes are reached since, beyond the quadratic 

extremum, the energy tends to (unphysically) diminish with the quantum number. 

Consequently, as a reasonable compromise between reliability of the quadratic energy level 

formula and temperature range of the data reported, a temperature of 1500 K as our upper 

limit has been chosen. The trends of the two thermodynamic functions with temperature are 

very similar. This is to be expected, since the slope of the enthalpy change is the difference in 
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heat capacities between products and reactants, whereas the slope of the entropy change is 

the ratio of the same quantity with temperature. In terms of algebraic values, the reaction 

enthalpy is always positive. The main factor responsible for this is the higher zero-point 

energy of the E isomer. On the other hand, the entropy change is negative for the same reason, 

since fewer states are available to the E isomer. In the harmonic case, the enthalpy increases 

steadily and almost linearly with temperature, indicating an almost constant difference in 

heat capacities. This changes at very low temperatures, where the relative sparsity of E states 

diminishes its heat capacity and ultimately reverses the trend. Inclusion of anharmonicity 

has the effect of rendering the entropy change more negative, indicating that it increases the 

Z density of states more than the E one. Moreover, the difference in heat capacities between 

the two species becomes much more modest. 

The effect of introducing anharmonicity in the density of states can be better 

evidenced in terms of the so-called anharmonic factor,120 defined as the ratio of the 

corresponding densities of states 

𝐹(𝐸) =
𝜌𝐴𝑛ℎ𝑎𝑟𝑚.(𝐸)

𝜌𝐻𝑎𝑟𝑚.(𝐸)
  (15) 

 

 

Figure 1.1.5. Evolution of the anharmonic factor, F(E), for Z and E isomers. 



Fanny Vazart – PhD thesis  2017 

71 

 

As shown in Figure 1.1.5, the anharmonic factor varies almost linearly with the energy. 

A similar trend was found by Troe et al.,120 who compared harmonic and anharmonic 

densities of states for various small molecules. The high-frequency deviation in the low-

energy region is related to the statistical sampling of the Wang-Landau algorithm. It can be 

seen that the slope in the case of the Z isomer is higher, indicating that anharmonicity 

increases the density of states more for the Z isomer than for its E counterpart. This trend is 

in agreement with the enthalpy and entropy curves shown above. Figure 1.1.6 shows the 

logarithm of the equilibrium constant for the Z → E isomerization. At all temperatures 

considered, the equilibrium constant is less than one, and this effect is more pronounced at 

low temperatures where the enthalpy term dominates. As the temperature increases, the 

difference in zero point energies becomes increasingly less important, and the equilibrium 

constant approaches unity. 

 

 

Figure 1.1.6. Logarithm of thermal equilibrium constant Keq(T) for the isomerization of 

cyanomethanimine. 
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Introducing anharmonicity slightly lowers the equilibrium constant. This appears 

principally to be an entropy effect since, as shown before, the entropy of the Z isomer is 

substantially larger than that of E, while the enthalpy contributions are very close. 

 

 

Figure 1.1.7. Microcanonical and canonical rate constants for the isomerization of C-

cyanomethanimine. 

 

Figure 1.1.7 shows the microcanonical and canonical rate constants for the direct 

reaction. Tunnelling and nonclassical reflection near the transition state have been included 

using the semiclassical approach of Miller and co-workers (even though, in this case, 

quantum effects are not expected to play any significant role, since the imaginary frequency 

of the transition state is only of the order of 1100 cm-1).105 

It can be seen that the anharmonic rates are lower than the harmonic ones at all 

energies and temperatures considered. It has already been shown how anharmonicity lowers 

the Gibbs free energy of the reactants. This effect more than compensates for the 

corresponding effect on the transition state, thus reducing the rate constant. From the 

Arrhenius plot, it is seen that the slope of the curve is essentially the same both in the 

harmonic and anharmonic case. Thus, the activation energy remains invariant on 
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introduction of anharmonicity, which seems primarily to decrease the pre-exponential 

factor. The activation energy calculated from the slope of the Arrhenius plot is 23.9 kcal/mol, 

which is in nice agreement with the potential barrier of the system (25.4 kcal/mol). 

1.1.4. Partial conclusion 

New insights concerning the behavior of C-cyanomethanimine have been provided. 

The infrared spectrum of Z-C-cyanomethanimine has been simulated, and the anharmonic 

spectrum matches nicely the experimental one. Furthermore, vibrational energies of E-C-

cyanomethanimine have also been assigned. The reliability and effectiveness of the proposed 

computational protocol pave the route for systematic investigations of more complex 

systems. All these results point out once again the non-negligible impact of anharmonicity on 

the chemical processes involving even small molecules. 
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1.2. Cyanomethanimine isomers in cold interstellar clouds: insights 

from electronic structure and kinetic calculations 

As has been mentioned above, no molecular formation pathway is yet known for these 

compounds. This situation can be improved by quantum mechanical (QM) calculations of 

spectroscopic and thermodynamic properties to guide and support observations, line 

assignments, and data analysis.121,122 The possible formation of cyanomethanimine in the ISM 

starting from the widespread HCN and HNC species was amply scrutinized in the past 

because it was suggested by Chakrabarti & Chakrabarti123 that the oligomerization of HCN in 

the gas phase could lead up to adenine in four steps. Adenine is one of the purine RNA 

nucleobases and, having the gross formula C5H5N5, can be viewed as a HCN pentamer. In the 

same fashion, cyanomethanimine is the dimer of HCN (or HNC, which is also ubiquitous in 

the ISM). The suggestion by Chakrabarti & Chakrabarti123 was disproved by Smith et al.124 

who demonstrated that the first step of their sequence (that is, the formation of 

cyanomethanimine starting from two HCN molecules) is already impossible in the low-

temperature interstellar environment. Later on, Yim & Choe125 and Jung & Choe126 also 

explored the possibility that the reaction between HCN or HNC with the protonated species 

HCNH+ could lead to cyanomethanimine. Even though the presence of a proton substantially 

lowers the reaction barriers, Yim & Choe125 concluded that those reactions are not viable gas-

phase routes to cyanomethanimmine formation in the ISM.  

Because of the lack of gas-phase routes, after the detection of E-cyanomethanimine 

toward Sgr B2(N), Zaleski et al.106 suggested that a radical chemistry formation route could 

occur in interstellar ices. Here it is instead shown that the reaction between two widely 

diffuse species, that is, the cyano radical and methanimine, can easily account for 

cyanomethanimine formation under the characteristic conditions of interstellar clouds. The 

interaction of the ·CN radical with methanimine was already explored by Basiuk & Bogillo.127 

Their B3LYP/6-31++G(d,p) calculations demonstrated that the addition of the ·CN radical to 

the p bond of methanimine is barrierless but the reaction exit channels were not explored in 

that study. Nevertheless, in the low-density conditions of the ISM where no ternary molecular 

encounters take place, the stabilization of bound reaction intermediates could only take place 
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via radiative emission, a process with very low probability, which is not competitive with 

bond fission when exothermic fragmentation channels are available. 

 

 

Figure 1.2.1. Investigated compounds. 

 

Therefore, a detailed QM investigation has been undertaken, relying on some work 

already performed on the thermodynamic, kinetic, and spectroscopic features of 

cyanomethanimine derivatives (E-C- and Z-C-70). The vibrational and thermochemical 

signatures of all stable molecules herein presented and the transition states connecting them 

(Figure 1.2.1) were investigated, using one of the most reliable computational models rooted 

in density functional theory (DFT) coupled to single point energy refinement by a coupled 

cluster (CC) approach in conjunction with complete basis set extrapolation (CBS-QB3). 

Computed reaction rate coefficients are also provided using a capture model and the Rice-

Ramsperger-Kassel-Marcus (RRKM) method for the open reaction channels, which are: 
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CN + CH2=NH 

→ Z-NC-CH=NH + H  ΔH°0 = -18.5 kcal/mol (1) 

→ E-NC-CH=NH + H  ΔH°0 = -17.8 kcal/mol (2) 

→ CH2=N-CN + H  ΔH°0 = -12.5 kcal/mol (3) 

→ Z-CN-CH=NH + H  ΔH°0 = -2.2 kcal/mol  (4) 

→ E-CN-CH=NH + H  ΔH°0 = -1.5 kcal/mol  (5) 

 (the indicated enthalpies of reactions are those calculated here, see below). As we are going 

to see, all E-C-, Z-C-, and N-isomers can be formed to some extent, but only E-C-

cyanomethanimine has been identified so far in interstellar space. This fact needs to be 

critically discussed considering that the way used to characterize the compound was only 

through microwave spectroscopy. Indeed, as this technique strongly depends on the dipole 

moment of the molecule, this property is a factor which needs to be checked.  

1.2.1. Specific computational details 

Most of the computations were performed with the B2PLYP-D3 functional24 in 

conjunction with the m-aug-cc-pVTZ basis set,26,27 where the d functions on hydrogens have 

been removed. The energies reported in this part (except where noted) were computed using 

the Complete Basis Set (CBS-QB3) method.103,104  

On these grounds, rate constants have been obtained by a combination of capture theory and 

RRKM calculations using the same technique as described before. The initial bimolecular rate 

constant of CN + CH2NH is calculated using capture theory. Here, the assumption is that if the 

system has enough energy to surmount the centrifugal barrier, then it goes on to form one of 

the initial adducts. For a long range potential of the form –C6/R6, the capture cross section is 

given by the formula 

𝜎(𝐸) = 𝜋 × 3 × 2−
2

3 × (
𝐶6

𝐸
)
1

3⁄   (1) 

where E is the translational energy. The corresponding rate constant is given by the cross 

section multiplied by the collision velocity (2E/m)1/2, where m is the reduced mass of the 

reactants. It must be stressed that it is the translational (collision) rather than the total 

energy that appears in the capture rate expression. In order to account for the possibility that 
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the reactants occupy higher internal states (and, consequently, have a lower collision 

energy), a convolution of the raw capture rate constants with the probability density function 

for the internal energy (obtained from a simple calculation of the reactant internal density of 

states) was performed. 

As the initial state of the reactants is assumed to be uncorrelated to the initial 

intermediate formed, the initial populations of the three possible intermediates are simply 

taken to be proportional to their respective densities of states at the total energy considered. 

Moreover, the capture model furnishes the maximum value of J, the total angular momentum 

quantum number, as a function of total energy, which is subsequently used in the 

unimolecular calculations. 

In order to calculate the rate of back-dissociation into reactants, the principle of 

detailed balance was used and, for a reaction of the form A + B ↔ C, would read 

𝑘(𝐴 + 𝐵 → 𝐶)𝑥𝜌(𝐴 + 𝐵) = 𝑘(𝐶 → 𝐴 + 𝐵)𝑥𝜌(𝐶) (2) 

where ρ(C) and ρ(A+B) are, respectively, the density of states of intermediate C and the 

density of states per unit volume of the bimolecular system A+B (including the three-

dimensional relative motion). Thus, the rate of back-dissociation into reactants was 

calculated by multiplying the bimolecular capture rate constant with the total density of 

states per unit volume of CN+CH2NH and dividing by the total density of states of the initial 

adducts (assuming, for each energy, a maximum value for the total angular momentum J 

given by the capture calculations). 

After the initial intermediate is formed, the assumption is made that the available 

energy is statistically distributed among the various degrees of freedom (subject to 

conservation of total angular momentum) and therefore the RRKM model is suitable for the 

calculation of unimolecular rate constants. Moreover, in the RRKM model, the existence of a 

well-defined transition state is postulated for each elementary reaction, i.e., a configuration 

of “no recrossing” which, once crossed by the reactants, invariably leads to the products. The 

existence, in all cases, of a well-defined maximum in energy renders this assumption 

reasonable. The microcanonical rate constant for each elementary step is calculated using 

the formula 
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𝑘(𝐸) =
𝑁(𝐸)

ℎ𝜌(𝐸)
 (3) 

where N(E) denotes the sum of states in the transition state at energy E, ρ(E) is the reactant 

density of states at energy E, and h is Planckʼs constant. N(E) is obtained by integrating the 

relevant density of states up to energy E and the rigid rotor/harmonic oscillator model is 

assumed. Both densities of states (reactant and transition states) are appropriately 

symmetrized with respect to the number of identical configurations of the reactants and/or 

transition state. Where possible, tunneling and quantum reflection have been considered by 

using the corresponding imaginary frequency of the transition state and calculating the 

tunneling probability for the corresponding Eckart barrier. After all microcanonical rate 

constants have been calculated, the master equation is solved for the particular energy in 

order to take account of the possibility of interconversion between intermediates. A matrix k 

of the rate constants is set up such that the off-diagonal element kij represents the rate 

constant from species j to species i and the diagonal elements are such that the sum of each 

column is 0. Moreover, a concentration vector c was set up such that the element cj 

corresponds to the concentration of channel j. Then, all kinetics expressions can be written 

as a vector differential equation 

𝑑𝑐

𝑑𝑡
= 𝑘 × 𝑐  (4) 

This is a linear differential equation and thus can be solved using standard methods. In order 

to determine the behavior of c in the infinite future, the matrix k was diagonalized and its 

eigenvectors were determined. These eigenvectors will either correspond to eigenvalues 

with a negative real part (vanishing in the infinite future) or 0 (stable eigenvectors). The 

initial concentration vector (as determined by capture theory among the three possible initial 

intermediates) is written as a linear combination of all eigenvectors and, subsequently, those 

with a negative eigenvalue are discarded. What remains is the concentration vector in the 

infinite future, yielding the branching ratios of all channels. 

1.2.2. Electronic structure calculations 

Starting from the results obtained by Basiuk & Bogillo,127 the structures of all the 

stationary points were reanalyzed at higher levels of theory, i.e., B2PLYP-D3/m-augcc- pVTZ 
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geometry optimizations with subsequent energy determinations also at the CBS-QB3 level. 

The reliability of the B2PLYP computational model is confirmed by the close correspondence 

of relative energies with their CBS-QB3 counterparts. All the precursors, intermediates, and 

products were fully characterized as minima on the potential energy surface and transition 

states exhibited a single imaginary frequency. 

Figure 2.1.2 depicts possible reaction paths of the full ·CN + CH2NH → E-C-, Z-C- and 

N-cyanomethanimine formation reactions. Two pathways have been considered for each 

case, the first in one step (red) with one transition state (2Z, 2E and 2Nβ), and the second 

(blue), which includes two intermediates (1 and 3) and two transition states (2C, 2Nα and 4). 

Let us focus first on the pathway leading to the C-cyanomethanimines (E- and Z-). As one can 

see, the first step consists in ·CN attacking the carbon atom of CH2NH, leading to the 

(NC)CH2N·H radical 1C, which is about 50 kcal/mol more stable. At this point, three 

possibilities can be envisaged. On the one hand, one might observe a loss of a hydrogen 

radical, leading directly to the E or Z isomer, depending on the original conformation of 1C. 

This step has an exit barrier of about 37 kcal/mol. On the other hand, a migration of the CN 

moiety to the N atom can be realized through transition state 5 with a barrier of 25 kcal/mol. 

To finish, considering the presence of the stabilizing C≡N moiety on the carbon atom, 

hydrogen migration can also be observed in order to get the lone electron on this atom. This 

migration would occur through the transition state 2C which has a barrier of ca. 32 kcal/mol, 

and would lead to the most stable compound involved in this reaction: the second 

intermediate 3C. Basiuk & Bogillo127 only studied this reaction up to this compound, which is 

a reactive radical. 
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Figure 1.2.2. Full reaction paths of the reaction ·CN + CH2NH → E-C-, Z-C-, and N-cyanomethanimine with relative electronic 

energies (black) and zero-point corrected energy (green). The energies were computed using the CBS-QB3 level of theory. 

Alternative pathways in blue and red. 
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Therefore, they left room for continuing their study and suggested a deeper analysis 

including combination with several other radicals. However, they never mentioned the 

possible loss of a hydrogen radical, which we focus on here. This last step was found to be 

possible through another transition state with a significant barrier of about 56 kcal/mol, and 

leads either to E-C-cyanomethanimine or its Z isomer and a ·H radical. In the first case, the 

compounds are more stable than the reagents by 14.5 kcal/mol and in the second case by 

15.4 kcal/mol. When concentrating on the pathway to N-cyanomethanimine, one can notice 

a similarity with the previous route. In that case, the ·CN attack occurs toward the nitrogen 

atom, leading to a first intermediate 1N that is slightly more stable than the one on the other 

path (1C, of about 2 kcal/mol). From here, three possibilities are again envisaged: a C≡N 

migration to the C atom that has a 27 kcal/mol barrier, a direct loss of hydrogen through 

intermediate 2Nβ, which has a 47 kcal/mol barrier; and the presence of the stabilizing C≡N 

moiety on the nitrogen atom that would lead to a hydrogen migration, 43 kcal/mol. 

 

 

 

Figure 2.1.3. Possible formation mechanisms of E-, Z-C-cyanomethanimine and N-

cyanomethanimine. 

 



Fanny Vazart – PhD thesis  2017 

82 

 

This second step, which needs to go through a first transition state 2Nα, requires more 

energy than its counterpart on the other path: 43 versus 32 kcal/mol. Moreover, the second 

intermediate 3N is less stabilized than its counterpart 3C due to a shorter delocalization 

chain. As far as the last step is concerned, one can notice the smaller barrier (48 versus 56 

kcal/mol) that leads to a less stable final compound, i.e., N-cyanomethanimine (9 versus 14.5 

and 15.5 kcal/mol). These reaction paths are all feasible in the ISM considering that all the 

steps can be taken without exceeding the allowed energy given by the two precursors. 

Indeed, we found possible ways to form cyanomethanimine isomers in space. The possible 

radical mechanisms based on the reaction paths we proposed are given in Figure 2.1.3. The 

reaction path focusing on an attack of the ·NC radical leading to iso-cyanomethanimines was 

also considered but was too energetic to occur in the ISM.  

 

 

Figure 1.2.4. Spin densities of the intermediates 1C(a), 3C(b), 1N(d), and 3N(e) and dipole 

moments of 3C(c) and 3N(f). 

 

In Figure 2.1.4, one can see the main localization of the spin densities and dipole 

moments of several compounds. On the first intermediates 1, a major contribution can be 

seen on the atom not linked to C≡N, ensuring the presence of the lone electron on this atom. 

In the case of compound 3C, one can observe the more delocalized spin density, which is 

linked to the delocalized free electron. The contribution of the carbon is the most important, 

however. This phenomenon is also noticeable on 3N, but constrained to the N-C≡N moiety. 



Fanny Vazart – PhD thesis  2017 

83 

 

The dipole moments of 3C and 3N, as far as they are concerned, start from the averages of 

both conjugation chains. 

 

After verifying that the formation of the three isomers is feasible in the ISM because 

of the lack of entrance channels, we consider here the further dissociation that Z and N could 

undergo because they are formed by very exothermic processes and are, therefore, 

characterized by a non-negligible excess of internal energy. However, these reactions would 

require too much energy to occur in the ISM. A cyclization has also been envisaged, but the 

resulting cycle (azirin-2-imine) would also be too energetic.  

 

 

Figure 1.2.5. Dipole moments of E-C-, Z-C- and N-cyanomethanimine. 

 

Let us now focus on the detection of the three isomers by microwave (MW) 

spectroscopy. As mentioned before, line intensities strongly depend on the dipole moments 

of the compounds of interest. Figure 1.2.5 depicts the dipole moment orientations and values 

of E-C, Z-C-, and N-cyanomethanimine. One can see that the Z isomer has a very small dipole 

moment compared to E and N, which could explain why it is difficult to detect by MW in space. 

Also, N-cyanomethanimine has not yet been characterized conclusively in space, although 

several rotational transitions that could correspond to this compound have been observed 

by Zaleski et al. (2013). In any case, this compound is not thermodynamically favored 

compared to its C-isomers (less stable by 6 kcal/mol), which would also explain a reduced 

presence in the ISM. 
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1.2.3. Kinetics calculations 

Calculations for total energies, up to 1.2 kcal/mol, have been performed (taking as 

zero the zero-point energy of the reactants CN + CH2NH). As the most probable collision 

energy at 100 K is 0.2 kcal/mol, this range of energies seems to adequately describe the 

reaction scheme at the temperatures of the ISM. 

As an initial step, the capture rate constant for the initial CN + CH2NH reaction was 

calculated. To do so, calculations for various points along the entrance coordinate CN-CH2NH 

were performed and the energies were subsequently fitted to a V = V0 – C6/R6 law to 

determine the C6 constant which was used in the capture theory calculation. There are three 

possible initial adducts. Two of them are cyano adducts (i.e., CN adds through its C atom, 

either on the C or the N atom of the methanimine) and one is an isocyano adduct (CN adds 

through its N atom on the C atom of the methanimine). The initial overall capture rate 

constant has been partitioned among the three adducts in proportion to their densities of 

states at the energy considered. It must be stressed that it is the translational (collision) 

rather than the total energy that appears in the capture rate expression. 

 

 

Figure 1.2.6. Rate constants for the formation of final products. 
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The final product-specific rate constants appear in Figure 1.2.6 for all energies 

considered. At all energies, the rate constant for the production of iso-cyano products was 

found to be negligible. This fact is easy to understand since, as can be seen from the path, the 

energies for all transition states from the initial iso-cyano adduct are well above the reactants 

and hence the only contribution from these is due to tunnelling. Moreover, the density of 

states of the initial iso-cyano adduct is about two orders of magnitude lower than the others. 

Regarding the products observed, it is seen that the rate constant is maximum for the Z 

product with the E product following (the respective branching ratios are around 57% and 

39%). The reason for the prevalence of the Z product is the slightly lower energy of the 

respective transition states compared to the E ones. On the other hand, the branching ratio 

of the N product is only around 4%. This is in spite of the fact that the density of states of the 

initial N-adduct is higher than that of the initial C-adduct and thus its initial population is 

higher. As can be seen, the barriers for hydrogen migration and elimination from the N-

adduct are much higher than those for the C-adduct. Moreover, the barrier for 

interconversion between C- and N-adduct is considerably lower. 

As a result, the initial populations do not play much of a role. It is rather the 

subsequent barriers that determine the final outcome. Finally, back-dissociation into 

reactants is negligibly slow at low energies, whereas it reaches a branching ratio of around 

1% to 1.5% at the highest energy. It can be seen from Figure 1.2.6 that the rate constant rises 

rather steeply towards the high energy end, the reason for this being the high density of states 

of the reactants (which comprise five rotational degrees of freedom). 

1.2.4 Partial conclusion 

New insights into the formation of cyanomethanimine isomers in the ISM have been 

provided. Electronic structure and kinetic calculations demonstrate that the reaction CN + 

CH2=NH is a facile formation route of Z,E-C-cyanomethanimine, even under the extreme 

conditions of density and temperature typical of cold interstellar clouds. Therefore, in all 

cases where the CN radical and methanimine are relatively abundant, the observation of 

some cyanomethanimine can be expected as well. It can also be noted that, since the 

formation of the more stable Z isomer is favored by a factor of ca. 1.5 and since the detection 
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of the E isomer is favored by a factor of 6,106 the missing detection of the Z isomer can be due 

to the sensitivity limit of the GBT PRIMOS survey, as already suggested by Zaleski et al.106 N-

cyanomethanimine is formed with a much lower probability and its detection will be 

extremely challenging.  

Finally, since both CN radicals and methanimine are important species in the upper 

atmosphere of Titan (with methanimine being formed by the reaction N(2D) + CH4 and 

C2H6,111 we suggest that the CN +CH2NH reaction could significantly contribute to the build-

up of the nitrogen-rich organic aerosols that cover the massive moon of Saturn. 

A more general conclusion is that neutral-neutral gas-phase reactions can account for 

the formation of relatively complex organic molecules even under the extreme conditions of 

the ISM.  Other studies of critical and yet unexplored neutral–neutral gas phase reactions 

performed with theoretical methods can help to fill the gap of the missing reactions leading 

to COMs, especially when those reactions cannot be easily investigated in laboratory 

experiments as in the present case. 
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Chapter 2. The peculiar case of formamide 

Formamide, as the simplest amide, has attracted increasing attention in the field of 

prebiotic chemistry.128–131 Indeed, it has the ability to act as a precursor in the abiotic amino 

acid synthesis and perhaps also in that of nucleic acid bases.10–12 Formamide is, therefore, a 

central compound to connect metabolism (conversion of energy), which is ruled by proteins, 

and genetics (passage of information), ruled by RNA and DNA. Moreover, its key role in the 

interstellar medium appears to be also remarkable since it has been detected in the galactic 

center sources Sgr A and Sgr B2,132 in the Orion-KL region (an active site of high-mass star 

formation embedded in OMC-1)133 and more recently in a solar-type protostar.134 These 

detections of centimeter- and millimeter-wave emissions due to rotational transitions have 

led prebiotic chemists to wonder how formamide has been formed in space. 

2.1. State-of-the-art thermochemical and kinetic computations for 

formamide formation in cold interstellar clouds 

Several formation pathways have already been investigated for formamide in the gas 

phase, including ionic reactions or radical ones.135 However, while efficient and successful 

surface-chemistry mechanisms have been proposed,136–139 none of these gas-phase reaction 

channels is likely to be open in space, i.e. at low temperatures. Indeed, the first step might 

exhibit a barrier and would require a non-available amount of energy, a third body collision 

could be needed which is not likely in the gas phase, or the path could lead mainly to other 

products. 

Therefore, to solve this issue, a comprehensive quantum mechanical investigation has 

been undertaken, focusing on the addition of the •OH radical to methanimine, as suggested in 

a study by Ali and Barker.140 When looking carefully to the system, one can envisage an 

additional plausible path involving the addition of the •NH2 radical to formaldehyde, already 

suggested in a study by Kahane and co-workers.134 Moreover, this channel was also identified 

by Ali and Barker as a product channel, but they did not analyze it as a reactant channel. In 

detail, the vibrational signatures and thermochemical properties of all stable molecules 

involved in these processes and the transition states connecting them (see Figure 2.1.1) were 

investigated using state-of-the-art computational approaches. Then, reaction rates were 
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computed using capture and Rice-Ramsperger-Kassel-Marcus (RRKM) theories within a 

general semiclassical approach including anharmonic contributions together with tunneling 

and nonclassical reflection effects. 

 

 

Figure 2.1.1. Investigated compounds. 

2.1.1. Specific computational details 

Computations were mainly performed with the B2PLYP-D3 functional,24 in 

conjunction with the m-aug-cc-pVTZ basis set,26,27 where d functions on hydrogens have been 

removed.  

For all stationary points, improved electronic energies were obtained by means of a 

composite approach based on coupled cluster theory employing the singles and doubles 

approximation (CCSD) augmented by a perturbative treatment of triple excitations, 

CCSD(T),141,142 and implemented in CFOUR.143,144 The composite approach is based on the 

additivity approximation and accounts for the following contributions: the Hartree-Fock self-

consistent-field (HF-SCF) energy extrapolated to the complete basis-set (CBS) limit, the 

valence correlation energy at the CCSD(T) level extrapolated to the CBS limit as well, and the 

core-valence correlation correction. 

The correlation-consistent cc-p(C)VnZ (n = T-5) basis sets27,145 were used throughout. 

The so-called CCSD(T)/CBS+CV energy is therefore given by 
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𝐸𝐶𝐵𝑆+𝐶𝑉 = 𝐸𝐶𝐵𝑆(𝐻𝐹 − 𝑆𝐶𝐹) + ∆𝐸𝐶𝐵𝑆(𝐶𝐶𝑆𝐷(𝑇)) + ∆𝐸(𝐶𝑉) (1) 

In this equation, the exponential extrapolation formula of Feller146 for the HF-SCF energy and 

the n-3 extrapolation scheme for the CCSD(T) correlation contribution147 were employed. In 

the formula above, n = T, Q and 5 were chosen for the HF-SCF extrapolation, whereas n = T 

and Q were used for CCSD(T). Core-valence correlation effects were included by adding the 

corresponding energy correction, ΔE(CV), obtained as the difference between the all-electron 

and frozen-core CCSD(T) energies using the core-valence cc-pCVTZ basis set. For selected 

intermediates and transition states, n = Q and 5 were also used for the extrapolation to the 

CBS limit of the CCSD(T) correlation energy, and the cc-pCVQZ basis set for evaluating the 

ΔE(CV) correction. For the TS5 and TS6 transition states, to further inspect the small 

magnitude of the barrier with respect to formaldehyde and NH2, the effects due to a full 

treatment of triple (fT) and quadruple excitations (fQ) were also accounted for. The 

corresponding corrections were obtained as differences between CCSDT and CCSD(T) and 

between CCSDTQ and CCSDT calculations within the frozen-core approximation employing 

the cc-pVTZ and cc-pVDZ basis sets, respectively. To this purpose, single-point CC singles, 

doubles, and triples (CCSDT)148,149 as well as CC singles, doubles, triples, and quadruples 

(CCSDTQ)150 energy calculations were carried out using the MRCC package by Kàllay151 

interfaced to CFOUR. 

At the VPT2 level, a hindered rotor model was used for those intermediates that 

involve large amplitude internal rotations. In such cases, the vibrational Hamiltonian has 

been assumed to be adiabatically separable in a set of coupled anharmonic oscillators and a 

Large Amplitude Motion (LAM), i.e. the hindered rotation. It is well known that this “forced” 

separation leads to a variation of the effective moment of inertia along the path.152 On the 

other hand, recovering this kinetic coupling introduces a coordinate dependent mass that 

makes the Hamiltonian non Hermitian153 and this generates some theoretical and numerical 

ambiguities.154 In order to include the effective mass variation, a generalized coordinate 

approach was used, which leads to a unitary reduced mass.155–157 In practical terms, a relaxed 

scan along the dihedral angle that defines the internal rotation was performed, starting from 

an initial geometry, the translational and rotational interactions of the successive geometry 

was minimized, and the length of the curve was computed as the distance in massweighted 
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Cartesian coordinates between pairs of successive geometries. Finally, the curve obtained 

with a cubic spline was fitted to obtain more points, and then the Hamiltonian matrix 

obtained in a Discrete Variable Representation (DVR) was diagonalized.158 

The semiclassical definition of reaction probability proposed by Miller,105 which 

includes both tunneling and anharmonicity, was used in the present study for the evaluation 

of reaction rates. Full kinetic calculations were performed by an in-house code described in 

some papers.159–161 The initial bimolecular rate constant leading from the reactants to the 

intermediate has been evaluated using capture theory calculations.162 In particular, 

calculations were performed at various long-range distances of the reactants, and the 

energies obtained were fitted to a 1/R6 functional form (both for the London dispersion 

forces and the rotating dipole ones) which was used to perform the capture calculation. It is 

assumed that each successful capture leads to the intermediate. It is expected that using, 

alternatively, variational transition state theory (VTST) would lead to more accurate results. 

However, judging from the monotonicity of the potential energy curve and the absence of 

inner transition states, a computationally much less expensive scheme  such as capture 

theory can confidently give reliable results.  

As far as dissociation back to reactants is concerned, we have used a detailed balance 

argument, whereby the unimolecular rate constant for back-dissociation is given by the 

equation 

𝑘𝑏𝑎𝑐𝑘(𝐸) = 𝑘𝑐𝑎𝑝𝑡(𝐸)
𝜌𝑅(𝐸)

𝜌𝐼(𝐸)
  (3) 

where kcapt is the capture rate constant, ρ(R) is the density of states per unit volume for the 

reactants, and ρ(I) is the density of states for the intermediate. On the other hand, where, as 

opposed to the reactants, a well-defined transition state exists, a RRKM calculation has been 

performed. The microcanonical rate constant is calculated using the formula 

𝑘(𝐸) =
𝑁(𝐸)

ℎ𝜌(𝐸)
  (4) 

where N(E) denotes the sum of states in the transition state at energy E, ρ(E) is the reactant 

density of states at energy E, and h is Planck’s constant. At the harmonic level, simple 

algorithms are available for computing number and densities of states, whereas tunneling 

and quantum reflection have been treated by a simple Eckart barrier parametrized from the 
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energies of reactants and products, together with energy and imaginary frequency of the 

transition state. 

More generally, N(E) is given by 

𝑁(𝐸) = ∑ ∑ …𝑛2=0 ∑ 𝑃𝑛(𝐸)𝑛𝐹−1=0𝑛1=0  (5) 

with the semiclassical tunneling probability expressed by 

𝑃𝑛(𝐸) =
1

1+𝑒2𝜗(𝑛,𝐸) (6) 

In the above equations, F-1 vibrational degrees of freedom (F being the number of 

internal degrees of freedom, i.e. 3N-6 where N is the number of atoms) are orthogonal to the 

reaction path. In the framework of VPT2, ϑ(n,E) is an explicit function of the harmonic and 

anharmonic force constants.105 Using the so-called Wang-Landau algorithm,117 it becomes 

possible to evaluate effectively both ρ(E) and N(E) by separating the energy range in small 

bins (with width δE), as shown explicitly for N(E) in eq. 7 

𝑁(𝐸) = 𝛿𝐸 ∑ 𝜌(𝐸𝑖)⟨𝑃(𝐸𝑖)⟩
𝐸/𝛿𝐸
𝑖=1   (7) 

where ⟨P(Ei)⟩ is the average tunneling probability for the different vibrational quantum 

number choices leading to E ϵ [Ei - δE, Ei + δE]. 

The corresponding canonical expression for the rate constant is 

𝐾(𝑇) =
1

ℎ

∫ 𝑁(𝐸)𝑒−𝐸/𝑘𝐵𝑇𝑑𝐸
+∞
−∞

𝑄𝑟𝑒(𝑇)
  (8) 

where Qre(T) is the reactants partition function. 

In agreement with the principle of detailed balance, both in the canonical and microcanonical 

ensemble, the equilibrium constant is given by the ratio of the two rate constants (direct and 

inverse). Both densities of states (reactant and transition state) were appropriately 

symmetrized with respect to the number of identical configurations of the reactants and/or 

transition state. 

After all calculations were performed, for each energy the branching ratio among all 

possible products and backdissociation was determined, and the corresponding capture rate 

constant was multiplied by this ratio to give the rate constant for the formation of each 
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product. Finally, the rate constants were Boltzmann-averaged in order to provide the rate 

constants as a function of temperature. 

2.1.2. Validation of structural and vibrational results 

Recently, reliable and accurate semiexperimental equilibrium structures (reSE) have 

been obtained for a set of more than 50 molecules containing the most important building 

blocks of organic and biological systems.163 From that compilation it is possible to estimate 

the accuracy of equilibrium structures obtained by means of different computational 

methods. Table 2.1.1 shows that the B2PLYP double hybrid functional in comparison to the 

typical global hybrid ones halves the root-mean-square error (RMSE) with respect to reSE and 

approaches the level of accuracy of the most sophisticated post-Hartree-Fock models. Errors 

comparable to those obtained at the CCSD(T) level are noted, unless extrapolation to the CBS 

limit and core-correlation corrections are accounted for in conjunction with the latter. These 

errors on geometries lead to negligible errors on computed energetic and thermodynamic 

properties, as for instance demonstrated by Refs 164, 165, and 166. 

 

Table 2.1.1. Average root-mean-square errors of different geometrical parametersa with 

respect to the semiexperimental equilibrium values of the B3SE set of Ref 163. 

 B3LYP B2PLYP 

C-O 0.006 0.003 
C-N 0.005 0.002 
C-H 0.007 0.001 
N-H 0.007 0.001 

angles 0.41 0.26 
aDistances in Å and angles in degrees. 

 

A further check of the reliability of the computational model (i.e., B2PLYP-D3/m-aug-

cc-pVTZ) has been performed by comparing the simulated and experimental infrared (IR) 

spectra of formamide (see Figure 2.1.2).167 
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Figure 2.1.2. Simulated anharmonic (red, B2PLYP-D3/m-aug-cc-pVTZ) and experimental 

(black) IR spectra of formamide in the gas phase. Experimental spectrum taken from Ref 167. 

 

As one can see, the simulated spectrum fits nicely with the experimental one: such a 

good agreement gives further confidence to investigate the present reaction path with the 

chosen level of theory. 

2.1.3. Choice of methodology 

In the paper by Ali and Barker,140 optimized geometries of several compounds at both 

the BHandHLYP/aug-cc-pVTZ and CCSD(T)/aug-cc-pVTZ levels of theory have been 

reported. Thanks to these data, a further validation of the B2PLYP-D3/m-aug-cc-pVTZ 

geometries is possible. Indeed, as we will see later, the optimized geometries of the loose 

transition states strongly depend on the computational level, whereas those of the tight 

transition states and intermediates do not exhibit large changes when using different 

methods. 

To further benchmark the accuracy and reliability of the B2PLYP-D3/m-aug-cc-pVTZ 

energies, the CCSD(T)/CBS+CV approach has been employed, which is known to provide gas-

phase thermodynamic properties with a 1 kJ/mol accuracy when used in conjunction with 

DFT optimized geometries.164–166 It has also been demonstrated that geometries optimized 

at the B3LYP/SNS,164 B2PLYP/aug-cc-pVTZ,166 and CCSD(T)/ccpVTZ168 levels are suitable for 

fulfilling such an accuracy.  
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Figure 2.1.3. Comparisons between the optimized geometries of RI0 and TS0a obtained at 

the B2PLYP-D3/m-aug-cc-pVTZ, CCSD(T)/aug-cc-pVTZ, BHandHLYP/aug-cc-pVTZ and 

B3LYP/6-311G(d,p) levels of theory. 

 

 

Figure 2.1.4. Comparisons between the optimized geometries of RI0b-vW and TS5 obtained 

at the B2PLYP-D3/m-aug-cc-pVTZ, BHandHLYP/aug-ccpVTZ, and B3LYP/6-311G(d,p) levels 

of theory. 

 

Figure 2.1.3 shows the comparisons of the optimized geometries at different levels of 

theory for the RI0 and TS0a species (see Figure 2.1.1). The molecular structures will be 

discussed in detail later, but at this stage it is noteworthy that RI0 involves a hydrogen bond 
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between •OH and methanimine, while TS0a is a weak van der Waals complex. In the case of 

RI0, one can see that the optimized geometries obtained with the different levels of theory 

are quite similar to one another. However, when looking at TS0a, the BHandHLYP functional 

underestimates the distance between •OH and methanimine, while B3LYP overestimates it 

compared to CCSD(T). Inclusion of semiempirical dispersion (D3) and of a fraction of MP2 

contributions (B2PLYP-D3 functional) restores a remarkable agreement with CCSD(T). 

In Figure 2.1.4, the comparison between the optimized geometries of RI0b-vW and 

TS5, which are both van der Waals complexes, obtained with the BHandHLYP, B2PLYP-D3, 

and B3LYP functionals is depicted. Once again, it is apparent that the geometries of the 

intermediate optimized at the different levels of theory considered are quite similar, while 

the BHandHLYP geometry of the transition state underestimates the distance between the 

approaching partners (in this case NH2 and formaldehyde). In this connection, it is 

noteworthy that also B3LYP provides inaccurate geometries for TS5, but in this case the 

distances between NH2 and formaldehyde are overestimated. This trend is possibly related 

to the percentage of HF exchange included in the different global hybrid functionals. 

With these two verifications, together with the results discussed in the preceding 

section and several recent studies,25,169,170 it is possible to be fully confident about 

geometrical structures and nonpotential energy contributions (i.e., zero point energies, 

entropies, etc.) obtained at the B2PLYP-D3/m-aug-cc-pVTZ level. Then, as mentioned above, 

electronic energies have been improved by means of CCSD(T) computations 

(CCSD(T)/CBS+CV). 

2.1.4. Mechanistic study 

Approach •OH and methanimine 

In Figure 2.1.5, one can see plausible paths concerning the approach of •OH to 

methanimine, with the selected energies collected in Table 2.1.2. Starting from the separated 

reactants, a complex stabilized by the formation of a hydrogen bond (RI0), more stable by 

30.4 kJ/mol than the reactants, is formed. If we add zero-point corrections, this complex is 

found to be more stable than the precursors by 22.2 kJ/mol. 
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Figure 2.1.5. Proposed path for the approach of OH∙ and methanimine. Relative electronic 

CCSD(T)/CBS+CV energies (in kJ/mol) in black. 

 

Table 2.1.2. Relative energiesa (in kJ/mol, with respect to methanimine + OH) of RI0, TS0a 

and TS0b obtained at different levels of theory.  

 
B2PLYP-D3/ 

m-aug-cc-pVTZ 
CCSD(T)/ 

m-aug-cc-pVTZ 
CCSD(T)/ 

CBS(TQ)+CV(CT)b 
CCSD(T)/ 

CBS(Q5)+CV(CQ)c 

∑precursors 0 0 0 0 
RI0 (Cs) -32.09 -29.37 -30.38 -30.42 
TS0a -7.53 -0.33 -4.52 -5.19 
TS0b -8.28 -2.34 -4.14 -4.02 
RI1z -125.99 - -128.03 - 
RI1e -128.87 - -131.38 - 
aElectronic energies computed at the corresponding B2PLYP/m-aug-cc-VTZ optimized 
geometries. 
bThe cc-pVTZ and cc-pVQZ basis sets were used for the extrapolation to the CBS limit and the 
cc-pCVTZ set for the core-correlation correction. 
cThe cc-pVQZ and cc-pV5Z basis sets were used for the extrapolation to the CBS limit and the 
cc-pCVQZ set for the core-correlation correction. 
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The comparison of our result with others obtained at the CCSD(T) level deserves to 

be briefly addressed. In the paper by Ali and Barker,140 CCSD(T)/aug-ccpVTZ calculations 

(carried out at geometries optimized at the same level) gave a ZPE-corrected relative energy 

of -19.8 kJ/mol for this compound, while Bunkan et al.171 report a CCSD(T)/CBS(T,Q) ZPE-

corrected value of -23.8 kJ/mol (at CCSD(T)/cc-pVTZ optimized geometries). In particular, 

we note a difference of 1.6 kJ/mol between our CCSD(T)/CBS+CV value and the Bunkan et al. 

CCSD(T)/CBS result. Such a small discrepancy can be ascribed to the missing consideration 

of core correlation in Ref 171 as well as the use of geometries not entirely suitable (i.e., 

optimized using a basis set -cc-pVTZ- without diffuse functions). 

Two transition states, TS0a or TS0b, with relative electronic energies of -4.5 and -4.1 

kJ/mol (5.0 and -3.3 with ZPE corrections here, 2.8 and -2.8 in Ref 140), respectively, can 

follow this first step and govern hydrogen abstraction and addition of OH to the π bond of 

methanimine, leading to the intermediates RI1 (RI1z or RI1e) and to H2CN + H2O, 

respectively. 

Under such circumstances, capture theory seems to be appropriate for describing this 

step, considering the monotonicity of the entrance potential energy curve and the absence of 

inner transition states. 

Proposed full OH + CH2NH reaction path 

Figure 2.1.6 depicts the possible paths of the CH2NH + •OH reaction (skipping details 

about the approach step) and reports the relative electronic (at the CCSD(T)/CBS+CV level) 

and zero-point corrected energies (electronic CCSD(T)/CBS+CV energies + ZPE issuing from 

B2PLYP-D3/m-aug-cc-pVTZ anharmonic vibrational calculations) of all minima and 

transition states. Together with the channels shown in Figure 2.1.6, the addition of OH to the 

N atom of methanimine was also investigated, with other possible abstractions of hydrogen 

atoms (linked to C atom). However, the energies of the transition states governing the first 

steps were so high (of the order of 15 kJ/mol) that it was decided to skip those channels. 
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Figure 2.1.6. Proposed full reaction path. Electronic energies (black) are at the CCSD(T)/CBS+CV level and the ZPE corrected 

energies (green) are obtained by including the ZPE issuing from B2PLYP-D3/m-aug-cc-pVTZ anharmonic vibrational 

calculations. All energies are given in kJ/mol. 
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Figure 2.1.7. Possible radical mechanism for H abstraction. 

 

 

Figure 2.1.8. Possible radical mechanism for the addition of OH∙ to methanimine. 
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Starting from CH2NH and •OH, a hydrogen abstraction from CH2NH by •OH can be 

observed, thus leading to H2CN• and H2O that are around 120 kJ/mol more stable than the 

reactants. An addition of •OH to the π bond of CH2NH can also occur, thus giving two potential 

intermediates, RI1e or RI1z, which are respectively 131.4 and 128.0 kJ/mol more stable than 

the precursors and connected by a weak barrier (ca. 5 kJ/mol, through TS-RI1ez). Then, both 

RI1 intermediates can lose a hydrogen atom, thus leading directly to the methanimidic acid 

isomers, through ca. 125 and 120 kJ/mol barriers for the Z- and E-isomers, respectively. In 

the case of RI1e, the hydrogen atom can migrate from oxygen to nitrogen, to give the 

intermediate RI3. This step exhibits a ∼125 kJ/mol barrier. At this point, three reaction 

channels can be followed. The first one is a lengthening of the C-N bond that would lead to 

the formation of •NH2 and formaldehyde through an ∼80 kJ/mol barrier. The second one 

involves the loss of the hydrogen atom linked to carbon, thus leading directly to formamide 

through a slightly lower barrier (by ∼4 kJ/mol). As far as the third reaction path is concerned, 

the hydrogen atom linked to carbon migrates to the oxygen atom. This step exhibits a ca. 113 

kJ/mol barrier and leads to the intermediate RI5. The latter is then able to lose the hydrogen 

atom bonded either to nitrogen or to the oxygen atom. The first possibility would give E- or 

Z-methanimidic acid, through ca. 138 and 155 kJ/mol barriers, respectively, and the second 

would lead to formamide, through a ∼120 kJ/mol barrier. If we focus on the possible 

products, formamide + H is the most stable one, with a relative energy of -89.5 kJ/mol. The 

following ones are E-methanimidic acid + H and formaldehyde + NH2, at -44.8 and -43.5 

kJ/mol, respectively, and then the less stable product is Z-methanimidic acid + H that exhibits 

a relative energy of -30.1 kJ/mol. It is noteworthy that all compounds involved in the reaction 

scheme of Figure 2.1.6 are lower in energy than the reactants, which makes the entire path 

viable in the interstellar medium. 

The mechanisms corresponding to these paths are depicted in Figures 2.1.7 and 2.1.8. 

Let us now focus on the structural variations along the reaction paths. Table 2.1.3 

reports the bond lengths and symmetry point group of all investigated compounds obtained 

from B2PLYPD3/m-aug-cc-pVTZ geometry optimizations. One can first notice that the C-O 

and C-N bonds fluctuate significantly, while the O-H, N-H, and C-H bonds remain close in 

distance (except for the transition states corresponding to H migrations and loss). 
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Table 2.1.3. Bond lengths (Å) and symmetry point groups of the investigated compoundsa 

 C-O C-N N-He N-Hz O-H C-Ha C-Hb Sym. 

 

methanimine - 1.27 1.02 - - 1.09 1.09 CS 

OH - - - - 0.97 - - C∞V 

RI1z 1.42 1.41 - 1.02 0.96 1.10 1.10 CS 

TS-RI1ez 1.42 1.45 1.02 0.96 1.09 1.09 C1 

RI1e 1.41 1.42 1.02 - 0.96 1.10 1.10 CS 

TS2 1.42 1.47 1.02 1.27 1.24 1.09 1.09 C1 

RI3 1.37 1.44 1.01 1.01 - 1.10 1.10 CS 

TS3z 1.36 1.29 - 1.02 0.97 1.71 1.08 C1 

TS3e 1.35 1.29 1.02 - 0.97 1.71 1.09 C1 

TS4 1.38 1.38 1.01 1.01 1.22 1.29 1.09 C1 

TS5 1.23 2.02 1.02 1.02 - 1.10 1.10 CS 

TS6 1.24 1.38 1.01 1.01 - 1.56 1.10 C1 

RI5 1.39 1.39 1.01 1.01 0.96 1.08 - C1 

TS7 1.25 1.35 1.00 1.01 1.38 1.09 - C1 

TS8z 1.36 1.27 1.64 1.02 0.96 1.08 - C1 

TS8e 1.34 1.28 1.01 1.62 0.97 1.08 - C1 

H2CN - 1.24 - - 1.09 1.09 - C2V 

H2O - - - - 0.96 - - C2V 

Z-methan. ac. 1.36 1.26 - 1.02 0.97 1.08 - CS 

E-methan. ac. 1.35 1.26 1.01 - 0.97 1.09 - CS 

formaldehyde 1.21 - - - - 1.10 1.10 C2V 

NH2 - - 1.03 1.03 - - - C2V 

formamide 1.21 1.36 1.00 1.00 -  - CS 
aOptimizations are at the B2PLYP-D3/m-aug-cc-pVTZ level. The values related to the NH2 + 
formaldehyde reaction are in bold. 
 

First, let us discuss the C-O bonds. In formaldehyde and formamide, the C-O distances, 

about 1.21 Å, are those typical of a double bond. In the methanimidic acid isomers, C-O bonds 

are single bonds, linked to a C-N double bond, thus exhibiting a length of 1.35 Å. If we analyze 

the intermediates and transition states, we can classify C-O bond lengths into three types. 

The first type, with C-O bond lengths around 1.25 Å, includes TS5, TS6, and TS7. All three 

transition states lead directly to formaldehyde and formamide and exhibit therefore a formal 

C-O double bond, with a weak influence of the hydrogen atom. The second type, with C-O 

bond distances of about 1.35 Å, is present in RI3, both TS3 transition states, TS4, and both 

TS8 transition states. The four TS3 and TS8 compounds evolve in methanimidic acid isomers 

and exhibit therefore similar C-O bond lengths. The C-O bond in RI3 consists of a CO• radical 
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moiety, and in TS4 the hydrogen atom is migrating from C to the O atom. This explains why 

in these compounds the C-O distance is in between a single and a double bond. The last class, 

with C-O bond lengths around 1.40 Å, includes both RI1 isomers, the transition state linking 

them (i.e., TS-RI1ez), TS2, and RI5. In all these five compounds, an OH moiety is linked to a 

C-N single bond; therefore, the C-O bond is a formal single bond as well. 

Let us now consider how the C-N bond varies along the reaction. Once again, three 

types of bonds are observed. The first one, with the C-N bond lengths around 1.25 Å, is 

present in compounds that exhibit a formal double C-N bond: methanimine, both TS3 

transition states, both TS8 transition states, H2CN, and both methanimidic acid isomers. The 

second type is characterized by C-N bond lengths of about 1.37 Å. It is found in TS4, TS6, TS7, 

and formamide, that is to say in compounds with a delocalization that makes the C-N bond 

lying somewhat in between a single and a double bond. The last class of the C-N bond, which 

includes both RI1 isomers, the connecting transition state (i.e., TS-RI1ez), TS2, RI3, and RI5, 

exhibits a formal single bond of about 1.45 Å. 

As far as symmetry is concerned, it is noticeable that out of 14 intermediates and 

transition states, only 3 compounds have a CS group symmetry. However, all the precursors 

and products have relatively high symmetries (CS, C∞v, C2v). 

Approach •NH2 and formaldehyde 

Let us now consider an alternative path involving NH2 and formaldehyde as 

precursors for formamide. 

As in the case of the previous approach, CCSD(T)/CBS+CV relative energies are 

considered together with those at the B2PLYP-D3/m-aug-cc-pVTZ and CCSD(T)/m-aug-cc-

pVTZ levels. The most relevant results are collected in Table 2.1.4. As one can see in Figure 

2.1.9, starting from the reactants either a weak van der Waals complex (RI0b-vW) or an 

intermediate stabilized by a hydrogen bond (RI0b-Hbond) can be formed. Both of them are 

followed by a low lying, first order saddle point (TS5) having an energy very close to that of 

reactants, which then leads to an intermediate (RI3). Once again, one can notice that this first 

step, leading to RI3, is nearly barrierless, our best estimate for the transition state height 

with respect to reactants being 3.8 kJ/mol. Inclusion of the full-T (CBS+CV+fT) and full-Q 

(CBS+CV+fT+fQ) corrections further lowers this barrier to 2.05 and 1.67 kJ/mol, respectively. 
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Again, capture theory is used to describe this step. 

 

Table 2.1.4. Relative energiesa (in kJ/mol, with respect to formaldehyde+NH2) of RI0b-vW, 

RI0b-Hbond, TS5 and RI3 obtained at different levels of theory.  

 
B2PLYP-D3/ 

m-aug-cc-
pVTZ 

CCSD(T)/ 
m-aug-cc-pVTZ 

CCSD(T)/ 
CBS(TQ)+CV(CT)b 

CCSD(T)/ 
CBS(Q5)+CV(CQ)c 

∑precursors 0 0 0 0 
RI0b-vW (Cs) -12.72 -11.63 -12.18 -12.21 

RI0b-Hbond (Cs) -15.69 -15.15 -15.90 -15.86 
TS5 (Cs) 0.67 7.45 3.64 3.77 
RI3 (Cs) -71.55 - -74.48 - 

aElectronic energies computed at the corresponding B2PLYP/m-aug-cc-VTZ optimized 

geometries. 
bThe cc-pVTZ and cc-pVQZ basis sets were used for the extrapolation to the CBS limit and the 

cc-pCVTZ set for the core-correlation correction. 
 cThe cc-pVQZ and cc-pV5Z basis sets were used for the extrapolation to the CBS limit and the 

cc-pCVQZ set for the core-correlation correction. 

 

 

Figure 2.1.9. Proposed path for the approach of NH2• and formaldehyde. Relative electronic 

CCSD(T)/CBS+CV (in kJ/mol) energies in black. 

+

RI3

RI0b-vW
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Proposed full NH2+H2CO reaction path.  

Figure 2.1.10 displays the possible path of the CH2O + •NH2 → NH2CHO + H formation 

reaction (skipping again details about the approach step) and the relative electronic 

(CCSD(T)/CSB+CV) and zero-point corrected energies (ZPE at the B2PLYP-D3/m-aug-cc-

pVTZ level) of all minima and transition states. In the case of the intermediate RI3, the 

hindered NH2 rotation needs to be carefully managed. To this end, all normal modes except 

that corresponding to the NH2 torsion have been included in a VPT2 treatment, whereas a 

one-dimensional numerical approach has been used for the NH2 hindered rotation (HR). The 

overall zero point energy is then obtained by summing ZPEGVPT2 and ZPEHR. 

 

 

Figure 2.1.10. Proposed reaction path for formamide formation. Electronic energies (black) 

are at the CCSD(T)/CBS+CV level and the ZPE-corrected energies (green) are obtained by 

including the ZPE issuing from B2PLYP-D3/m-aug-cc-pVTZ anharmonic vibrational 

calculations. All energies are given in kJ/mol. 

 

+

+
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TS6

Electronic energy (CBS+CV)
ZPE-corrected energy

(Eel(CBS+CV) + ZPE(B2PLYPanh))
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After the formation of the intermediate RI3, hydrogen loss can be observed, leading 

to formamide and the •H radical through the transition state TS6 that has a barrier of 73.2 

kJ/mol. The rotation around the C-N bond in RI3 can lead to another energy minimum, which 

forms again formamide through the same transition state TS6. The products were found to 

be 46 kJ/mol more stable than the reactants. The possible radical mechanism based on the 

proposed reaction path is given in Figure 2.1.11. 

If we take a look at the structural variations along this reaction path (see Table 2.1.3, 

values in bold), it is evident that the C-O and C-N bonds fluctuate. Indeed, the C-O bonds in 

formaldehyde and formamide are formally double bonds, while in the first intermediate RI3, 

where the NH2 moiety is linked to the carbon atom, the CO bond becomes almost a single one. 

In the case of the transition state TS6, the presence of the H atom influences the C-O distance 

because it is somewhat longer than in formamide. As far as C-N is concerned, it is a single 

bond in the intermediate RI3 and then shortens once the H atom is removed, to reach in 

formamide a length between the typical single and double bond. This observation can be 

explained by the delocalization that the amide moiety undergoes. It is also noted that this 

reaction occurs keeping a relatively high symmetry during the process. Indeed, after an 

addition of two C2v moieties, a compound of CS symmetry is obtained, which proceeds toward 

the product molecule, of CS symmetry as well, after the last transition state. 

 

 

Figure 2.1.11. Possible radical mechanism for formamide formation through the NH2 + CH2O 

reaction. 
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Let us now have a deeper insight into the hindered rotation occurring in the 

intermediate RI3 mentioned above. Figure 2.1.12 shows the potential energy profile along 

the φ dihedral angle, which describes the NH2 rotation. In addition to the absolute energy 

minimum, the potential energy surface shows two additional equivalent local minima. All 

these minima correspond to staggered conformations and are connected by three transition 

states, corresponding to eclipsed conformations. The equivalent conformers a and c are 

separated by b, which is the highest transition state, with a barrier of ca. 3.8 kJ/mol. The most 

stable conformer (e) is found to be about 10.5 kJ/mol more stable than the other minima. The 

d and f equivalent transition states govern the c to e and e to a transformations and have a 

relative energy about 14.6 kJ/mol higher than the most stable conformer e. 

 

 

 

Figure 2.1.12. Potential energy profile along the φ dihedral angle (NH2 rotation) for RI3 

obtained at the B2PLYP-D3/maug-cc-pVTZ level. 

2.1.5. Kinetics study 

OH + CH2NH 

The rate of back dissociation of the initial complex (assuming the validity of capture 

theory and using the principle of detailed balance) at a particular energy is proportional to 

the density of states (per unit volume) of the reactants. As the translational component of 

this density of states is proportional to the square root of the translational energy, at low 
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energies, back dissociation of the initial complex is suppressed due to the reactant density of 

states tending to zero. As a result, at low energies the initial van der Waals complex is present 

with the chance to either rearrange to HOCH2NH (with subsequent possible formation of 

methanimidic acid) or eliminate a water molecule forming the H2CN radical. The other two 

possible products (formamide + H or formaldehyde + NH2) have negligible rates due to the 

fact that more than one step is required to reach them from the original complex and that one 

of these steps consists in overpassing the high energy TS2. 

 

 

Figure 2.1.13. Rate constants for the formation of some products starting from OH + 

methanimine as a function of energy. 

 

Both transition states corresponding to these channels lie ca. 4.5 kJ/mol below the 

reactant zero-point energy. However, the transition state leading to water elimination 

presents a higher sum of states than the second one at low energies, leading to a low-energy 

dominance of H2O elimination. This can be seen in Figures 2.1.13 and 2.1.14 as a constant 

ratio of around 8 between the rate constants of water elimination and methanimidic acid 

formation. It is to be noted that Z-methanimidic acid has a much lower rate of formation than 
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its E-isomer. This is essentially due to the fact that the corresponding transition state is rather 

lower in energy. Moreover, as the two isomers of HOCH2NH (which dissociate to the 

corresponding isomers of methanimidic acid) equilibrate rapidly between themselves and 

the E-isomer is more stable, this is another factor contributing to this effect. As the energy 

increases, the reactant density of states increases rapidly, and this brings about a rapid 

increase in the rate of redissociation of the complex. Indeed, the two next highest rate 

constants diminish with increasing energy because of this effect (on the other hand, the rate 

constant of Z-methanimidic acid continues to increase slightly). 

The same effects are also seen in the canonical rate constants, albeit smeared out due 

to Boltzmann averaging. Despite the predominance of redissociation, H2CN and E-

methanimidic acid formation remain important processes up to 300 K (with rate constants 

above 10-11 cm3.s-1). 

 

 

Figure 2.1.14. Rate constants for the formation of some products starting from OH + 

methanimine as a function of temperature. 
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NH2 + H2CO 

A similar RRKM study was performed on the NH2 + H2CO reaction, based on 

calculations at several levels of theory, including CBS-QB3.131 This enabled us to ensure that, 

even at low temperatures, the formation of formamide through that reaction was largely 

predominant over the back-dissociation into NH2 + H2CO. This result was confirmed by new 

RRKM calculations on this system using the CCSD(T)/CBS+CV energies, as one can see in 

Figure 2.1.15. The rate constant is slightly lower than in the CBS-QB3 case (it drops from 3.1 

× 10-10 to 7.6 × 10-11 cm3.s-1 at 5 K, with an error around 3-4%), which is explained by a higher 

barrier for the transformation of RI3 into formamide + H (represented by TS6), but the 

formamide formation still predominates at low temperatures since the reactants density of 

states tends to zero. 

 

 

Figure 2.1.15. Rate constants for the formation of formamide starting from NH2 + 

formaldehyde as a function of temperature. 

 

Some information regarding the lifetime of the RI3 complex is in order. At the lowest 

energies studied, the unimolecular rate constant for formamide formation was around 7 × 

107 s-1, increasing with energy up to 3 × 1012 s-1 (at around 150 kJ/mol). On the other hand, 
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back-dissociation starts from much smaller values (around 107 s-1) but rapidly gains on 

formamide formation, reaching a rate of around 7 × 1016 s-1. We have also considered the 

possibility of deactivation of the intermediate through spontaneous IR emission. In order to 

assess the order of magnitude, we have considered the vibrational mode with maximum 

transition dipole moment (corresponding to out-of-plane motion of H atoms) at the harmonic 

approximation. The A Einstein coefficient for the v = 1 → 0 process was found to be 1.33 × 

104 s-1. This value is more than 3 orders of magnitude smaller than our lowest first order rate 

constants. Even considering excitation up to v = 10, this would still remain too low to be of 

any importance, and hence it has not been considered further. 

Moreover, when including the full-T (CBS+CV+fT) and full-Q (CBS+CV+fT+fQ) 

corrections, the TS6 relative energy that was found at −1.3 kJ/mol drops to −2.3 and −2.8 

kJ/mol, respectively, which leads to slightly higher rate constants (9.9 × 10-11 cm3.s-1 at 5 K 

with CCSD(T)/CBS+CV+fT+fQ energies). 

2.1.6. Partial conclusion 

New insights concerning the formation of formamide in the interstellar medium have 

been provided. Our computations allowed us to suggest two reaction paths combined to 

probable mechanisms concerning this formation. In both cases, OH+CH2NH and NH2+H2CO, 

the addition step does not involve significant barriers and can therefore occur in space. While 

RRKM calculations confirmed the effectiveness of the NH2+H2CO reaction (since, once this 

first addition has been done, formamide formation largely predominates over back-

dissociation at low energies), the OH+CH2NH reaction leads preferentially to other products 

of prebiotic interest such as methanimidic acid and the H2CN radical.  
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2.2. Quantum chemical computations of formamide deuteration 

One particular aspect of the solar type star forming regions is the largely enhanced 

deuterium fractionation observed in H-bearing molecules.172 Indeed, the deuteration of 

molecules formed in the first cold prestellar phase can be several orders of magnitude larger 

than the statistical value based on the elemental D/H ratio (1.5 x 10-5).173 Emblematic 

examples are those of formaldehyde and methanol, where the doubly (and even triply, for 

methanol) deuterated forms have been detected with D-bearing/H-bearing ratios up to 30 

(and 5) per cent.174,175 Interestingly, the deuteration ratio in different molecules might 

provide the temporal sequence of their formation and, possibly, information on their 

synthetic route.172,176 

Very recently, Coutens et al.177 have reported the detection of deuterated formamide 

in the solar-type protostar IRAS16293.178,179 In their work, they detected the three forms of 

deuterated formamide: trans- and cis- HCONHD, and DCONH2. They found that they have 

approximately the same deuteration ratio, 2-5 %. These observations have been obtained 

with the ALMA interferometer and they refer to the hot corino region only. They noticed that 

the fact that the three forms have a similar deuteration ratio provides constraints on the 

synthesis of formamide. Different routes have been suggested in the literature: the gas-phase 

reaction NH2 + H2CO,131 grain-surface radical recombination, synthesis dominated by UV or 

ion irradiation of ices containing various species, like methanol.138,139 Coutens et al. noted 

that the relatively small percentage of deuterated formamide with respect to formaldehyde 

might suggest a preference for synthesis on ice, as gas-phase routes should mostly retain the 

deuteration ratio of  parent molecules. 

However, this is not necessarily true. First of all, even though all the isotopologues are 

characterized by the same electronic energies, the reaction rate coefficients for the isotopic 

variants can be influenced by factors such as zero point energies (ZPE) and densities of states. 

In addition, the reaction mechanism controls whether D or H displacement is favored in gas 

phase reactions involving partially deuterated species. In particular, the release of D over H 

can be favored in direct abstraction processes, while the release of H over D is favored in 

indirect reactions involving partially deuterated species.  
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Since the substitution of an H atom by a D one affects the density of states of all 

intermediates and transition states, as well as the tunnelling efficiency, a thorough 

investigation of the NHD + H2CO and NH2 + HDCO reactions is presented here to derive the 

specific rate coefficients. They will allow to assess whether they are compatible or not with a 

formamide formation in the gas-phase through the above reactions. 

In particular, the following isotopologues have been considered: 

NH2 + HDCO → DCONH2 + H   ΔH°0 = -47.29 kJ/mol (1) 

NH2 + HDCO → HCONH2 + D   ΔH°0 = -39.07 kJ/mol (2) 

NHD + H2CO → trans-HCONHD + H  ΔH°0 = -48.49 kJ/mol (3) 

NHD + H2CO → cis-HCONHD + H  ΔH°0 = -48.50 kJ/mol (4) 

The exothermicities given above have been computed as described in the 

computational details. It can be seen that, for each of the two monodeuterated versions of the 

reactants, there are two possible products to consider. In the case of monodeuterated 

formaldehyde, both regular and C-deuterated formamide is formed. In the case of 

monodeuterated amide radical, the HCONHD can be formed in the cis- or trans- 

conformations. 

2.2.1. Specific computational details 

The computations have been carried out using the B2PLYP-D3 functional,24 in 

conjunction with the m-aug-cc-pVTZ basis set,26,27 where d functions on hydrogens have been 

removed. Full geometry optimizations have been performed for all minima and transition 

states –deuterated or not-, also checking the nature of the obtained structures by 

diagonalizing their Hessians that have been used also to evaluate ZPEs at the harmonic level. 

Additional calculations based on coupled cluster methods have been performed in order to 

reevaluate the energies of all species. The coupled-cluster singles and doubles approximation 

augmented by a perturbative treatment of triple excitations (CCSD(T))141 has been employed 

in conjunction with extrapolation to the complete basis set limit and inclusion of core-

correlation effects (CCSD(T)/CBS+CV).  

As previously, the results of the electronic structure calculations have been used to 

derive the capture theory rate coefficient for the formation of the initial bound intermediate 
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(the intermolecular potential remains invariant as in the case of formamide, but the different 

reduced masses slightly change the capture rate constants). Subsequently, using the RRKM 

scheme described before,159,180 the rate constants (as a function of energy) have been 

calculated for the elimination of a hydrogen atom (or a D atom) leading to formation of 

formamide. Using a detailed balance argument along with the capture rate constants, the 

energy-dependent rate constant for back-dissociation of the intermediate to the reactants 

have also been calculated, as previously done. The master equation has been solved as a 

function of energy to determine the bimolecular rate constant for formamide formation and 

its isotopologues. Finally, a Boltzmann averaging has been carried out to determine rate 

constants as a function of temperature. The rate constants have subsequently been fitted to 

the appropriate rate law of the form 

𝑘(𝑇) = 𝐴 × (𝑇 300𝐾⁄ )𝛽 × 𝑒−𝛾/𝑇   (1) 

2.2.2. Electronic structure and kinetics calculations 

 

Figure 2.2.1. Complete path for the H2CO + NHD → NHDHCO + H and HDCO + NH2 → NH2DCO 

+ H processes. 

 

As one can see on Figure 2.2.1, the interaction between the reactants starts with the 

formation of a shallow van der Waals complex and the subsequent formation of a bound 
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intermediate. This one can then eliminate an H atom to form formamide or back-dissociate 

to the reactants. The electronic potential energy surface is the same for all isotopomers, but 

the energy levels, vibrational frequencies, rotational constants and zero point energies 

depend on the atomic masses involved, as it can be seen in Table 2.2.1. This can change the 

relative densities of states and the resulting reaction rate constants. 

Song & Kastner181 questioned the gas-phase formation of formamide through the NH2 

+ H2CO reaction, arguing that the transition state connecting the van der Waals complex to 

the intermediate is too high when including the ZPE (from 2.7 kJ/mol to 17.8 kJ/mol with ZPE 

at the UCCSD(T)-F12/cc-pVTZ-F12 level of calculations), and the reaction rate coefficient 

very small (of the order of 10-22 cm3s-1). Against this claim, it must be stressed that: i) Even 

though the calculated energy of the transition state leading from the van der Waals complex 

to the bound intermediate is higher than the reactant asymptote according to coupled cluster 

calculations, its energy substantially drops by including higher excitation orders in the 

cluster operator (when a full treatment of triple –fT- and quadruple excitations –fQ- is 

included, thus leading to the CCSD(T)/CBS+CV+fT and CCSD(T)/CBS+CV+fT+fQ approaches, 

the barrier issuing from this transition state significantly decreases -3.6 kJ/mol drops to 2.05 

kJ/mol with full-T and to 1.67 kJ/mol with full-T and full-Q). Extrapolating to the full 

configuration interaction limit, the electronic energy of this transition state drops slightly 

below the reactant level182 in line with the variational principle of approximating from above. 

ii) The use of the ZPE correction for the van der Waals complex and its transition state is not 

warranted. In an electronic calculation the ZPE is derived from local considerations on the 

potential minimum (harmonic or anharmonic). However, the three new vibrational modes in 

the van der Waals complex consist of a very loose stretching mode (where even a 

perturbative approach including anharmonicity would tend to grossly overestimate the 

frequency) and two loose bending modes that constitute almost free rotations. Under these 

conditions, in order to derive the exact ground state level one would have to exactly solve the 

Schrödinger equation on the overall potential. It is assumed that it is a much more realistic 

approach to neglect what emerges as "the zero point energy" as its full inclusion is 

unwarranted. Taking into account the two points above, it is much more reasonable to omit 

the van der Waals complex from the reaction scheme.



Fanny Vazart – PhD thesis  2017 

115 

 

Table 2.2.1. Summary of the energy of each species involved in the deuterated versions of the NH2 + H2CO reaction 

(CCSD(T)/CBS+CV electronic energies corrected with ZPE obtained with B2PLYP-D3/m-aug-cc-pVTZ). Each energy is given in 

hartree and in parentheses is given its relative energy with respect to the reactants in kJ/mol.  

Species Electronic energies 
ZPE corrected 

(X=H, Y=D) 
ZPE corrected 

(X=D, Y=H) 

NHX + HYCO -170.367866 (0.00) -170.3248386 (0.00) -170.3245346 (0.00) 
HYCONHX -170.396176 (-74.33) -170.3440276 (-50.38) -170.3442026 (-48.98) 

TS -170.368405 (-1.41) 
-170.323737 (2.89) 

DCONH2 
-170.321363 (9.13) 

HCONH2 
-170.323873 (1.74) 

cis-HCONHD 
-170.323877 (1.73) 

trans-HCONHD 

Products -170.385371 (-45.96) 
-170.342852 (-47.29) 

DCONH2 
-170.339721 (-39.07) 

HCONH2 
-170.343008 (-48.50) 

cis-HCONHD 
-170.343005 (48.49) 

trans-HCONHD 
 

Table 2.2.2. Summary of the rate coefficients of the reactions involving deuterated formamide. The undeuterated case is also 

reported.182 The last three columns report the values of the reaction rate at 10, 60 and 100 K (x 10-13 cm3s-1), respectively the 

temperature of a cold molecular cloud, of a shocked gas,183 and of the IRAS16293-2422 B hot corino where formamide has 

been detected.177 

Reaction 
A 

(x 10-16cm3s-1) 
β 

γ 
(K) 

k (T=10K) k(T=60K) k(T=100K) 

(1) NH2 + HDCO → DCONH2 + H 20.7 -2.75 4.34 153 1.60 0.41 

(2) NH2 + HDCO → HCONH2 + D 1.08 -2.15 0.96 1.49 0.03 0.01 

(3) NHD + H2CO → trans-HCONHD + H 30.7 -2.63 5.05 141 1.93 0.52 

(4) NHD + H2CO → cis-HCONHD + H 26.2 -2.64 5.04 126 1.69 0.45 

(5) NH2 + H2CO → HCONH2 + H 77.9 -2.56 4.88 287 4.41 1.23 
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Once formed, the bound addition intermediate has two possible fates: either a) react, 

eliminating an H/D atom and forming a formamide molecule or b) reverse the association 

step, returning to the original reactants. The relative rates of the two competing steps are 

important in determining overall rate constants. In this respect, it is very important to stress 

that back-dissociation of the addition intermediate is always in competition with the reactive 

event and its consideration in the calculations is essential to obtain meaningful rate 

coefficients because it reduces by much their real values. The practice of giving the capture 

rate coefficient as the global rate coefficient is therefore wrong and should be avoided. 

Figure 2.2.2 illustrates this point, showing the canonical rate constants for all 

deuteration reactions compared to the capture rate constant. It can be seen that all reaction 

rate constants decrease at high enough energies while the overall capture rate constant 

increases. This is because of the rapidly increasing back-dissociation rate which renders 

simple capture rate constants completely unrealistic as estimates of reaction rate 

coefficients. 

 

 

Figure 2.2.2. Canonical rate constants for the four different deuteration reactions (1)-(4) of 

Table 2.2.2 as a function of temperature. The capture rate constant is also shown for 

comparison. 
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Concerning the trend with the temperature, we can note that at low energies 

(temperatures), the reaction is promoted by tunnelling while the rate of back-dissociation is 

negligible (as a result of the relative translation density of states tending to zero, in 

accordance with the detailed balance principle). As a result, reaction is going to predominate. 

On the contrary, at higher temperatures back-dissociation predominates because the relative 

translation density of states increases more rapidly than the one of the transition state and 

tunnelling is not sufficient anymore. 

The main focus of these new calculations concerns the rate coefficients and product 

branching ratios of the partially deuterated species, exhibited in Table 2.2.2. The most 

relevant results can so be summarized: i) the reactions involving the exit of an H atom have 

essentially equal rates, which are lower by a factor of 2-4 than the rate of the undeuterated 

reaction. For the NHD reaction, the constant capture incoming flux is split between two 

distinct product channels accounting for a factor of 2 (that is the observed difference at 10 

K). The larger factor observed at higher temperatures and the reduced k(T) for the NH2 + 

HDCO → DCONH2 + H rate are, instead, direct consequences of the prevailing back-

dissociation; ii) the reaction NH2 + HDCO mainly produces DCONH2, with only 1-2% going 

into HCONH2. The reason for this is twofold: the lighter H atom tunnels more easily through 

the barrier towards the products by a factor of around 50 and the vibrational ZPE of the 

transition state is lower when an H rather than a D atom has started dissociating. 

In conclusion, even though the partially deuterated formamide products retain the 

degree of deuteration of the parent molecules, the three isotopic variants of the NH2 + H2CO 

reactions are not characterized by the same rate coefficient. In particular, since the fastest 

reaction is the one with undeuterated reactants, the expected value of the degree of 

formamide deuteration at 100 K is a factor of 3 lower than that of the parent molecules H2CO 

or NH2. 

2.2.3. Comparison with astronomical observations 

So far, deuterated formamide has only be detected towards the hot corino of 

IRAS16293-2422 B by Coutens et al.177 They found that the DCONH2/HCONH2 and 

HCONHD/HCONH2 abundance ratios are similar and around 0.02-0.05. Based on this and on 
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the fact that these ratios are smaller than the measured HDCO/H2CO abundance ratio, they 

favoured a grain-surface formation of NH2CHO. With the new computations reported in Table 

2.2.2, it is now possible to quantitatively discuss this issue. For that, let us consider the rates 

computed for a gas temperature of 100 K, namely the temperature in the IRAS16293-2422 B 

hot corino. 

(i) DCONH2/HCONH2 and HCONHD/HCONH2 abundance ratios smaller than 

HDCO/H2CO: The values in Table 2.2.2 show that there is a factor of three difference in the 

rates of formation of H- against D- formamide. Therefore, the deuteration of formamide 

synthesised in the gas-phase will be three times smaller than that of the mother molecules 

NH2 and H2CO. No observations of NHD/NH2 exist so far, so no constraints can be obtained 

from amidogen. Similarly, no observations exist of the HDCO/H2CO abundance ratio in the 

hot corino of IRAS16293-2422 B. However, single-dish observations of deuterated 

formaldehyde towards IRAS16293 measured HDCO/H2CO ∼0.15,174 namely a factor 3-8 

larger than DCONH2/HCONH2. Therefore, within the uncertainty of the available 

observations, the hypothesis of formamide gas formation is fully consistent with them. In 

addition, as correctly pointed out by Coutens et al., single-dish observations encompass both 

the hot corino and the extended envelope. Ceccarelli et al. mapped the D2CO line emission 

towards IRAS16293 and showed that the D2CO/H2CO abundance ratio is about 0.03. 

Likewise, HDCO/H2CO is also high in the extended envelope and, thus, the single-dish 

measurements are likely largely contaminated by the extended envelope. 

(ii) Similar DCONH2/HCONH2 and HCONHD/HCONH2 abundance ratios: The values in 

Table 2.2.2 show that indeed the two abundance ratios are similar (0.8-0.9) if the gaseous 

NHD/NH2 and HDCO/H2CO are similar. In this respect, then, the gas-phase formation of 

formamide is perfectly consistent with the observed values. 

2.2.4. Partial conclusion 

It is now possible to conclude that the available observations do not allow to rule out 

a gas-phase formation route for formamide but, on the contrary, support it. New high-spatial 

resolution observations of both NHD and HDCO towards IRAS16293 will be necessary to 

challenge this conclusion. 
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2.3. New observations as a support for gas-phase formation 

In order to further test the gas-phase formation theory, high spatial resolution 

observations towards the nearby (250 pc) star forming region L1157 have been obtained. 

Figure 2.3.1 shows the overall structure of the L1157 system. It consists of a protostar, 

L1157-mm, having a luminosity three times that of the Sun. A precessing jet of matter at 

supersonic velocity emerges from this protostar. The jet has excavated two main cavities, 

called B1 and B2,184 impacting them along the trajectory (projected on the sky) indicated on 

the figure. It needs to be noted that the further from L1157-mm is the cavity, the older is the 

impact. The B1 structure is located at about 16000 A. U. south of the protostar. Its bow 

morphology is the result of different impacts of the jet on the B1 cavity. The apex is the oldest 

shocked region within B1, with a kinematical age of ~1100 years,185 while the B1a shock 

(Figure 2.3.2) is a few hundreds of years younger.185 

Previous observations revealed that in B1a the jet impact caused the partial erosion 

of the grain cores and ices, injecting into the gas phase large quantities of SiO (~10-7 with 

respect to H nuclei), H2O (~10-4) and CH3CN (~10-8) among several other species.184–188 

Hence, L1157-B1 provides us with a perfect place where to study the reactions occurring 

when previously frozen species are injected into the gas, as their relative abundance 

evolution depends on the relative efficiency of the various reactions. 

Besides, given the density and temperature of the B1 shocked gas (~105 cm-3 and 60 

K),187 the timescale for this evolution is a few thousands of years, which is also the dynamical 

age of L1157-B1.185 This allows us to follow the chemical evolution with time by measuring 

the abundances throughout the shocked gas since the northern regions, closer to the 

impacting jet, are also the younger ones. Therefore, with the reported high spatial resolution 

observations, we can put constraints on the reactions at work. 
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Figure 2.3.1. The L1157 south outflow lobe: the overall structure of the L1157 south lobe is 

illustrated by the CO (1-0) line emission (white contours), previously observed with the 

IRAM interferometer.189,190 The jet ejected by the central object L1157-mm (blue star) 

excavated two cavities, of which the apexes are labelled B1 and B2 respectively. B1 is at 0.08 

pc (16000 A. U.) from L1157-mm and its emission is blue-shifted by +2.6 km.s-1 with respect 

to L1157-mm. The emission map of the NH2CHO (41,4-31,3) line (integrated over the velocity 

range -5 to +5 km.s-1) is shown in the color image (and blue contours). For the CO image, first 

contour and step are 6σ (1σ = 0.5 Jy.beam-1.km.s-1) and 4σ, respectively. First contours and 

steps of the NH2CHO map correspond to 3σ (1σ = 5 mJy.beam-1.km.s-1) and 1σ, respectively. 

The dashed circle shows the primary beam of the NH2CHO (41,4-31,3) line observations (64”). 

The magenta and white ellipses depict the synthesized beams of the NH2CHO (5.”79 x 4.”81, 

PA = -94°) and CO (3.”65 x 2.”96, PA = 88°) observations, respectively. The cyan solid curve 

represents the loci of the impact of the precessing jet (projected on the plane of the sky) 

driven by L1157-mm against the B1 and B2 cavities.185 The white arrow indicates the 

direction of increasing time, namely increasing kinematical age of the outflow. 
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2.3.1. Details of the observations 

 

Figure 2.3.2. Chemical segregation in the L1157-B1 protostellar shock: the maps are centred 

at α(J2000) = 20h 39m 10.s2, δ(J2000) = +68° 01’ 10.”5, at i.e. Δα = +22” and Δδ = -65” from 

the driving protostar L1157-mm (see Figure 2.3.1). All the images are smoothed to the same 

angular resolution (red ellipse, see Figure 2.3.1) of the NH2CHO (41,4-31,3) line data. Left panel: 

p-H2CO (20,2-10,1) integrated emission (grey contours)191 on top of the NH2CHO line emission 

map (colour image, black contours). For the H2CO image, first contour and step are 3σ (1σ = 

3.3 mJy.beam-1.km.s-1) and 6σ, respectively. The formaldehyde line emission traces the 

overall structure of the B1 shock, while that of formamide covers only the southern part of 

B1. The triangle identifies the B1 youngest position, where the dynamical age has been 

estimated to be 1100 yr,185 and where the precessing jet driven by L1157-mm impacts the 

B1 cavity.184 Middle panel: Same as in the left panel for the CH3CHO (70,7-60,6) E + A velocity-

integrated emission (cyano contours; first contour and steps correspond to 3σ, 4 mJy.beam-

1.km.s-1, and 1σ, respectively).191 The acetaldehyde line emission covers the northern part of 

B1. Right panel: Sketch of the three zones that compose B1: zone 1 (blue), CH3CHO (and not 

NH2CHO) is detected, zone 2 (green), both CH3CHO and NH2CHO are detected and zone 3 

(red), NH2CHO (and not CH3CHO) is detected. It has to be noted that time increases and 

chemistry evolves going from north (Zone 1) to south (Zone 3). The black arrow indicates the 

direction of increasing time, namely increasing kinematical age of the outflow. 
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The observations of the formamide line (41,4-31,3), at 81.7 GHz, have been obtained in 

the framework of the large program SOLIS (Seeds Of Life In Space) at IRAM NOEMA 

(Northern Extended Millimeter Array). Figure 2.3.1 shows the large-scale line intensity map. 

The brightest line intensity coincides with the B1 apex, where the line is detected with a S/N 

≥ 8. Weaker (S/N ~ 4) emission is also detected towards the older B2 apex. However, since it 

is outside the telescope primary-beam it has been excluded from further analysis. The region 

emitting formamide in B1 has a beam deconvolved size of ~9” (2300 A. U.). The intensity 

peak is situated at 5” (1250 A. U.) south of B1a, namely in an older region. The line averaged 

over the whole emitting region has a linewidth with a Full Width Half Maximum (FWHM) of 

4.6 ±0.6 km.s-1 and is blueshifted by -2.6 km.s-1 with respect to the L1157-mm velocity,187 in 

agreement with previous observations.187 Using the emitting size and assuming an excitation 

temperature of 10 K (as derived by several formamide lines observed with the IRAM 30-m 

antenna183), the average formamide column density results in 8 ±4 x 1012 cm-2, corresponding 

to an estimated average abundance (with respect to H nuclei) of around 4 x 10-9 (assuming a 

H column density of 2 x 1021 cm-2)187. 

In Figure 2.3.2, a zoom-in of the B1 structure is reported. The formamide emission 

traces only the southern section of the B1 structure, while formaldehyde is more extended 

and it traces the whole shocked region. This figure also shows the spatial distribution of 

formaldehyde emission,191 which depicts the overall bow-structure of L1157-B1. A first 

important result is that formamide emission does not completely coincide with that from 

formaldehyde, which traces the whole B1 structure, but only covers the southern portion of 

it. Figure 2.3.2 reports as well the emission from another COM, acetaldehyde (CH3CHO).192 

Surprisingly, acetaldehyde behaves in an almost opposite way with respect to formamide, 

that is to say, it is mostly associated with the northern portion of B1. When the difference 

between these two species is considered, one can identify three zones. Zone 1: the northern 

and youngest one, where only acetaldehyde emits; Zone 2: an intermediate zone, where both 

formamide and acetaldehyde are present; Zone 3: the southern and oldest region, where only 

formamide emits. It can be noticed that the difference in the three zones cannot be attributed 

to excitation effects, as the mapped formamide and acetaldehyde lines have similar upper 

level energies (from 11 K to 26 K), similar Einstein coefficients (Aij ~ 10-5 s-1), and the derived 
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excitation temperatures are also similar (10 K against 15 K, for formamide and acetaldehyde, 

respectively).183,192 Therefore the difference between the three zones must be due to a 

difference in the chemical composition, thus showing a clear evolutionary effect. 

2.3.2. Astrochemical model: assumptions and results 

 

Figure 2.3.3. Model predictions of acetaldehyde and formamide after a shock occurrence: 

Lower panel: Acetaldehyde (CH3CHO, blue) and formamide (NH2CHO, red) abundances, with 

respect to H nuclei, as a function of time from the passage of the shock. The dashed blue and 

red regions show the maximum and minimum CH3CHO and NH2CHO measured abundances. 

Solid lines refer to a model where acetaldehyde and formamide are both synthesized in the 

gas phase whereas dashed lines refer to predictions assuming that they are injected into the 

gas phase directly from the grain mantles. The two dotted vertical lines define the time when 

the formamide and acetaldehyde abundances (as derived by the gas phase model) fall below 

the minimum measured values. Upper panel: CH3CHO/NH2CHO calculated abundance ratio 

as a function of time for pure-gas (solid) and pure-grain (dashed) chemistry. Zones 1, 2 and 

3 are defined in Figure 2.3.2. 
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To understand what the observed chemical difference implies, an astrochemical 

model has been run considering three possibilities: (i) formamide and acetaldehyde are 

grain-surface chemistry products, (ii) formamide and acetaldehyde are gas-phase chemistry 

products, (iii) one of the two species is a grain-surface and the other one a gas-phase 

chemistry product. Briefly, the model consists in a time-dependent gas-phase code that 

follows the chemical evolution of the gas. It starts with the chemical composition of a 

molecular cloud and then simulates the passage of the shock by suddenly increasing the gas 

density and temperature (to 105 cm-3 and 60 K, respectively),187 and the gaseous abundance 

of grain mantle molecules. The abundances of the mantle molecules are assumed to be similar 

to those measured by IR observations of the dust ices193 or specifically constrained by 

previous studies on L1157-B1.192,194 A chemical network of 511 species connected by almost 

8000 reactions was adopted. 

(i) Acetaldehyde and formamide are grain-surface chemistry products:  

First, both formamide and acetaldehyde are assumed to be synthesized on the grain surfaces 

and that the passage of the shock injects these two species into the gas phase in quantities 

such that the measured abundances are roughly reproduced. The predicted abundances as a 

function of the time are shown in Figure 3.2.3. They decrease by approximately the same 

factor in a 2000 yr interval. Actually, the predicted [CH3CHO]/[NH2CHO] abundance ratio 

slightly increases with time, which is in contrast with the observations that show exactly the 

opposite trend. Therefore, the pure grain-surface hypothesis cannot explain the observed 

formamide/acetaldehyde segregation. In other words, the observations rule out the 

hypothesis that acetaldehyde and formamide are directly injected from the grain mantles 

into the gas phase. 

(ii) Acetaldehyde and formamide are gasphase chemistry products: 

Then, it is assumed that both acetaldehyde and formamide are formed in the gas phase from 

species previously on the grain mantles and injected into the gas-phase at the shock passage. 

Acetaldehyde is assumed to be formed by the reaction of ethyl radical (CH3CH2) with atomic 

oxygen, following several previous studies:192 CH3CH2 + O → CH3CHO + H. Formamide is 

assumed to be formed by the reaction of amidogen with formaldehyde:131,182 NH2 + H2CO → 

NH2CHO + H. Various models have been run with different values of ethyl radical, ammonia 
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(mother of NH2), and formaldehyde, to reproduce the observed abundances. The best 

agreement with observations is obtained by injecting into the gas phase 4 x 10-8 of ethyl 

radical, 2 x 10-5 of ammonia and 1 x 10-6 of formaldehyde. The predicted acetaldehyde and 

formamide abundances as a function of time are shown in Figure 2.3.3. This model not only 

reproduces fairly well the observed abundances, it also fits the behavior of the 

[CH3CHO]/[NH2CHO] abundance ratio, with acetaldehyde more abundant in the younger 

northern Zone 1 and formamide more abundant in the older southern Zone 3. It needs to be 

noted that the evolution timescale is sensitive to the cosmic ray ionization rate ζ. Thus, it was 

varied to verify how it affects the results. The best agreement with the observations is 

obtained when ζ = 6 x 10-16 s-1, which is very close to that previously found,194 based on the 

analysis of the ions in L1157-B1. 

(iii) Either acetaldehyde or formamide is a grainsurface and the other a gasphase 

chemistry product: 

The possibility that acetaldehyde is synthesized on the grain surfaces and formamide in the 

gas was investigated and similar results to the case (ii) have been obtained. Hence, the 

gaseous CH3CHO abundance evolution is rather independent on the formation route (surface 

chemistry or gas-phase chemistry). Finally, the possibility that the gas-phase reaction NH2 + 

H2CO is not efficient was checked.181 In this case, no model can reproduce the observations 

(both the abundance and the evolution). 

In summary, the new SOLIS observations indicate that the formation of formamide in L1157-

B1 is dominated by gas-phase reactions involving species previously hydrogenated on the 

grain surfaces. The formamide abundance needs to peak when the acetaldehyde abundance 

has already started to decrease. This is only possible if formamide is formed in the gas phase 

and the reaction between amidogen and formaldehyde131,182 successfully reproduces the 

observations. In addition, it is extremely encouraging that independent dynamical studies of 

L1157-B1185 show that Zone 1 is, within the uncertainty affecting the estimates derived from 

observations, a few hundred years younger than Zone 3, as predicted by the astrochemical 

model. Although unable to place constraints on the acetaldehyde formation route, it can be 

noted that quantum chemistry computations have shown that the simple combination of the 
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methyl radical (CH3) and formyl radical (HCO) is an inefficient channel on water ice 

surfaces,195 so that it is likely that acetaldehyde is also a gas-phase product. 

2.3.3. Partial conclusion 

In conclusion, these new observations demonstrate that formamide is a gas-phase 

product and that the reaction NH2 + H2CO → NH2CHO + H explains well the observations. The 

detection of COMs in cold objects in the last few years196 has already challenged a pure grain-

surface chemistry paradigm for their formation.18,197 These new observations add evidence 

that gas-phase chemistry plays an important role in the game of the COMs formation. 
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Chapter 3. Astrochemical study of the formation of glycolaldehyde 

and acetic acid starting from ethanol 

Glycolaldehyde HOCH2CHO, as the simplest monosaccharide, and its isomer acetic 

acid CH3COOH are of large importance in the field of prebiotic chemistry, which aims at 

figuring out how life appeared on an originally inorganic Earth. Indeed, while the first is itself 

very important in biochemistry as a sugar, the second is able to act as a precursor for the 

synthesis of glycine, one of the most important amino acid.198 

 

 

Figure 3.1. Investigated compounds related to glycolaldehyde formation. 

 

Both isomers have been detected in the ISM by means of micro-wave spectroscopy. 

The first detection of acetic acid in 1997 towards the galactic center source Sgr B2 was 

presented by Mehringer et al..199 After that, it has also been observed towards several hot 
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molecular cores.200,201 Glycolaldehyde, as far as it is concerned, has been also originally 

detected towards Sgr B2202 and then  towards hot cores outside the Galactic Center.203,204 

More recently, it has been observed towards a low-mass binary protostellar system IRAS 

16293–2422.13 So far, glycolaldehyde has been detected in a lower abundance than acetic 

acid.  

The gas-phase formation routes for glycolaldehyde and acetic acid proposed up to 

now have not been able to successfully reproduce their estimated abundances. Therefore, 

they have been suspected to be formed through grain surface chemistry.202,205–208 In order to 

verify if the formation of glycolaldehyde and acetic acid could not be also explained thanks to 

gas-phase chemistry, new radical formation paths in the gas-phase involving the atomic 

oxygen and hydroxyethyl radicals were computationally studied. All the investigated 

compounds present in the schemes are shown in Figures 3.1 and 3.2. 

 

 

 

Figure 3.2. Investigated compounds related to acetic acid formation. 
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3.1. Specific computational details 

All the computations performed in this study follow the same scheme as presented 

previously for the formamide formation, in Section 2.1.1. 

3.2. Vibrational study of glycolaldehyde and acetic acid 

In order to further check the reliability of our computational model (i.e., B2PLYP-

D3/m-aug-cc-pVTZ) we compared simulated and experimental infrared (IR) spectra of cis-

glycolaldehyde and acetic acid  (see Figures 3.3 and 3.4).209,210 

 

 

Figure 3.3. Computed (black, B2PLYP-D3/m-aug-cc-pVTZ anharmonic treatment) vs. 

experimental (red, taken from Ref. 209) infrared spectrum of cis-glycolaldehyde. 

 

 

Figure 3.4. Computed (black, B2PLYP-D3/m-aug-cc-pVTZ anharmonic treatment) vs. 

experimental (red, taken from Ref. 210) infrared spectrum of acetic acid. 
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It is noticeable that the simulated spectra fit nicely the experimental ones. Such a good 

agreement gives us further confidence to investigate the reaction path concerning the 

formation of glycolaldehyde and acetic acid with this method.  

3.3. Hydroxyethyl radicals 

Both reactions involve an addition of oxygen O(3P) on a hydroxyethyl radical, easily 

obtained from ethanol and radical ⦁OH. In the case of the formation of glycolaldehyde, the 

oxygen atom is added on the 2-hydroxyethyl radical ⦁CH2CH2OH, while in the case of the 

acetic acid formation, the oxygen atom is added on the 1-hydroxyethyl radical CH3⦁CHOH. It 

is therefore interesting to figure out how accessible the transformation from one into the 

other is.  

 

 

Figure 3.5. Relative energies (electronic in black and zero-point corrected in green, in 

kJ/mol) diagram of the ⦁CH2CH2OH ↔ CH3⦁CHOH equilibrium.  

 

On Figure 3.5, one can see the relative energies of CH3⦁CHOH and of the transition state 

linking both hydroxyethyl radicals, with respect to ⦁CH2CH2OH. It is noteworthy first that the 

CH3⦁CHOH radical is more stable than its ⦁CH2CH2OH isomer, by around 30 kJ/mol. From 

another side, the required energy to go from one to the other is very high in the ISM (ca. 170 
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kJ/mol) and makes this reaction not likely to occur in this medium. Furthermore, any 

transition state was found to link both paths, which made us suppose them to be isolated. 

3.4. Electronic calculations 

3.4.1. Glycolaldehyde 

Figure 3.6 exhibits the full reaction path following the addition of atomic oxygen O(3P) 

on the 2-hydroxyethyl radical ⦁CH2CH2OH. While both fragments are approaching, the H atom 

belonging to the OH moiety on the ⦁CH2CH2OH radical stabilizes the oxygen atom. Indeed, the 

barrier-less addition of oxygen leads to the Icis compound, which is ca. 400 kJ/mol more 

stable than the reactants. Its trans counterpart, the slightly less stable (by 8 kJ/mol) 

intermediate Itrans, can easily be reached from the cis, through a 20 kJ/mol barrier (TS-Ict). 

Both Ix species are then able to undergo a dissociation into formaldehyde and the ⦁CH2OH 

radical, thanks to transition states TS2c and TS2t. These dissociations exhibit around 55 

kJ/mol barriers. Other dissociations can also be observed from both Ix, leading this time to 

cis- or trans-glycolaldehyde, and ⦁H, respectively through TS1c and TS1t that are about 115 

kJ/mol higher in energy than their Ix corresponding species. Cis- and trans-glycolaldehyde 

are connected by TS-glyct and require a 30 kJ/mol energy to go from one to the other. The 

cis conformer is the marginally most stable one, by 15 kJ/mol. Two epoxidations can also be 

envisaged. The first one, starting from the compound Icis, leads to the epoxide III and H⦁ and 

exhibits a barrier (represented by TS3) of ca. 240 kJ/mol. The second one, as far as it is 

concerned, starts from Itrans, leads to the epoxide IV and ⦁OH and has to go through a ca. 

110 kJ/mol barrier, represented by TS4. Again starting from both Ix species, one can see 

hydrogen migrations from carbon atoms to the oxygen atom bearing the lone electron. Both 

TS5x correspond to hydrogen migrations from the carbon atom linked to the oxygen atom 

bearing the lone electron and are 128 kJ/mol more energetic than their corresponding Ix 

intermediates. The TS6 transition state can be reached from both Ix and consists in a 

hydrogen migration from the carbon that is not linked to the oxygen atom bearing the lone 

electron. It is 122 and 115 kJ/mol energetically higher than Icis and Itrans, respectively. 

TS5c and TS5t repectively lead to Vcis and Vtrans while TS6 is able to lead to both.   
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Figure 3.6. Proposed path for the addition of O(3P) on ⦁CH2CH2OH reaction. Relative electronic energies (black) are issuing from 

CCSD(T)/CBS(T,Q)+CV(CT) calculations while the applied ZPE corrections (green) come from anharmonic vibrational 

calculations at B2PLYP-D3/m-aug-cc-pVTZ level. All the energies are given in kJ/mol. 
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These Vx intermediates are found to be more than 430 kJ/mol more stable than the 

precursors and can be linked to each other thanks to the TS-Vct transition state with a small 

barrier of around 25 kJ/mol. Starting from both Vx compounds, an epoxidation leading to the 

epoxide III and ⦁H can be envisaged and exhibits a ca. 280 kJ/mol barrier (TS7).  

 

 

Figure 3.7. Possible radical mechanism for glycolaldehyde formation, focused on cis species. 
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isomers (Z-VIII and E-VIII) and ⦁H. The step from Vcis to Z-VIII + ⦁H and the one from Vtrans 

to E-VIII + ⦁H exhibit barriers of about 175 kJ/mol (through TS9c and TS9t transition states, 

respectively), both isomers being found around 270 kJ/mol more stable than the precursors 

and the Z one slightly more stable (by 20 kJ/mol) than its E counterpart. This E-VIII species 

can then undergo a tautomerization leading to trans-glycolaldehyde that exhibits a barrier of 

formaldehyde

III

IV

III

cis-glycolaldehyde

Z-VIII



Fanny Vazart – PhD thesis  2017 

134 

 

255 kJ/mol. The same tautomerization from Z-VIII to cis-glycolaldehyde was also considered 

but would require a non-available energy in interstellar medium (the transition state linking 

them being ca. 40 kJ/mol higher in energy than the precursors). 

If we look more carefully at the products that can be obtained with this path, one can see that 

the most stable ones are formaldehyde + H2COH, with a relative energy of around -346 

kJ/mol. The following ones, in decreasing order of stability, are glycolaldehyde + H, Z-VIII + 

H, IV + OH and III + H with relative energies of about -310, -280, -338 and -335 kJ/mol, 

respectively. 

The proposed radical mechanism based on this path is given in Figure 3.7. 

3.4.2. Acetic acid 

Figure 3.8 exhibits the full reaction path following the addition of atomic oxygen O(3P) 

on the 1-hydroxyethyl radical CH3⦁CHOH. The barrier-less addition of oxygen leads to the XII 

compound, which is ca. 410 kJ/mol more stable than the reactants. This XII species is then 

able to undergo a dissociation into formic acid and the ⦁CH3 radical, through the transition 

state TS20. This dissociation exhibits a ca. 45 kJ/mol barrier. Other dissociations can also be 

observed, leading this time to acetaldehyde and ⦁OH or to acetic acid and ⦁H, respectively 

through TS19 and TS10 that are about 100 and 60 kJ/mol higher in energy than XII. Thanks 

to a keto-enol tautomerism, acetaldehyde can turn into its XI enol form, through a 285 kJ/mol 

barrier (TS-taut3). Starting again from XII, a ca. 250 kJ/mol barrier (TS18) epoxidation is 

possible, leading to epoxide X and ⦁H. One can envisage also two types of hydrogen migration. 

The first one would be a migration from the carbon atom in the carboxylic acid moiety and 

the second one from the carbon atom in the CH3 moiety, both to the oxygen atom bearing the 

lone electron. These two migrations respectively lead to compounds XIII and XIV and exhibit 

105 (TS11) and 135 (TS12) kJ/mol barriers. The intermediates XIII and XIV are found to be 

respectively ca. 460 and 410 kJ/mol more stable than the precursors and are connected to 

each other thanks to TS13 which is 215 kJ/mol less stable than XIII.  This compound XIII can 

also undergo two types of hydrogen loss. The first one concerns the hydrogen linked to an 

oxygen atom and results in acetic acid and ⦁H through a 117 kJ/mol barrier (TS14) while the 

second one concerns a hydrogen atom on the CH3 moiety. This second possibility leads to the 

enol IX and ⦁H and requires an energy of 178 kJ/mol to overcome the barrier (TS15).  
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Figure 3.8. Proposed path for the addition of O(3P) on CH3⦁CHOH reaction. Relative electronic energies (black) are issuing from 

CCSD(T)/CBS(T,Q)+CV(CT) calculations while the applied ZPE corrections (green) come from anharmonic vibrational 

calculations at B2PLYP-D3/m-aug-cc-pVTZ level. All the energies are given in kJ/mol. 
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Starting from intermediate XIV, it is feasible to obtain again the epoxide X and ⦁H through a 

271 kJ/mol barrier (TS17) or the enol IV and ⦁H through a 154 kJ/mol barrier (TS16). 

Through a ca. 200 kJ/mol barrier (TS-taut2), this enol IX can give acetic acid thanks to a keto-

enol tautomerism.  

 

 

Figure 3.9. Possible radical mechanism for acetic acid formation. 
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precursors. Following in decreasing order of stability are acetic acid + ⦁H, acetaldehyde + ⦁OH, 

and their enol forms (IX + ⦁H, XI + ⦁OH) that exhibit relative energies of -395.3, -311.6, -283.8 

and 278.8 kJ/mol, respectively. 

The proposed radical mechanism based on this path is given in Figure 3.9. 

3.5. Kinetics study 

Figures 3.10 and 3.11 exhibit the rate constants for the formation of some final products 

issuing from the reactions leading to glycolaldehyde and acetic acid, respectively. In both cases, 

the formation of some products was found negligible and therefore not shown on the figures.  

First, when focusing on the reaction leading to glycolaldehyde, one can see that the rate 

constant is maximum for the formaldehyde. It can be explained by the low energy of the transition 

states leading to it and the fact that only one step is required to reach it. Then, the formations of 

cis- and trans-glycolaldehyde exhibit the second and third highest rate constant.  

 

 

Figure 3.10. Rate constants for the formation of some final products from the O(3P) + 

⦁CH2CH2OH reaction. 
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As far as the reaction leading to acetic acid is concerned, the rate constant is again not 

maximum for acetic acid, but for formic acid. This is for the same reasons as before. However, the 

rate constant for the formation of acetic acid comes second and is far from being negligible. One 

can also notice that this reaction leads also to acetaldehyde. 

 

 

Figure 3.11. Rate constants for the formation of some final products from the O(3P) + 

CH3⦁CHOH reaction. 

 

In both reactions, even if glycolaldehyde and acetic acid are not the major products, 

their formation is still efficient. Moreover, all the by-products can be considered of interest 

in prebiotic chemistry and have been detected in ISM.  

3.6. Astrochemical modelling 

In order to understand whether the proposed new reaction schemes and rates can 

explain the observations towards the hot corinos, an astrochemical model that simulates the 

conditions of the hot cores/corinos was used.  

Figure 3.12 shows the abundance of glycolaldehyde, acetic acid, formic acid and 

ethanol as a function of time. In the conditions assumed by the model, the injected ethanol is 

all consumed in about 2000 yr. Formic acid is the one that benefits most, followed by acetic 
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acid and, finally, glycolaldehyde. Before ethanol is fully burned, the abundance ratios are 

HCOOH/CH3COOH ∼ 1.5 and CH3COOH/HCOCH2OH ∼ 10, and are mostly governed by the 

branching ratios of the first two steps of the proposed reaction paths (Figures 3.6 and 3.8).  

 

 

Figure 3.12. Abundance of glycolaldehyde (red), acetic acid (purple), formic acid (blue) and 

ethanol (green) as a function of time, at 100 K. The black dashed line shows the time of 1.5 x 

103 yr, time of interest for the observations. 

 

The comparison of the model predictions with measurements of the glycolaldehyde 

abundance for generic hot corino conditions gives very encouraging agreement. In addition, 

the proposed schemes to synthesise glycolaldehyde and acetic acid from ethanol naturally 

explains the correlation seen by Lefloch et al.211 between the abundance of these two species. 

On the contrary, the abundance of acetic acid and formic acid is predicted to be about one 

order of magnitude larger than the ones measured. However, the measurement of the acetic 

acid abundance and an upper limit to that of formic acid is L1157-B1, which is not a hot 

corino, so a more specific modelling is necessary before firmly conclude that there is a 

problem.  
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3.7. Partial conclusion 

New insights into the formation of glycolaldehyde and acetic acid in the ISM were 

provided. Electronic structure and kinetics calculations demonstrated that the reactions O(3P) + 

⦁CH2CH2OH and O(3P) + CH3⦁CHOH are  viable formations route of glycolaldehyde and acetic 

acid, respectively, even under the extreme conditions of density and temperature typical of ISM. 

The difficult interconversion between both hydroxyethyl radicals and the absence of transition 

states leading to one path to the other assures that both of them are separate. The obtained rate 

constants were inserted in an updated chemical network to produce predicted abundances 

of glycolaldehyde, acetic acid and formic acid as a function of that of ethanol. The predictions 

match extremely well with the measured abundance of glycolaldehyde in solar type hot 

corinos and shock sites. On the contrary, acetic acid and formic acid are predicted to be about 

ten times more abundant than the extremely sparse detections so far available towards hot 

corinos and shock sites (only one in each case). This might point to a lack of important routes 

of destruction of these two molecules in our network, possibly via reactions involving 

radicals and leading to larger molecules. However, since observations are published towards 

only two sources and the model presented here contain a very generic description of hot 

corinos conditions, more observations and source-dedicated modelling are necessary to 

confirm this discrepancy. 
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PART III. Miscellaneous Investigations 

Computational details 

All calculations have been carried out with a development version of the Gaussian 

suite of programs.21 The computations were performed with the B3LYP22,23 hybrid and 

B2PLYP24 double hybrid density functionals, in conjunction with the m-aug-cc-pVTZ basis 

set, where d functions on hydrogens have been removed.26,27 Semiempirical dispersion 

contributions were also included into DFT computations by means of the D3 model of 

Grimme, leading to B3LYP-D3 and B2PLYP-D3 models.28,102 Full geometry optimizations 

have been performed for all compounds checking the nature of the obtained structures by 

diagonalizing their Hessians. In the case of complexes, the basis set superposition error 

(BSSE) has been corrected using the Counterpoise method.212,213 

Chapter 1. Rotamers of glutamine 

Considering that the glutamine molecule (Figure 1.1) can undergo five different free 

rotations, up to 70 stable rotamers can be found, exhibiting energies in a wide range. 

 

 

Figure 1.1. Glutamine formula. 

 

Measurements in gas phase allowed to detect two rotamers whose rotational 

constants are shown in Table 1.1. 

 

Table 1.1. Measured rotational constants of the detected rotamers of glutamine (MHz). 

 Rotamer A Rotamer B 

A 2467.70941(14) 2124.4(28) 
B 727.94433(22) 847.8152(72) 
C 655.81028(16) 805.666(21) 
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In order to figure out the structures of these two specific rotamers, quantum 

calculations have been carried out. 

1.1. Specific computational details 

The calculations were performed with the B3LYP-D322,23 and B2PLYP-D328 

functionals, in conjunction with the m-aug-cc-pVTZ basis set, where d functions on hydrogens 

have been removed.26,27 

1.2. Electronic structures 

After the optimization (using the B2PLYP-D3/m-aug-cc-pVTZ level of theory) of a 

large amount of rotamers, the three most stable ones have been selected (1, 2 and 3) and 

their relative energies together with their rotational constants have been gathered in Table 

1.2. Indeed, one can see in this table that the calculated rotational constants for the third most 

stable rotamer (3) can be matched with the detected rotamer A. 

 

Table 1.2. Calculated (B2PLYP-D3/m-aug-cc-pVTZ) rotational constants, relative electronic 

and zero-point corrected energies (kcal/mol) and structures of the three most stable 

conformers of glutamine. 

Compounds 1 2 3 = Rotamer A 

Relative Eel 0.00 0.52 1.81 
Relative Eel + ZPE 0.02 0.00 1.38 

A (MHz) 2206.3859 1955.4738 2498.6829 
B (MHz) 884.2410 899.7865 723.9824 
C (MHz) 733.9179 843.3812 654.4891 

Structures 

   
 

This match led to an issue: why aren’t there three detected rotamers? Indeed, both 

most stable ones should also be detected. To try to answer that question, the hypothesis of 

an easy interconversion between two of these three rotamers was formed. 
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1.3. Interconversion paths 

In order to reduce the computational cost, all the calculations concerning the paths 

were performed using the B3LYP-D3/m-aug-cc-pVTZ level of theory.  

 

Figure 1.2. Interconversion path between rotamers 1 and 2. (B3PLYP-D3/m-aug-cc-pVTZ). 

 

 

Figure 1.3. Interconversion path between rotamers 2 and 3. (B3PLYP-D3/m-aug-cc-pVTZ). 

 

All starting rotamers and intermediates have been checked to be true minima and all 

transition states exhibited a single imaginary frequency. 
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As one can see on Figures 1.2, 1.3 and 1.4, the interconversion between rotamers 1 

and 2 is much easier than both others. Indeed, it requires only five steps while the 

interconversion between 2 and 3, and the one between 1 and 3 require seven or nine steps, 

respectively. Moreover, this first interconversion does not need to overpass the ca. 15 

kcal/mol barrier that can be found on both other paths. This can be easily explained by the 

fact that the geometries of rotamers 1 and 2 are related while the geometry of 3 is different. 

 

 

Figure 1.4. Interconversion path between rotamers 1 and 3. (B3PLYP-D3/m-aug-cc-pVTZ). 

 

Indeed, the most important feature here is the orientations of the carboxylic acid 

moiety regarding the NH2 one. In the case of 1 and 2, it can be seen that the hydrogen atom 

that belongs to the –COOH moiety forms a hydrogen bond with the nitrogen of NH2. Going 

from this orientation to the one that can be seen on 3 is actually the step that needs the reach 

the ca. 15 kcal/mol transition state. This “easy” interconversion between 1 and 2 could 

explain why they are not both detected. Furthermore, the measured values of rotational 

constants for the rotamer B are close to a mean computed values of 1 and 2. 
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1.4. Partial conclusion 

These interconversion paths have been able to help in giving a possible explanation 

on the detection on only 2 rotamers of glutamine in gas phase. New computations are ongoing 

on this topic. 
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Chapter 2. Borderline between reactivity and pre-reactivity of 

binary mixtures of gaseous carboxylic acids and alcohols 

One of the most important reactions in organic synthesis is esterification: 

RCOOH + R’OH ⇄ RCOOR’ + H20 

Generally, a catalyst is needed to attain a satisfactory conversion rate together with 

the employment of one of the reactants in excess. In the present study, esterification takes 

place without a catalyst, using a very simple method employing a gas phase 1:1 mixture of 

carboxylic acids and primary and secondary alcohols.  

Several molecular complexes involving carboxylic acids214–221 have been investigated 

by rotational spectroscopy, in order to understand the nature of their non-covalent 

interactions and to have information on their internal dynamics and on their conformational 

equilibria. Most attention has been paid to the complexes of carboxylic acids, mainly to their 

dimers214 and to their adducts with water.215 Plenty of data have been obtained on the 

dimers, concerning proton tunneling, Ubbelohde effect and conformational equilibria.214 

HCOOH (FA) is the prototype of the carboxylic acids family and for this reason it is 

involved in most of the investigations of carboxylic acids with molecules containing other 

functional groups, such as its adducts with H2O,215 N(CH3)3,216 anhydrides,214 formaldehyde 

(CH2O),217 formamide (CH(CO)NH2),218 ethers (dimethylether),219 ketones 

(cyclobutanone),220 esters (isopropyl formate) and azines (pyridine).221 

However, no MW studies of complexes between carboxylic acids and alcohols are 

reported. For this reason, the prototype of this kind of complex, that is formic acid-methyl 

alcohol, has been investigated. Unexpectedly, assigning its rotational spectrum was not 

possible. Such a failure could be due, among to other reasons, to the complications related to 

the low V3 barrier underlying the internal rotation of the methyl group, as well as to the 

inversion of the methyl group from above to below the formic acid plane. In order to 

understand what was going on, an investigation of the carboxylic acids-alcohols adducts from 

the formic acid adduct with a series of primary, secondary and tertiary alcohols was started. 

In detail, supersonic expansions were made, with ca. 1% of carboxylic acid and 1% of alcohol 

in He for the following combinations: HCOOH-CH3OH, HCOOH-C2H5OH, HCOOH-(CH3)2CHOH 
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and HCOOH-(CH3)3COH, that is formic acid mixed with methyl alcohol and with primary, 

secondary and tertiary alcohols, respectively. In all cases but the last one, it was not possible 

to observe the spectra of the adducts, but strong rotational transitions that we discovered to 

belong to the esters. Then, linear alcohols were replaced with cyclic alcohols, like 

cyclohexanol (secondary) and 1-methyl-cyclopropanol (tertiary). Again, for the secondary 

alcohol it was possible to observe only the rotational spectrum of the ester, and for the 

tertiary alcohol only that of the adduct. Finally, the replacement of HCOOH with carboxylic 

acids with stronger (CF3COOH) and weaker (pivalic acid) acidity was exploited. In the first 

case we observed only the ester, while in the second case the experiment did not succeed, 

because pivalic acid was rapidly obstructing our nozzle and causing serious problems to the 

operation of the pulsed valve. In summary, all these reactions have been studied: 

HCOOH + CH3OH → ESTER    (1) 

HCOOH + C2H5OH → ESTER    (2) 

HCOOH + (CH3)2CHOH → ESTER   (3) 

HCOOH + (CH3)3COH → ADDUCT   (4) 

HCOOH + (CH2)5CHOH → ESTER   (5) 

HCOOH + (CH2)2CCH3OH → ADDUCT  (6) 

CF3COOH + CH3OH → ESTER    (7) 

(CH3)3CCOOH + CH3OH → no results  (8) 

2.1. Rotational spectra 

Figure 2.1 exhibits, as an analysis example, the case of the mixture of formic acid (FA) 

with isopropanol. In the upper part of the graphic, the expected spectrum of the ester is 

drawn in blue, while the calculated spectrum of the adduct is indicated in red, negative values. 

Only strong transitions of the ester have been identified in the rotational spectrum, according 

to the upper spectrum. In Table 2.1 is summarized the experimental evidence for the 

observed esters and adducts, respectively. As it usually happens, we observed some 

unassigned lines (in the broadband spectra there are even more unassigned lines due to 

spurious signals), but they do not have patterns which can match the expected spectra. 

 



Fanny Vazart – PhD thesis  2017 

148 

 

Table 2.1. Details (one transition example) of the spectra of the esters (first 5 columns) and of the adducts (last two columns) 

which have been formed in a supersonic expansion of binary mixture of carboxylic acids with primary and secondary alcohols, 

and with tertiary alcohols, respectively. All spectra cover a range of 0.4 MHz. The central frequency (νc) and the number of 

accumulation cycles (Nc) of each spectrum are given. 

Esters Adducts 

HCOOH + 
CH3OH → 

Methyl formate 

HCOOH + 
CH3CH2OH → Ethyl 

formate 

HCOOH + 
(CH3)2CHOH → 

Isopropyl formate 

HCOOH + 
cy-C6H11OH → 

cyclo-hexyl 
formate 

CF3COOH + 
CH3OH → 
Methyl-

trifluoroacetate 

HCOOH + 
(CH3)3COH → 

FA-tertButanol 

HCOOH + 
cy-C3H4CH3OH → 

FA-1-methyl-
cyclopropanol 

 

 

 

   

 
 

413←414 transition 
of the “E” species 

νc = 16037.30 MHz 
Nc = 200 

202←101 transitions 
of gauche (upper, 

νc = 14059.25 MHz 
Nc = 1000) 

and trans (lower,  
νc = 10962.45 MHz 
Nc = 1000) species 

220←211 transition. 
Split into two 

tunneling 
components 

νc = 11836.5 MHz 
Nc = 50 

707←606 transition 
νc = 12942.45 MHz 

Nc = 385 

505←404 transition 
Split into “A” 

and “E” species 
νc = 14036.80 MHz 

Nc = 50. 

413←312 transition 
νc = 7645.00 MHz 

Nc = 1113 

514←413 transition 
νc = 8961.95 MHz 

Nc = 504 
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Figure 2.1. The rotational spectra expected for the mixture FA-isopropyl alcohol in the case 

of esterification (blue, positive values) and of formation of the adduct (red, negative values) 

are extremely different from each other. The experimental observation of one or the other 

spectrum shows unambiguously if the adduct or the ester is formed. 

 

The rotational spectra of methylformate and ethyl formate are available in the 

literature.222 In all cases the rotational transitions of the monomers (acid and alcohol) were 

present in the spectra. Their intensities decreased considerably, however, when we 

observed the ester. 

2.2. Calculation details and results 

In order to interpret the different behaviors of tertiary alcohols, chemical calculations 

have been performed using the B2PLYP-D3 functional,24,29 in conjunction with the m-aug-cc-

pVTZ basis set26,27 where d functions on hydrogens have been removed. The BSSE has been 

corrected using the Counterpoise method.212 

Energies of complexation and esterification have been obtained for the most 

significant examples listed above, including zero point corrections and, for the complexes, 

basis set superposition errors. In addition, also the free energy changes at 298 K have been 

evaluated. The obtained results are shown graphically in Figure 2.2 for FA-methanol, FA-

ethanol, FA-isopropanol and FA-tert-butanol mixtures, and in Figure 2.3 for FA-

cyclohexanol, CF3COOH-ethanol, FA-1-methyl-cyclopropanol and (CH3)3CCOOH-ethanol 
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mixture. The starting point, with the acid and alcohol molecules separated from each other, 

is assumed to be the zero point energy (of free energy) value. 

 

 

Figure 2.2. Energy profiles of the multiple chemical process paths for the FA-methanol, FA-

ethanol, FA-isopropanol and FA-tert-butanol mixtures. The observed species are indicated 

with a rectangular frame. 

 

It seems that the ΔG values are the most significant ones in interpreting the experimental 

evidence. Their changes (ΔG0) in going from the adducts to the ester are close to zero for the 

tertiary alcohols, but ca. -3 to -5 kcal/mol for the primary and secondary alcohols. In 

addition, the transition state values (ΔG0‡) for the esterification process are about 3 kcal/mol 

higher in the case of tertiary alcohols. We have to outline that the formation of the dimer 

during the supersonic expansion is not a simple and linear process. For example, when more 

than one conformation is possible, the constituting molecules can reach the thermal quasi-

equilibrium as a result of repeated dissociation and reformation of the dimers in the low 
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temperature molecular expansion. The same argumentations can be applied to the quasi-

equilibrium conditions for the esterification reaction. Therefore, even a small free energy 

difference between different esterification reactions can turn out in completely different 

reaction advancement. In addition, it has to be mentioned that organic chemists pay much 

attention to the fact that in tertiary alcohols steric effects make the OH group less accessible 

than in the alcohols of the other classes, which results in a reduced propensity to undergo 

the esterification reaction. However, the first step is the formation of the adduct, and is 

detected only in the case of tertiary alcohols. 

 

 

Figure 2.3. Energy profiles of the multiple chemical process paths for the FA-cyclohexanol, 

CF3COOH-ethanol, FA-1-methyl-cyclopropanol and (CH3)3CCOOH-ethanol mixture. The 

observed species are indicated with a rectangular frame. 
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Finally, the fact that a third component, the carrier gas (He in our case), is constituting 

our mixtures in a concentration of about 99% needs to be taken into account. Its function is 

to convert the internal energy of the molecules into its own translational kinetic energy, up 

to reach a supersonic speed. It has often the effect, especially when it has a high atomic mass, 

to cause a conformational relaxation. When the inter-conversion barrier is smaller than 2kT, 

the less stable conformer disappears. This factor probably influences the esterification 

processes but not enough data are available to rationalize this effect. 

2.3. Partial conclusion 

This experimental investigation outlines a sharp cut-off of the esterification reaction 

in going from primary and secondary to tertiary alcohols. Theoretical molecular dynamics 

calculations supply an indication in support of the experimental evidence. 

Finally, it has to be mentioned that experimentally, the use of fast-mixing nozzleswould 

probably allow the observation of the rotational spectra of the prereactive adducts also for 

primary and secondary alcohols. 
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Chapter 3. Interactions in organic complexes 

3.1. Non-covalent interactions and internal dynamics in pyridine-

ammonia: a combined quantum-chemical and microwave spectroscopy 

study 

Pyridine (Pyr) is a prototype heterocyclic aromatic molecule, of great importance in 

organic and industrial chemistry. The simultaneous presence of n and π orbitals makes the 

molecule particularly suitable for forming non-covalent linkages, and for this reason many 

of its molecular adducts have been investigated. A detailed knowledge of the typology and 

strength of these non-bonding interactions has been obtained using high resolution 

spectroscopy. For example, Pyr is the only molecule whose 1:1 adducts with all stable rare 

gases (from He to Xe223) and with all fluorine containing freons derived from methane 

(CHnF4-n, n = 0 to 4224) have been investigated by means of rotational spectroscopy. The 

results for these two families are graphically summarized in Figure 3.1.1. One can note that 

either π- or σ-type complexes are formed, depending on the type of the dominant interaction, 

dispersive or specific. Figure 3.1.1 shows that complexes with rare gases and methane 

belong to the first class, whereas those with freons, which can form weak hydrogen or 

halogen bonds, belong to the second class. Figure 3.1.1 also collects the dissociation energies, 

which range between 0.5 and 5 kJ/mol for the π-type complexes. It can also be noted that the 

π-interaction is generally weaker than the hydrogen or halogen bond (Pyr-CF4), which 

ranges between 10 and 16 kJ/mol, with Pyr acting as donor. Furthermore, σ-type 

arrangements have been found in molecular adducts of Pyr with other partners, such as CO, 

CO2, SO2, SO3 and acetylene. All of them are linked to the n non-bonding orbital of Pyr through 

formal C···N or S···N or C-H···N contacts.225 In particular, it is possible to mention that Pyr-

SO3 is a charge transfer complex, where Pyr donates its pair of electrons to SO3. The resulting 

S-N bond is thus a covalent one, with a corresponding bonding energy as large as ~120 

kJ/mol.226 Despite the fact that such a large variety of molecular adducts involving Pyr has 

been studied, the complexes with two very simple and important molecules, namely, water 

and ammonia, have not been investigated yet. For this reason, it is interesting to investigate 

the electronic structure and rotational spectrum of Pyr-NH3. This study aims to answer the 
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following questions: does ammonia interact with the n or the π electronic system? Is there 

more than one type of stable conformer? What is the strength of this interaction? How much 

is the Pyr molecular structure affected by this interaction? Does NH3 freely rotate around its 

symmetry axis in the complex? The importance of this investigation lies also on the fact that 

molecular complexes involving hydrogen bonding between nitrogen-containing systems can 

be considered as prototypes for studying the (N-H···N) interaction in biological systems. 

 

 

Figure 3.1.1. Pyr forms π-type complexes with rare gases and methane, and σ-type 

complexes with all the remaining molecules so far investigated. 

 

To elucidate the structure of the Pyr-NH3 complex and the type of interaction 

occurring, a combined theoretical-experimental investigation has been undertaken. Guided 

by state-of-the-art quantum-chemical calculations, the rotational spectrum of the molecular 

complex (further complicated by the quadrupolar interactions of the two 14N nuclei with the 

overall rotation) has been recorded and analysed.  

3.1.1. Computational details and results 

The exploration of the potential energy surface (PES) of the pyridine···ammonia 

complex has been carried out by employing density functional theory (DFT). Although 
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standard DFT can handle large molecular systems and its accuracy has been validated for 

several molecular properties, many density functional approximations fail to correctly 

describe the long range London dispersion interactions, particularly the correct –R-6 

dependence of the interaction energy on the intermolecular separation R.227 As a 

consequence, dispersion correlation effects have been taken into account by the DFT-D3 

correction scheme,28 which combines reliability and computational effectiveness. Up to now, 

the DFT-D3 model has been successfully applied to thousands of different systems, including 

dimers, large supra-molecular complexes and reaction energies/barriers, as well as surface 

processes.102,228,229 Within the DFT-D3 approach, Becke-Johnson damping has been used and 

the exploration of the pyridine···ammonia PES has been carried out using the B3LYP 

functional22,23 in conjunction with the SNSD basis set.68,101 These calculations have led to the 

identification of three distinct minima (M1, M2 and M3 in Figure 3.1.2), featuring hydrogen 

bonds between ammonia and pyridine. All of these minima show a σ-type arrangement, with 

the M1 isomer being the most stable because of the double interaction. 

A more thorough characterization of the PES, also including the saddle points (TS1, TS2 and 

TS3) connecting the stable structures, has been carried out by using the double-hybrid 

B2PLYP-D3 functional24 in conjunction with the m-aug-cc- pVTZ basis set26,27 in which d 

functions on hydrogen atoms have been removed (referred to in the following as maug-

ccpVTZ-dH). Figure 3.1.2 provides the graphical representation of the stationary points 

found on the PES at the B2PLYP-D3/m-aug-ccpVTZ-dH level. 

An isomer with a π-type arrangement has also been searched on the PES. While an 

energy minimum has been found at the B3LYP-D3 level, this has not been confirmed by the 

more reliable B2PLYP-D3/m-aug-cc-pVTZ-dH calculations. Therefore, π-type arrangements 

have not further been considered. 

According to the relative energies reported in Figure 3.1.2, the M1 isomer is the best 

candidate to be observed in the rotational spectrum and, thus, to be characterized. 

Experimental observations and spectral analysis can be profitably guided by accurate 

predictions of the rotational constants, which, in turn require a highly accurate 

determination of the complex structure. To fulfil the required accuracy, the equilibrium 

geometry has been determined by means of a composite scheme that accounts 



Fanny Vazart – PhD thesis  2017 

156 

 

simultaneously for basis-set and electron-correlation effects.230 In particular, the so-called 

“cheap geometry” scheme was employed. 

 

Figure 3.1.2. Schematic representation of PES for Pyr-NH3: three different minima (M1, M2, 

and M3) and the connecting transition state structures (TS1, TS2, and TS3) are shown 

together with the corresponding relative energies (including the correction for the basis set 

superposition error, BSSE212), as obtained at the B2PLYP-D3/m-aug-cc-pVTZ-dH level. 

 

The starting point is a geometry optimization at the CCSD(T)231 level (within the 

frozen-core approximation): as a matter of fact, the coupled-cluster approach including 

single and double excitations (CCSD) with a perturbative treatment of triple excitations ((T)) 

is nowadays the method of choice when accurate results are sought. For a large system as 

the one under consideration, to include the most relevant contributions in the electronic 

structure treatment without losing computational efficiency, second-order Møller-Plesset 

perturbation theory (MP2)232 geometry optimizations are used. In particular, the 

extrapolation to the complete basis set limit (CBS) has been performed by means of the 
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consolidated n–3 extrapolation equation147 applied to MP2 optimized geometries obtained 

with triple- and quadruple-zeta quality basis sets. The contribution of core-valence electron 

correlation has been included by means of the corresponding correction, Δr(CV), and the 

effect of diffuse functions in the basis set (Δr(aug)) has also been taken into account. On the 

whole, the best-estimated equilibrium structure has been determined as 

𝑟(𝑏𝑒𝑠𝑡) = 𝑟(𝐶𝐶𝑆𝐷(𝑇) 𝑉𝑇𝑍⁄ ) + ∆𝑟(𝐶𝐵𝑆) + ∆𝑟(𝐶𝑉) + ∆𝑟(𝑎𝑢𝑔) (1) 

Starting from the equilibrium rotational constants Bei, corresponding to the computed 

equilibrium geometry, best-estimated ground-state rotational constants B0i have been 

obtained by adding the vibrational corrections, ΔBvib, evaluated at the B2PLYP-D3/m-aug-cc-

pVTZ-dH level 

𝐵0
𝑖 = 𝐵𝑒

𝑖 + ∆𝐵𝑣𝑖𝑏  (2) 

where i denotes the principal inertial axis. The vibrational corrections have been computed 

by means of second-order vibrational perturbation theory (VPT2) applied to the molecular 

r0-vibrational Hamiltonian expressed in normal coordinates, which requires the calculation 

of semi-diagonal cubic force constants. Computation of the anharmonic force field 

(performed at the B2PLYP-D3/m-aug-cc-pVTZ-dH level) also provided the quartic 

centrifugal-distortion constants, for which the symmetric-top reduction (Watson’s S 

reduction) has been considered. 

A composite scheme analogous to that used for the structural determination has been 

employed for accurately predicting equilibrium nuclear quadrupole-coupling constants of 

both nitrogen atoms (one belonging to Pyr and one to NH3).233,234 Subsequently, the ground-

state quadrupole-coupling constants have been obtained by correcting the best-estimated 

equilibrium values through vibrational contributions evaluated at the B3LYPD3/ 

SNSD level.37 

The computed spectroscopic results are summarized in Table 3.1.1, while selected 

geometrical parameters are given in Table 3.1.2. 
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3.1.2. Rotational spectrum 

Guided by the quantum-chemical calculations described above, the rotational 

spectrum recording started with the search of the most intense μa-type rotational transitions 

of the most stable isomer (M1). Two separated lines, showing a complex hyperfine structure 

pattern due to the presence of two 14N nuclei (that possess nuclear spin I=1), have been 

found around 7504.85 and 7505.85 MHz. They have been assigned to the JKa,Kc = 30,3 ← 20,2 

transition of the E and A states, respectively, underlying the internal rotation of the NH3 

group around its C3 axis. Later on, several a-type lines up to J = 7 and Ka = 2 and some weaker 

b-type transitions have been assigned and fitted using Pickett’s SPFIT program,235 within the 

Ir-representation of Watson’s S reduction. To account for the nuclear spin of the two nitrogen 

atoms, the coupling schemes F1 = I1 + J and F = I2 + F1 have been employed for both A and E 

states, where I1 and I2 are the quantum number of the 14N nuclear spin in pyridine and NH3, 

respectively. An example of such a doubling is provided by Figure 3.1.3, for the JKa,Kc = 60,6 ← 

50,5 rotational transition. 

 

 

Figure 3.1.3. The J = 60,6 ← 50,5 rotational transition for the observed isomer of pyridine-

ammonia showing, for both E and A states, the hyperfine structure due to the presence of 

two 14N nuclei and the doubling due to the Doppler effect. 
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Table 3.1.1. Computed and experimental1 (using SPFIT and XIAM programs) spectroscopic 

parameters of the M1 PYR-NH3 complex. 

 
Theory 

SPFIT 
XIAM 

“A” “E” 

A (MHz) 5875.20 5872.300(1) 5872.136(1) 5872.203(2) 

B (MHz) 1386.28 1387.6497(2) 1387.3647(2) 1387.4676(3) 

C (MHz) 1127.93 1128.7913(1) 1128.7818(1) 1128.7904(3) 

Da (MHz)  - -15.575(2)  

Db (MHz)  - -22.23(3)  

Dpi2J (MHz)    -18(2) 

DJ (kHz) 0.459 0.5364(6) 0.537(1) 

DJK (kHz) 7.929 7.95(1) 7.90(3) 

DK (kHz) -7.147   

d1 (kHz) -0.105 -0.1192(9) -0.121(2) 

d2 (kHz) -0.0348 -0.0357(4) -0.0346(9) 

Χaa (MHz) (14N Pyr) -4.00 -3.746(5)  

Χbb – Χcc (MHz) (14N Pyr) -2.91 -2.860(8)  

Χab (MHz) (14N Pyr) 2.24 1.6(2)  

Χaa (MHz) (14N NH3) 1.43 1.437(5)  

Χbb – Χcc (MHz) (14N NH3) -4.58 -4.788(8)  

Χab (MHz) (14N NH3) -0.47 [-0.47]2  

∠(I,a) (°)3    80.51(2) 

I (u.Å²)4    2.551(7) 

V3 (cm-1)    319.8(7) 

N5  28 28 

σ6 (kHz)  3.0 2.6 

1Errors in parentheses are expressed in units of the last digit. 2Fixed at the best-estimated equilibrium 

value augmented by vibrational corrections. 3∠(i,b) is the complement to 90° with respect to ∠(i,a) (∠(i,c) is 90° 

because of the CS symmetry of the M1 complex), where i is the NH3 internal rotation axis. 4Moment of inertia of 

NH3 around its C3 axis (α). 5Number transition frequencies included in the fit. 6Standard deviation of the fit. 
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The results of the fit are reported in Table 3.1.1 together with those obtained by fitting 

the centre frequencies of each transition (corrected for the nuclear hyperfine structure) 

using the XIAM program,236 which provides directly the V3 internal rotation barrier. It is 

worth mentioning that the XIAM approach provides results corresponding to the ideal case 

of an infinite barrier, thus leading to intermediate values between the A and E cases, as dealt 

by the SPFIT code. Note that, for the E state, in the SPFIT fit it was also necessary to include 

terms of the type DaPa and DbPb in order to take into account the torsion-rotation interaction. 

Finally, it should be noted that no lines belonging to the other isomers have been observed. 

 

 

Figure 3.1.4. Orientation of the pyridine-ammonia cluster with respect to the principal axes 

of inertia a,b,c (the c axis is perpendicular to the figure plane), also showing the atom 

numbering and the N-H···N and C-H···N hydrogen bonds. The principal quadrupole axes x,y,z 

are also depicted, with y being parallel to c. 

 

In addition to the intrinsic importance of the accurate determination of the 

spectroscopic parameters of the most stable Pyr-NH3 isomer, Table 3.1.1 shows a very good 

agreement between experiment and theory. This is a particularly important result because 

the present study provides the first opportunity to test the reliability and accuracy of the 

“cheap geometry” scheme also for molecular complexes. While several investigations have 

demonstrated that this composite approach is able to determine accurate molecular and 

spectroscopic properties of semi-rigid as well as flexible systems,233 the present application 
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to the Pyr-NH3 complex suggests that the same accuracy is also obtainable for molecular 

adducts. This means that, for instance, the bond distances determined in this study are 

expected to be accurate within 0.001-0.002 Å. As evident in Table 3.1.1, the best-estimated 

equilibrium rotational constants augmented by vibrational corrections agree with the 

experimental ground-state rotational constants well within 0.1%. 

In addition to the accurate calculation of the equilibrium structure of the M1 isomer, 

from the analysis of the experimental data a partial effective structure has been derived by 

fitting the N12-N6-C5 angle of Figure 3.1.4 (∠N12N6C5 in Table 3.1.2), while keeping the 

other parameters fixed at the vibrationally-averaged B2PLYP/m-aug-cc-pVTZ-dH values. 

The results, reproducing the experimental rotational constants with a maximum discrepancy 

on A within 0.1%, together with the hydrogen bond parameters and a selection of the best 

estimated structural values, are reported in Table 3.1.2. 

As already mentioned, the XIAM program directly provides the internal rotation 

barrier V3. The value obtained, 319.8(7) cm-1, is reported in Table 3.1.1. However, a second 

approach can be used to determine from our data the V3 barrier. In fact, the Da and Db terms 

of Table 3.1.1 are related to the first-order pertubation sum relative to the E state, WE(1), 

according to the following equations:9 

𝐷𝑔 = 𝐹. 𝜌𝑔.𝑊𝐸
(1)

 g = a,b  (3) 

where 

𝐹 =
ℎ²

𝐼𝛼(1−∑
𝜆𝑔
2𝐼𝛼

𝐼𝑔
)𝑔

  ; 𝜌𝑔 =
𝜆𝑔𝐼𝛼

𝐼𝑔
 

with λg denoting the direction cosines between the internal rotation axis of NH3 and the 

principal axis g (with g=a,b) of the complex, and Iα is the NH3 moment of inertia. The value 

of WE(1) (derived from Da and Db) of the ground torsional level v=0 depends on the reduced 

barrier value s, which is related to both the V3 potential energy barrier and the reduced mass 

of the motion. In particular, the V3 barrier (in kcal/mol) is calculated via the following 

expression: 

𝑉3 = 0.2146. 𝐹. 𝑠  (4) 
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Using Da and Db of Table 3.1.1, we obtain the values V3(a) = 321 cm-1 and V3(b)= 343 cm-1, 

respectively. These agree with the XIAM fitted V3 value of Table 3.1.1 and are also in 

reasonably good agreement with the result obtained at the B2PLYP-D3/m-aug-cc-pVTZ-dH 

level including ZPE and BSSE corrections, V3= 238 cm-1. 

 

Table 3.1.2. Effective r0 and best-estimated equilibrium re structural parameters.1 

 r0 re 

∠N12N6C5 157.5(1)2 154.6 

Derived Hydrogen bond parameters 

rN1H13 2.326 2.208 

rN12H11 2.710 2.742 

∠N12H14N6 150.5 150.8 

∠C1H8N12 119.9 116.2 

rN6C1 1.344 1.337 

rN6C5 1.339 1.336 

rC1C2 1.394 1.391 

rC4C5 1.393 1.390 

rC2C3 1.392 1.388 

rC3C4 1.394 1.389 

1Errors in parentheses are expressed in units of the last digit. 2Quadrupole asymmetry 

parameter: η = (χxx-χyy)/χzz. 

 

Important chemical information can be derived from the quadrupole-coupling 

analysis thanks to the availability of the full nuclear quadrupole-coupling tensor (in the 

principal inertia axes) for the 14N nucleus of pyridine (see Table 3.1.1). From the 

diagonalization of this tensor (by means of the QDIAG program237), the quadrupole coupling 

constants in the quadrupole principal coordinate system are obtained. The small decrease 

(up to a maximum of 0.6 MHz) of their values accompanying the formation of the Pyr-NH3 

complex (see Table 3.1.3) is a clear diagnostic of a small degree of N-H···N proton transfer. 

Further structural information can be derived from the rotation angles, obtained from the 
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matrix diagonalization mentioned above. These are θza=19(2)° and θxa=71(2)° (θya=90° for 

symmetry reasons), and provide useful information on the orientation of ammonia in the 

molecular complex. 

 

Table 3.1.3. Principal quadrupole tensor1 for the 14N (Pyr) nucleus. 

 Pyr-NH3 Isolated Pyr238 

Χzz (MHz) -4.3(1) -4.908(3) 

Χxx (MHz) 1.0(1) 1.434(3) 

Χyy (MHz) 3.304(5) 3.474(3) 

η2 0.53(3) 0.00 

1Errors in parentheses are expressed in units of the last digit. 2Quadrupole asymmetry 

parameter: η = (χxx-χyy)/χzz. 

3.1.3. Dissociation energy 

From the partial effective structure determination it is furthermore possible to 

evaluate the distance between the effective centres of mass of pyridine and ammonia, RCM, 

which turned out to be 4.48 Å. By assuming a pseudo-diatomic approximation, the force 

constant (ks) for the intermolecular stretching along the axis connecting the two centres of 

mass, which is to a rough approximation the a inertial axis, can be estimated as: 

𝑘𝑠 =
16𝜋4(𝜇𝑅𝐶𝑀)2[4𝐵4+4𝐶4−(𝐵−𝐶)2(𝐵+𝐶)2]

ℎ𝐷𝐽
  (5) 

where μ is the pseudo-diatomic reduced mass. By using the B, C and DJ values from Table 

3.1.1, and RCM derived from the data of Table 3.1.2, a value of 10 N.m-1 has been obtained for 

ks, which corresponds to a harmonic fundamental frequency of 110 cm−1. Subsequently, ks 

and RCM can be used, within a Lennard-Jones type potential, to determine the dissociation 

energy (ED):239 

𝐸𝐷 =
1

72
𝑘𝑠(𝑅𝐶𝑀)²  (6) 

thus leading to a value of 16.7 kJ/mol. 
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A more rigorous determination of the dissociation energy can be obtained via 

quantum chemistry. To accurately compute ED, single-point energy calculations at the best-

estimated equilibrium geometry of the complex and of the isolated non-interacting 

fragments, have been carried out by means of a composite scheme similar to that employed 

for geometry. Then, the best-estimated dissociation energy has been evaluated as the 

difference between the electronic energy of the Pyr-NH3 complex and those of the isolated 

monomers, with the BSSE taken into account via the counterpoise correction (CP) procedure, 

proposed by Boys and Bernardi.212 The composite approach have led to a value of 16.7 

kJ/mol, with an estimated uncertainty around 1-2 kJ/mol. It is noteworthy that, despite the 

limitations of the pseudo-diatomic approximation, the cancellation of errors can help to get  

a dissociation energy obtained by this approximation in remarkable agreement with the 

quantum-chemical result. Subsequently, electronic energies have been corrected for the 

anharmonic ZPE contribution calculated at the B3LYP- D3/SNSD level by adopting the 

resonance-free perturbative approach within the hybrid degeneracy corrected second-order 

perturbation theory (HDCPT2). ZPE energy turns out to reduce the dissociation energy by 

5.7 kJ/mol, thus leading to a ZPE-corrected value for the dissociation energy of 10.9 kJ/mol. 

3.1.4. Partial conclusion 

The joint experimental-computational investigation reported here provides 

incontrovertible evidence that the Pyr-NH3 complex shows a σ-type bonding structure in 

which ammonia interacts via two hydrogen bonds within the plane of the pyridine ring, with 

a small degree of proton transfer from ammonia to pyridine. No evidence was obtained that 

supports the formation of a stable π-bound adduct. For the first time, the so-called “cheap” 

composite scheme, purposely set up for accurately describing the electronic structure and 

spectroscopic properties of small biomolecules, has been applied to a weakly bonded 

molecular complex and its accuracy and reliability tested by means of a high-resolution MW 

spectroscopic study. The results reported demonstrated the suitability of this approach also 

for accurately studying molecular complexes. In detail, the molecular structure has been 

determined by means of a computational approach able to provide structural parameters 

with an estimated accuracy of about 0.001-0.002 Å for bond distances and of about 0.1° for 
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angles. The binding energy has also been determined by means of a composite scheme 

analogous to that employed for the evaluation of equilibrium geometry. The best-estimated, 

ZPE and BSSE corrected, dissociation energy is 10.9 kJ/mol and can be considered a reliable 

reference value, undoubtedly fulfilling chemical accuracy requirements. This value is 

perfectly in line with those previously derived for σ-type pyridine -CHnF4-n freons complexes. 
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3.2. On the competition between weak O-H∙∙∙F and C-H∙∙∙F hydrogen 

bonds, in cooperation with C-H∙∙∙O contacts, in the difluoromethane – tert-

butyl alcohol cluster 

Weak hydrogen bond (WHB) is, together with hydrogen (HB) and halogen bond 

(HaB), the most widespread non-covalent interaction encountered in nature, governing 

processes such as molecular association,240,241 microsolvation of organic molecules,221,242 

molecular recognition243 and many others. Their X-H∙∙∙Y layered contacts (where X and Y are 

the hydrogen bond donor and acceptor, respectively) are characterized by similar 

directionality of the HB, showing, however, blue shifts of the stretching frequencies of the X-

H groups and dissociation energies of only a few kJ.mol-1. Among WHBs, the interactions 

involving organic fluorine as hydrogen bond acceptor are of great interest because of the 

role they play, for example, in pharmaceutical, in functional materials244 and in 

polymerization245 fields. 

Even if the weakness of organic fluorine as hydrogen bond acceptor (HBa) is well 

established,246–248 the formation of C-H∙∙∙F-C or O-H∙∙∙F-C WHBs is the mechanism at the basis 

of the crystal packing of fluoroaromatic compounds248 or the stabilization in solid, alkane 

solution,249 and in the gas phase of some fluoroalcohol compounds,250,251 respectively, for the 

latter in association with O-H∙∙∙O HBs. In this respect, when a competition is possible 

between these two WHBs involving organic fluorine as HBa, which of the aforementioned 

non-covalent interactions is favorite? Aiming at answering to this question, a combined 

quantum-chemical and rotational study of the difluoromethane (DFM) - tert-butyl alcohol 

(TBA) cluster is reported, where the competition between C-H∙∙∙F-C and O-H∙∙∙F-C WHBs, in 

combination with C-H∙∙∙O contacts, is possible. The capability of rotational spectroscopy in a 

supersonic expansion with high-level quantum-chemical calculations were combined to 

explore the potential energy surface of the dimer and to unveil the genuine nature of these 

WHBs in an environment free from solvent and matrix effects. Furthermore, thanks to a 

previous microwave characterization of the O-H∙∙∙F-C WHB, together with two C-H∙∙∙O 

interactions, in the DFM-water complex,240,252,253 the influence of substituent (tert-butyl of 

TBA vs hydrogen of water) on the cluster bonding energy can be also directly evaluated. 
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3.2.1. Computational details 

This study began with exploratory quantum-chemical calculations of the relevant 

stationary points on the potential energy surface (PES) of the DFM-TBA complex employing 

density functional theory (DFT). To this purpose, the B3LYP functional22,23 augmented by 

dispersion corrections according to Grimme's DFT-D3 scheme28 in conjunction with the 

polarized double-ξ SNSD basis set68 was used. It needs to be noted that the D3 correction, 

which has been tested over a wide range of molecular systems,102,228,229,254–256 is fundamental 

for describing the thermochemistry of van der Waals adducts with DFT, because most of the 

density functionals fail to correctly describe long-range dispersion correlation effects.  

 

 

Figure 3.2.1. Potential energy surface of the DFM – TBA cluster showing the structures of 

the three minima (M1, M2, M3) and the two transition states (TS1, TS2). The best-estimated 

relative electronic energies (black values) and the best-estimated relative electronic 

energies corrected by anharmonic ZPE computed from hybrid B2PLYP-D3/m-aug-cc-pVTZ-

dH/B3LYP-D3/SNSD force field (red values) are also reported. 

 

Geometry optimizations were carried out first, and then at the optimized structure 

harmonic frequencies were computed through analytical hessians.257 In addition, for each 
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identified stationary point, in order to compute anharmonic contributions to vibrational 

frequencies, but also vibrational corrections to rotational constants (of interest for the 

minima structures), cubic and quartic semi-diagonal force constants were calculated in a 

normal mode representation by numerical differentiation of analytic quadratic force 

constants (a step size of 0.01 Å was used for displacements).  

In a subsequent step, for all stationary points, optimized structures and harmonic 

force fields were further refined using the double-hybrid B2PLYP-D3 functional24 coupled to 

the m-aug-cc-pVTZ basis set,26,27 in which d-functions on H atoms were removed. In the 

following, this basis set is referred to as m-aug-cc-pVTZ-dH. Figure 3.2.1 provides a graphical 

overview of the stationary points located on the PES and of their interconnection. To 

evaluate improved zero-point vibrational energies (ZPE) beyond the harmonic 

approximation, B2PLYP-D3/m-aug-cc-pVTZ-dH harmonic frequencies were then coupled 

with B3LYP-D3/SNSD cubic and semi-diagonal quartic force constants to formulate a hybrid 

B2PLYP/B3LYP anharmonic force field. To determine ZPE, the hybrid degeneracy corrected 

perturbation theory to second order (HDCPT2) was employed.37 

The equilibrium structures at the B2PLYP-D3/m-aug-cc-pVTZ-dH level were used as starting 

point for computing vibrational ground-state rotational constants and accurate electronic 

energies. In fact, equilibrium structures straightforwardly provide equilibrium rotational 

constants 𝐵𝑒
𝛼, which were corrected by adding the vibrational contributions ∆𝐵0

𝛼, thus 

obtaining the ground-state rotational constants 𝐵0
𝛼: 

𝐵0
𝛼 = 𝐵𝑒

𝛼 + 𝐵0
𝛼   (1) 

where α denotes the principal inertia axis (α = a, b, c; thus 𝐵0
𝛼 = A0, B0, C0). Vibrational 

corrections were obtained by means of second-order vibrational perturbation theory 

(VPT2)258 applied to the molecular roto-vibrational Watson Hamiltonian expressed in 

normal coordinates.259 

Accurate electronic energies were obtained as single-point computations at the 

B2PLYP-D3/m-aug-cc-pVTZ-dH optimized structures by means of the composite scheme 

described here below. In this scheme, the different contributions are evaluated at the highest 

level possible, yet maintaining the overall computational cost affordable in terms of both 

hardware requirements and time. This computational protocol takes the coupled-cluster 
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theory employing the singles and doubles approximation augmented by a perturbative 

treatment of triple excitations CCSD(T),141,231 as a starting point. The energy at the 

CCSD(T)/cc-pVTZ260 level is then corrected for basis-set truncation error and core-

correlation effects. The latter two contributions are evaluated at second-order Møller-

Plesset perturbation theory (MP2).232 The best estimate of the electronic energy is then given 

by the equation:163,234 

𝐸𝑏𝑒𝑠𝑡 = 𝐸(𝐶𝐶𝑆𝐷(𝑇) 𝑉𝑇𝑍⁄ ) + ∆𝐸(𝑀𝑃2 𝐶𝐵𝑆) + ∆𝐸(𝑀𝑃2 𝐶𝑉⁄ )⁄  (2) 

The ΔE(MP2/CBS) is obtained by extrapolating the Hartree-Fock (HF-SCF) electronic 

energy 𝐸∞
𝐻𝐹−𝑆𝐶𝐹 , to the complete basis set (CBS) limit according to the e-Cn functional form146 

using the cc-pVnZ with n = T, Q, 5 basis sets,145,260,261 and the MP2 correlation contribution 

by means of the n-3 formula147 employing the cc-pVTZ and cc-pVQZ basis sets. ΔE(MP2/CV) 

represents the core-valence correlation correction, and is obtained as difference of MP2/cc-

pCVTZ261 energies evaluated correlating all electrons (a.e.) and within the frozen-core (f.c.) 

approximation:  

∆𝐸(𝐶𝑉) = 𝐸[(𝑀𝑃2 𝑝𝐶𝑉𝑛𝑍(𝑎. 𝑒. )⁄ ] − 𝐸[𝑀𝑃2 𝑝𝐶𝑉𝑛𝑍(𝑓. 𝑐. )]⁄  (3) 

The same protocol was also applied to obtain best-estimate electronic energies of the 

isolated fragments, i.e., DFM and TBA, in order to evaluate best-estimate dissociation 

energies as the difference between the electronic energy of the DFM-TBA complex and those 

of the isolated monomers. The basis set superposition error (BSSE) was taken into account 

by means of the counterpoise correction (CP) procedure, introduced by Boys and 

Bernardi.212  

Finally, for the most stable isomer, the cubic and semi-diagonal quartic force field was 

also evaluated at the B2PLYP-D3/m-aug-cc-pVTZ-dH level in order to derive the partial 

effective structure r0. 

All DFT, HF-SCF and MP2 calculations were carried out by using a development 

version of the Gaussian software,21 while CCSD(T) computations were performed with the 

CFOUR program package.143 
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3.2.2. Experimental methods and Rotational spectrum 

Table 2.2.1.  Rotational parameters and dipole moment components for the M1, M2 and M3 

isomers of DFM-TBA. 

 

aStandard error in parentheses in units of the last digit.  
bB2PLYP-D3/aug-cc-pVTZ-dH equilibrium parameters. Equilibrium rotational constants 
have been augmented by vibrational corrections at the B3LYP-D3/SNSD level.  
cStandard deviation of the fit.  
dNumber of fitted transitions. 
eAbsolute values of the dipole moment components: B2PLYP-D3/aug-cc-pVTZ-dH 
equilibrium values augmented by vibrational corrections at the B3LYP-D3/SNSD level. 
 

The rotational spectrum of the 1:1 DFM:TBA cluster has been recorded using a 

COBRA-type262 pulsed-jet Fourier-transform microwave (FTMW) spectrometer,263,264 

operating in the 6.5 - 18.5 GHz range. A gas mixture at 1% of CH2F2 (DFM) in helium at a 

stagnation pressure of 0.2 MPa has been passed over a sample of tert-butyl alcohol (TBA), 

used without further purification, and expanded into the Fabry-Perot cavity, through the 

pulsed valve (General valve, series 9, nozzle diameter 0.5 mm). In accordance with the 

quantum-chemical calculations, the study was started with the search of the rotational 

transitions belonging to the isomer M1, which is predicted to be the most stable one (see 

 M1 M2 M3 

 Experimenta Theoryb Theoryb Theoryb 

A (MHz) 3602.299(3) 3570 3137 3064 

B (MHz) 615.0150(1) 601 780 772 

C (MHz) 597.1948(1) 584 742 732 

DJ (kHz) 0.1630(1) 0.15 1.33 0.98 

DJK (kHz) 7.672(2) 7.63 7.45 6.29 

DK (kHz) -2.8(7) -3.86 -6.90 -4.28 

d1 (Hz) -5.2(2) -5.78 -104.37 -76.24 

d2 (Hz) 4.3(1) 4.47 3.73 3.46 

σ c (kHz) 2.8    

N d 105    

|μa|e (D)  2.55 1.49 0.34 

|μb|e (D)  0.63 0.49 0.04 

|μc|e (D)  0.00 0.78 0.42 
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Figure 3.2.1), having a large value of the dipole moment component μa (2.6 D). Three 

rotational transitions around 7218.9, 7270.3 and 7325.8 MHz have been first observed and 

assigned to the J = 6 ← 5 band, with Ka = 0, 1, of the M1 isomer. Later on, 93 more μa-R-type 

lines up to Jupper = 15 and Ka = 6 and other 9 much weaker μb-R-type transitions have been 

identified and fitted using Pickett’s SPFIT program235 within Watson’s semirigid 

Hamiltonian (S-reduction; Ir-representation). The results of the fit are reported in Table 

2.2.1. No μc-type lines have been observed, in agreement with the Cs symmetry of the cluster. 

The search for rotational transitions belonging to the M2 and M3 isomers failed due to 

plausible relaxation processes toward M1, taking place when the interconversion barrier 

values are lower than 2kT at room temperature,265 as suggested by the data reported on 

Figure 3.2.1. The rest frequencies have been obtained as the arithmetic mean of the two 

component frequencies. The estimated accuracy of frequency measurements is better than 

3 kHz, and the resolution is better than 7 kHz. 

3.2.3. Results 

Table 3.2.1 collects the experimental rotational parameters of the M1 isomer as 

obtained in the fitting procedure described above. This table also reports the corresponding 

computed values together with those of the M2 and M3 isomers. It needs to be noted that 

the experimental rotational constants as well as the DJ and DJK quartic centrifugal-distortion 

terms have been determined to a very good precision, while the other centrifugal-distortion 

constants are affected by larger uncertainties, ranging from 3% to 25%. Furthermore, a good 

agreement can also be noted between the computed values and the experimental 

counterparts: A is predicted well within 1%, while deviations of about 2% are observed for 

B and C. According to the results of Table 3.2.1 as well as based on the relative energies 

collected in Figure 3.2.1, there is no doubt concerning which isomer has been experimentally 

observed. Indeed, the isomerization path graphically summarized in Figure 3.2.1 explains 

the experimental outcome: at the equilibrium, both the M3-M2 and M2-M1 interconversion 

barriers are predicted to be only 0.03 kcal/mol at the best-estimated (composite scheme, see 

Section 3.2.1) level. Even if the M2 isomer is predicted to be less stable than M1 by only 0.06 

kcal/mol, the small interconversion barrier suggests that it easily relaxes to M1, thus 
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preventing its observation. Even more significant are the conclusions that can be drawn once 

the equilibrium relative energies are corrected for ZPE (hybrid force field, see Section 3.2.1). 

Indeed, ZPE-corrected energies (see Figure 3.2.1) suggest that the vibrational ground state 

of the M2 isomer is above the TS1 barrier, while that of M3 is as high in energy as TS2. The 

overall picture thus suggests that both M2 and M3 relax to M1, as experiment tends to 

support. 

 

 

Figure 3.2.2. Structure (with atom numbering) of the M1 isomer of DFM-TBA orientated 

with respect to the principal axes of inertia (a,b,c) 

 

According to the molecular structures depicted in Figure 3.2.1, the energies of the M1, 

M2 and M3 isomers are related to the number and type of WHBs involved in the cluster. In 

the case of M3, two C-H∙∙∙F and one C-H∙∙∙O interactions are established. The stabilization in 

energy moving to the M2 isomer can be explained in terms of the replacement of one C-H∙∙∙F 

WHB with one O-H∙∙∙F interaction. A further stabilization is then obtained once also the 

remaining C-H∙∙∙F WHB is replaced by an additional O-H∙∙∙F bond. We can thus conclude that 

the most stable structure (M1) is obtained when the largest number of C-H∙∙∙O contacts are 

established together with the O-H∙∙∙F WHB. 

In the context of this study, the more interesting parameter is the partial effective 

structure (r0) of M1 that can be derived from our data. This has been obtained by fitting two 
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geometrical parameters (the distance rO6∙∙∙C1 and angle O6∙∙∙C1-F3 of Figure 3.2.2) while 

keeping the other ones fixed at their vibrationally averaged B2PLYP-D3/m-aug-cc-pVTZ-dH 

values. In this way, the experimental rotational constants are perfectly reproduced, with the 

largest discrepancy, that on the A rotational constant, being well within 0.1%. The resulting 

values are reported in Table 3.2.2, where they are compared with the ones relative to the 

equilibrium structure (re).  

 

Table 3.2.2. Comparison between the fitted effective structure and the B2PLYP-D3/m-aug-

cc-pVTZ-dH calculated values of the observed (M1) DFM-TBA cluster. 

 r0 re 
 Exp Theory 

rO6∙∙∙C1 (Å) 2.960(2) 2.993 2.966 
O6∙∙∙C1-F3 (°) 73.7(1) 74.6 74.2 

 

The conclusion that can be drawn is that the data of Table 3.2.2 further confirms that the 

level of theory chosen is able to well describe the structure of the molecular complex.  

 

Table 3.2.3. Comparison of the parameters involved in the WHBs of the DFM-TBA and DFM-

water complexes (R = H- or tert-butyl-). 

 DFM-TBA DFM-water 

 

 r0 re r0a re 

rH1∙∙∙F1 (Å) 2.384 2.360 2.20(1) 2.306 
rH2∙∙∙O = rH3∙∙∙O (Å) 2.781 2.784 - 2.834 

O-H1∙∙∙F1 (°) 113.1 115.6 135(3) 117.8 

C-F1∙∙∙H1 97.0 96.2 93(1) 98.4 
aFrom Ref. 253 

 

The results obtained here allow to discuss the hydrogen bond parameters in 

comparison with those of the DFM-water complex. The relevant parameters are collected in 

Table 3.2.3. According to the partial r0 structure of Table 3.2.3, it is noted that when going 

from water to TBA as counterpart molecule in the cluster with DFM, the O-H∙∙∙F distance 

increases by about 0.2 Å (2.20 Å vs. 2.384 Å). This is only in apparent contradiction with the 

stronger binding energy of the DFM-TBA complex. In fact, it is seen that at the B2PLYP/m-
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aug-cc-pVTZ-dH level, the O-H∙∙∙F distance increases by a smaller extent (2.306 Å vs. 2.360 

Å). Furthermore, for the C-H∙∙∙O interaction, a shrinkage of the corresponding length is 

predicted when going from DFM-water to DFM-TBA (2.834 Å vs. 2.784 Å). Furthermore, in 

the case of the water complexation of DFM, the internal rotation of water around its C2 axis 

generates a tilted angle of 23° between the water plane and the FCF angle of DFM, instead 

Cs symmetry is observed for the DFM-TBA adduct. The effect of the aforementioned motion 

affects, in particular, the O-H1∙∙∙F1 angle value, while only a slight difference is noted for the 

C1-F1∙∙∙H1 angle (see Table 2.3.3) of both the DFM-water and DFM-TBA complexes. 

The last piece of information that can be obtained from this study is the dissociation 

energy of the complex. Based on the isomer structure depicted in Figure 3.2.3, the so-called 

“pseudo-diatomic approximation” can be assumed to estimate the force constant (ks) of the 

intermolecular stretching between the centers of mass of DFM and TBA, because its axis is 

almost parallel to the a-axis of the cluster. According to this approximation, ks can be written 

as:  

𝑘𝑠 =
16𝜋4(𝜇𝑅𝐶𝑀)2[4𝐵4+4𝐶4−(𝐵−𝐶)2(𝐵+𝐶)2]

ℎ𝐷𝐽
 (4) 

where μ is the pseudo-diatomic reduced mass, RCM the distance between the centers of mass 

of the two monomers (4.73 Å), and B, C and DJ the experimental values reported in Table 

3.2.1. The ks value obtained by applying Eq. 4 is 9.0 N.m-1. Assuming a Lennard-Jones type 

potential, the dissociation energy is calculated according to the equation:266  

𝐸𝐷 =
1

72
𝑘𝑆(𝑅𝐶𝑀)²  (5) 

thus obtaining a value of 4.02 kcal.mol-1. This value is in good agreement with the best-

estimated ZPE-corrected value, 3.56 kcal.mol-1, which is expected to have an accuracy of ~0.5 

kcal.mol-1.234 Such an agreement suggests that, despite its limitations, the “pseudo-diatomic 

approximation” is able to provide a reliable determination of the dissociation energy. It is 

noted that this value is much larger than that estimated for DFM-water (1.79 kcal.mol-1).253 

This suggests that the size of the residual groups of the R-O-H hydrogen bond donor sensibly 

affects the stability of the clusters linked by one O-H∙∙∙F and two C-H∙∙∙O WHBs. This 

suggestion was further supported by computations at the B2PLYP-D3/m-aug-cc-pVTZ-dH 
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level. At this level of theory, the dissociation energy corrected by the ZPE contribution 

(evaluated using the B2PLYP/B3LYP hybrid force field) is 2.17 kcal.mol-1, to be compared 

with the value of 3.19 kcal.mol-1 obtained for DFM-TBA at the same level of theory.   

3.2.4. Partial conclusion 

The 1:1 complex of tert-butyl alcohol with difluoromethane has been accurately 

characterized by means of experimental and computational techniques. Starting from an 

accurate sampling of the potential energy surface, the structure and energetics of the 

complex have been obtained from the investigation of its rotational spectrum, which has 

been guided and complemented by accurate quantum-chemical calculations.  The Cs 

symmetric M1 isomer, whose stability is due to the formation of one O-H∙∙∙F and two C-H∙∙∙O 

WHBs, has been experimentally confirmed to be the global minimum. The failure in the 

observation of the rotational spectra of the M2 and M3 isomers, whose monomers are linked 

by one O-H∙∙∙F, one C-H∙∙∙F, one C-H∙∙∙O and two C-H∙∙∙F, one C-H∙∙∙O WHBs, respectively, has 

been plausibly ascribed to the relaxation processes toward the M1 isomer taking place in the 

supersonic expansion. 

The H → tert-butyl substitution effect, observed when going from DFM-water to DFM-

TBA 1:1 cluster, has been evaluated, resulting in an increase of the bonding energy of the 

adduct. The weakness of the hydrogen bonds established in the complex is further confirmed 

by the energy dissociation, which has been accurately computed to be 3.6 kcal.mol-1, value 

also confirmed by an analysis based on the so-called “pseudo-diatomic approximation”. 
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General Conclusions. 

In this thesis, after simulating vibrational and optical properties of several organic 

compounds including one (or more) C≡N moiety(ies) and transition metal complexes in 

order to evaluate and confirm the adequacy of the utilized level of theory, the issue of the 

formation of COMs in ISM was faced. Indeed, as they are detected in several spots and can be 

considered as precursors for the building blocks of life, they are of major interest in prebiotic 

chemistry. The main questions this thesis therefore focused on are: How are the COMs 

formed in the hard conditions of ISM? Even though their formation was mostly believed to 

occur on dust grain, does surface chemistry really need to be always invoked? Different 

molecules of high prebiotic interest were considered as test cases: cyanomethanimine 

isomers (E-C-, Z-C- and N), formamide, glycolaldehyde and acetic acid. 

 In the case of cyanomethanimine, whose E-C- isomer was the only one detected in 

ISM, a gas-phase formation path starting from CN and methanimine as precursor was 

confirmed to be viable at the very low temperature and pressure conditions of ISM. However, 

this reaction should lead to all three isomers, Z-C- in a slightly larger amount that E-C- and N 

only as traces. Considering that the tool used to detect this compound was microwave 

spectroscopy, and that this technique is highly dependent on the dipole moment of the 

studied compound (the line strength is proportional to the square of the dipole moment 

value), this parameter was verified for cyanomethanimine isomers. It turned out that even if 

the Z-C- isomer should have been formed in a larger amount than its E-C- isomer, the low 

value of its dipole moment could have kept it from being detected by microwave 

spectroscopy. As far as formamide is concerned, two different gas-phase formation paths 

were proposed. The first one, assuming OH and methanimine as precursors, was found 

feasible in ISM but leads preferentially to other compounds of prebiotic interest, such as 

H2CN and methanimidic acid isomers. On the other hand, when using NH2 and formaldehyde 

as precursors, the obtained path is both possible in ISM and efficient in forming formamide. 

In order to further validate this path, its mono-deuteration was studied and gave results in 

accordance with observation. Moreover, new models and observations of abundances and 

locations tend to confirm it. Finally, glycolaldehyde and acetic acid were considered. O(3P) 

and two types of hydroxyethyl radicals (⦁CH2CH2OH for glycolaldehyde and CH3⦁CHOH for 
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acetic acid) were used and the resulting paths were found to be feasible in ISM. The rate 

constants obtained from these paths showed that even though glycolaldehyde and acetic acid 

are not the primary products, their formations are not negligible. Moreover, when the rate 

constants concerning glycolaldehyde are included in an astrochemical model, the resulting 

abundances match the observed ones. 

 Thanks to current space missions, such as New Horizons or OSIRIS-REx for example, 

together with different ongoing projects, like SOLIS or PRIMOS survey, new COMs are 

expected to be detected in the upcoming years. ALMA and NOEMA telescopes are also 

important allies to reach this goal. Moreover, it can be assumed that some new detection 

tools will be developed, which could lead to a more accurate knowledge of the compositions 

of some spots of space. In addition to the already detected COMs whose formation in ISM is 

not yet known, the ones which will undoubtedly be detected in the next years will provide 

an extensive field of research. Accordingly, collaboration between astronomers, 

experimental and theoretical chemists, as well as surface and gas-phase chemists, will be 

needed to try to understand where these rather complex molecules come from and, who 

knows, the origin of life on Earth. 
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