
MNRAS 467, 1300–1312 (2017) doi:10.1093/mnras/stx180
Advance Access publication 2017 January 22

Molecular cloud photoevaporation and far-infrared line emission

L. Vallini,1,2,3‹ A. Ferrara,4,5 A. Pallottini4,6,7 and S. Gallerani4
1Nordita, KTH Royal Institute of Technology and Stockholm University, Roslagstullsbacken 23, SE-10691 Stockholm, Sweden
2Dipartimento di Fisica e Astronomia, viale Berti Pichat 6, I-40127 Bologna, Italy
3INAF, Osservatorio Astronomico di Bologna, via Ranzani 1, I-40127 Bologna, Italy
4 Scuola Normale Superiore, Piazza dei Cavalieri 7, I-56126 Pisa, Italy
5Kavli IPMU (WPI), Todai Institutes for Advanced Study, the University of Tokyo, 5-1-5 Kashiwanoha, Kashiwa 277-8583, Japan
6Kavli Institute for Cosmology, University of Cambridge, Madingley Road, Cambridge CB3 0HA, UK
7Cavendish Laboratory, University of Cambridge, 19 J. J. Thomson Ave., Cambridge CB3 0HE, UK

Accepted 2017 January 19. Received 2017 January 19; in original form 2016 June 18

ABSTRACT
With the aim of improving predictions on far-infrared (FIR) line emission from Giant Molecular

mailto:livia.vallini@su.se


GMC photoevaporation and FIR line emission 1301

dynamical times (Bertoldi 1989; Bertoldi & McKee 1990; Gorti &
Hollenbach 2002; Krumholz et al. 2006).

Besides extreme UV (EUV), ionizing (hν < 13.6 eV) photons,
far-ultraviolet (FUV) photons (6 < hν < 13.6 eV) also strongly
affect the chemistry, thermal balance, structure and dynamics of
GMCs. FUV radiation dissociates molecular gas beyond the H II

region, creating photodissociation regions (PDRs; Hollenbach &
Tielens 1999) from which most infrared (IR) emission of galaxies
originates. Dust grains and polycyclic aromatic hydrocarbons ab-
sorb radiation from the stars and re-radiate this energy in the IR;
at the same time, photoelectrons heat the gas (Wolfire et al. 2003).
Radiative cooling is enabled by many far-infrared (FIR) lines. The
importance of FIR line emission in constraining the ISM proper-
ties (e.g. gas temperature, density and metallicity) has driven the
advances in the IR and sub-millimeter astronomy. Nowadays, with
the Atacama Large Millimeter/Submillmeter Array (ALMA), we
can aim at constraining the properties of PDRs and those of the
associated molecular clouds in the first galaxies. One of the pri-
mary goals of ALMA is the detection of the (redshifted) [C II]
from the high-z Universe (e.g. Carilli & Walter 2013), even though
the physical interpretation of the line measurement from high red-
shifts is often very challenging (Maiolino et al. 2015; Gallerani
et al. 2016; Knudsen et al. 2016). Many recent efforts (Nagamine,
Wolfe & Hernquist 2006; Vallini et al. 2013, 2015; Olsen et al. 2015;
Pallottini et al. 2015, 2017; Gallerani et al. 2016) have been devoted
to relate the physical properties of neutral and molecular gas in high-
z galaxies to the FIR line luminosity. However, radiative feedback
effects have not yet been included in such relation. Here we aim at
making this step.

Our plan is to model the time evolution of FIR line emission
from a single GMC illuminated by nearby massive stars. Our in-
vestigation builds upon previous studies (Bertoldi 1989; Bertoldi &
McKee 1990; Gorti & Hollenbach 2002) on GMC photoevaporation
(PE) induced by externally produced EUV/FUV photons impinging
on the cloud. We adopt their analytic formalism to model the PE pro-
cess and compute the time evolution of the GMC density field. Then,
by coupling the model with the photoionization/photodissociation
code CLOUDY, we self-consistently calculate the evolving luminosity
of several FIR lines. Among these, the [C II] 158 μm fine structure
line is often the most luminous, and it is considered the work-horse
for high-z galaxy exploration. We focus our attention also on [O III]
at 88 μm, originating from the outer, ionized shell. The final goal
is to assess whether (and how) PE, by affecting the density field of
the GMCs, modulates FIR line emission under a range of different
metallicity and irradiation conditions.

This paper is structured as follows: In Section 2, we describe
how we model (i) the internal structure of the GMCs, and (ii) the
radiation field impinging on the clouds. Then, we treat the PE theory
in Section 3 presenting the model results. In Section 4, we show
how the evolving density field in GMCs impacts FIR line emission.
We draw our conclusions in Section 5, where some caveats are also
discussed.

2 MO D EL

A schematic description of our model is shown in Fig. 1. We con-
sider an idealized case of a clumpy, starless GMC immersed in an
external radiation field. The effects of gas clumpiness on the PDR
structure and the resulting FIR line emission have been studied also
by Meixner & Tielens (1993). Those calculations, however, do not
account for the time evolution of the density field and feedback ef-
fects. The key features entering our model are (i) the GMC density

Figure 1. Sketch of the GMC model used in this work.

structure, and (ii) the radiation field. These are discussed in detail
in the following sections.

2.1 GMC density structure

Molecular clouds are observed to have a hierarchical structure with
a density field showing enhancements (usually referred to as clumps
and filaments) on ≈0.1–10 pc scales. The typical hydrogen column
density of a GMC is NH ≈ 1022 cm−2 (e.g. McKee & Ostriker 2007,
and references therein), but variations are observed in the range
NH ≈ 1021−1023 cm−2. GMCs are supported against collapse by
turbulence and magnetic fields.

Numerical and analytical studies conclude that the probability
distribution function (PDF) of the gas density, ρ, in a supersonically
turbulent, isothermal cloud of mean density ρ0 is lognormal:

gsds = 1(
2πσ 2

s

)1/2 exp

[
−1

2

(
s − s0

σs

)2
]

, (1)

with s ≡ ln(ρ/ρ0) (e.g. Vazquez-Semadeni 1994; Kim, Os-
triker & Stone 2003; Krumholz & McKee 2005; Wada 2008;
Tasker & Tan 2009; Hennebelle & Chabrier 2011, 2013; Padoan &
Nordlund 2011;
Federrath & Klessen 2013). The mean logarithmic density
(s0) is related to the standard deviation of the distribution (σ s) by
s0 = −σ 2

s /2, which, in turn, depends on the sonic Mach number
(M) and the ratio of thermal to magnetic pressure (β) as

σ 2
s = ln

(
1 + b2M2 β

β + 1

)
. (2)

The b factor in the above equation parametrizes the kinetic en-
ergy injection mechanism (often referred to as forcing) driving the
turbulence (b ≈ 0.3–1; see Molina et al. 2012, for an extensive
discussion).

When self-gravity is included, the PDF develops a power-law
tail (ps ∝ ρ−κ ) at high densities. The occurrence of the power-law
tail is confirmed both theoretically (e.g. Krumholz & McKee 2005;
Hennebelle & Chabrier 2011; Padoan & Nordlund 2011; Federrath
& Klessen 2013) and observationally via dust extinction measure-
ments (e.g. Kainulainen et al. 2009; Lombardi, Alves & Lada 2015;
Schneider et al. 2016; Stutz & Kainulainen 2015) or molecular
line detections (e.g. Goldsmith et al. 2008; Goodman, Pineda &
Schnee 2009; Schneider et al. 2016) carried out in nearby GMCs.
While dust extinction allows us to probe a larger dynamic range [a
measured visual extinction AV = 1−100 mag corresponds to clump
column densities (Ncl) in the range Ncl ≈ 1021−1023 cm−2], molec-
ular line detections are limited to the high-density tail of the PDF
(Ncl > 1023 cm−2). Here we consider three different cloud models
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Table 1. Properties of the GMC models considered in this work.

Model MGMC (M�) rGMC (pc) M ρ0 (g cm−3)

A 6.2 × 103 4 10 8.2 × 10−22

B 9.9 × 104 16 20 2.1 × 10−22

C 3.9 × 106 100 50 3.3 × 10−23

(named A, B and C, with properties summarized in Table 1) in or-
der to bracket the range of values observed in Galactic GMCs, and
those assumed in simulations by Federrath & Klessen (2013).

We set up the internal density of the clouds so that their PDFs
are in agreement with those found by Federrath & Klessen (2013)
forM = 10, 20 and 50, mean gas density ρ0 = 8.2 × 10−22, 2.1 ×
10−22 and 3.3 × 10−23 g cm−3, and turbulence forcing parameter b
≈ 0.3. In Fig. 2, we show the PDF that has been fitted with a lognor-
mal (gs, equation 1) function + power-law (ts) tail, i.e. ps = gs + ts.
In what follows, we identify two components in the GMC, referred
to as clumps and diffuse interclump medium (ICM), adopting a cri-
terion based on the density PDF. We use the term clumps to denote
small-scale structures (<1 pc in size) that are part of the power-
law tail. In the literature, clumps have been interpreted either as
temporary density fluctuations produced by supersonic turbulence
(Falgarone & Phillips 1990) or as stable physical entities confined by
ICM pressure (Williams, Blitz & Stark 1995). Even though clump
morphology is observed to vary from filamentary to quasi-spherical
shapes, in our work, we model the clumps as spheres (see Fig. 1).

The volume filled by the gravitationally unstable clumps in the
GMCs is

Vclumps = VGMC − VICM, (3)

where the volume of the ICM is given by the lognormal distribution

VICM = VGMC

∫
gs ds. (4)

We obtain
∫

gs ds = 0.94, 0.97 and 0.98 for models A, B and C,
respectively (see Fig. 2). To build the internal density field, we then
use the following procedure:

(1) Randomly extract from the tail ts the ith clump with number
density1 ncl, i = ρ/(μmp).

(2) Calculate the clump radius as the turbulent Jeans length:

rcl,i = 1

2
λJ,turb = 1

2

πσ 2 + √
36πc2

s GL2ρ + π2σ 4

6GLρ
, (5)

where cs is the sound speed. Equation (5) is obtained by using
an effective (turbulent+thermal) pressure term in the Jeans length
equation (see equations 35 and 36 in Federrath & Klessen 2012).

(3) Calculate the clump volume Vcl,i = (4/3)πr3
cl,i .

(4) Iterate steps 1–3 until 	iVcl, i = Vclumps.

Finally, we compute the total mass in clumps Mtot,cl =
	i

4
3 πμmpncl,i r

3
cl,i , the ICM total mass MICM = MGMC − Mtot, cl

and the ICM mean density 〈nICM〉 = MICM/(μmpVICM). The re-
sulting clump distributions are shown with magenta crosses in
Fig. 2. For models A, B and C, we find Mtot,cl ≈ 1.2 × 103, 1.8 ×
104 and 7.2 × 105 M�, and 〈nICM〉 ≈ 651, 161 and 26 cm−3, re-
spectively.

1 We assume the gas to be a mixture of hydrogen and helium with mean
molecular weight μ = 1.22.

2.2 Radiation field

The spectral energy distribution (SED) of the radiation field im-
pinging on the GMC surface is calculated using the stellar popula-
tion synthesis code STARBURST99 (Leitherer et al. 1999), assuming
a Salpeter initial mass function in the range 1–100 M�. We adopt
the Geneva standard evolutionary tracks (Schaller et al. 1992) with
metallicity Z∗ = 1 , 0.2 and 0.05 Z�, and Lejeune–Schmutz stel-
lar atmospheres, which incorporate plane-parallel atmospheres and
stars with strong winds (Schmutz, Leitherer & Gruenwald 1992;
Lejeune, Cuisinier & Buser 1997). We follow the time evolution
of the SED between 1 and 100 Myr considering a continuous SF
mode. The star formation rate ( SFR) is a free parameter of the
model. As an example, we show the SED for SFR = 1 M� yr−1

and Z = 0.2 Z� in Fig. 3. The lines are colour-coded as a func-
tion of the starburst age. The grey shaded region highlights the
non-ionizing FUV Habing band relevant to the PDR modelling;
the strength of the FUV radiation is usually parametrized by G0,
the ratio of the FUV flux to the one measured by Habing (1968)
in the Milky Way (≈1.6 × 10−3 erg cm−2 s−1). As expected for a
continuous SF mode, the specific luminosity in the Habing band
increases with time before saturating to an asymptotic value around
100 Myr.2

3 PH OTO E VA P O R ATI O N

The UV radiation produced by massive OB stars influences the
structure, dynamics, chemistry and thermal balance of the surround-
ing gas. UV photons substantially alter the clump–interclump struc-
ture of GMCs: EUV and/or FUV photons heat the surface layer of
clumps to high temperatures, causing the loss of their cold molecular
mass that is ionized and/or photodissociated, and then it is converted
into warm ionized/atomic gas (Hollenbach & Tielens 1999). This
process is called photoevaporation. When the GMC is embedded in
an H II region, the ICM is exposed to both EUV and FUV photons,
while the internal clumps see only the attenuated FUV radiation.
Penetration of EUV and FUV photons in the ICM and clumps is fur-
ther addressed in Appendix A. There we show the temperature, xH I,
and G0 profiles obtained with photoionizaton simulations discussed
in detail in Section 3.2.

3.1 Analytical approach

Gorti & Hollenbach (2002) show that the evolution of a turbulent
clump, impulsively irradiated by FUV photons, is influenced by
only two parameters: (1) the ratio of the clump initial column density
(n0

clr
0
cl) to the column (N0) penetrated by the FUV radiation,

η0 ≡ n0
clr

0
cl

N0
, (6)

i.e. the depth into the cloud where τFUV ≈ 1; and (2) the strength of
the FUV field, parametrized by the ratio of the sound speed in the
FUV-heated region (cPDR) to the sound speed of the clump in the
no-field case3:

ν ≡ cPDR/cc. (7)

2 The SED can be approximated as a power law of the form log Lλ =
αlog λ + constant for λ > 912 Å. At the times relevant for PE, we find
α = −2.2 (age 1 Myr) and −2.4 (age 10 Myr).
3 The parameter ν is therefore proportional to the square root of the ratio
of the gas temperature in the PDR (TPDR) to the initial temperature of the
clump (Tc).
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Figure 5. PDR temperature as a function of the gas density, n, and Habing flux, G0, for Q models (left-hand panel) and noQ models (right-hand panel)
for a solar metallicity gas. TPDR is measured where the FUV (λref = 1000 Å) optical depth τFUV = 1.

We calculate N0 and TPDR with version c13.03 of CLOUDY

(Ferland et al. 2013), which allows us to model the transition be-
tween the H II region, PDR and molecular part of a gas slab illumi-
nated by a given radiation field. For each of the three metallicities5

considered in this work (Z = 0.05, 0.2 and 1 Z�), we run two sets
of simulations with different prescriptions for the external radiation
spectrum: (i) a full spectrum (Q models) including both FUV and
EUV photons, and (ii) a FUV spectrum only (noQ models). Q
models (noQ models) is designed to mimic the flux reaching
the GMC placed within (outside) an H II region.

We run a total of 66 × 3 CLOUDY simulations for each metal-
licity, and for log(n/cm−3) = [1−6] (in steps of 0.5 dex) and
log G0 = [0−5] (1 dex). The parameter space covers the plausi-
ble range of clumps/ICM densities (see Section 2.1), and Habing
fluxes in galaxies. The code computes the radiative transfer through
the slab up to a hydrogen column density NH = 1023 cm−2. This
stopping criterion is chosen to (i) cover the whole range of column
densities of our randomly generated clumps, and (ii) fully sam-
ple the molecular part of the illuminated slab, typically located at
NH � 2 × 1022 cm−2.

We adopt the gas-phase abundances (C/H = 3.0 × 10−4, O/H =
4.0 × 10−4, Mg/H = 3.0 × 10−6, N/H = 7.0 × 10−5, S/H = 1 ×
10−5) provided by CLOUDY for the Orion nebula (Rubin et al. 1991;
Osterbrock, Tran & Veilleux 1992; Rubin, Dufour & Walter 1993),6

scaled with the metallicity of each specific model. The model ac-
counts for the cosmic microwave background (CMB) background
at z = 6, which can suppress the emergent line luminosity of FIR
lines when observed in contrast with the CMB (Gong et al. 2012; da
Cunha et al. 2013; Pallottini et al. 2015; Vallini et al. 2015; Zhang
et al. 2016). In the calculation, we consider a cosmic-ray (CR) ion-
ization rate ζCR = 2 × 10−16s−1 (Indriolo et al. 2007). Note, as a
caveat, that the variation of the CR ionization rate has strong ef-
fects on the chemistry and emission of PDRs (e.g. Bayet et al. 2011;
Meijerink et al. 2011; Papadopoulos et al. 2011; Bisbas, Papadopou-

5 We do not make a distinction between gas and stellar metallicities, which
are then supposed to be equal.
6 As a caveat, we note that, in the standard CLOUDY set for the Orion nebula,
the carbon and oxygen abundances provided are ≈2 and ≈1.5 times greater
than the values reported by, e.g. Cardelli et al. (1996, C/H = 1.4 × 10−4)
and Cartledge et al. (2004, O/H = 2.8 × 10−4), respectively.

los & Viti 2015).7 The CRs, unlike FUV radiation, travel nearly
unimpeded through the clouds and provide a source of input en-
ergy by (i) freeing electrons, and (ii) inducing an internal UV field
through the excitation of H2 (see also Indriolo & McCall 2013, and
references therein).

In Fig. 5, we plot TPDR as a function of the gas number density (n)
and Habing flux (G0) for Z = Z�, where the FUV (λref = 1000 Å)
optical depth τ FUV = 1. This criterion is chosen because the temper-
ature TPDR entering in the Gorti & Hollenbach (2002) model (see
Section 3) refers to the FUV-heated region, i.e. extending up to the
point at which the FUV optical depth reaches a value of the order
of unity.

The PDR temperatures obtained with Q models and noQ
models are similar, apart from low-density (n < 103 cm−3) and
strong field (G0 > 103) regimes, where Q models are warmer.
The results are in agreement with those found by Kaufman et al.
(1999) (see also fig. 19 in Visser et al. 2012). Furthermore, as a
sanity check, we compare TPDR with that obtained by Bothwell
et al. (2017) using the 3D-PDR code (Bisbas et al. 2012). Both-
well et al. (2017) cover the same range of G0 and n considered
here, but they sample the PDR temperature deeper into the gas
slab (AV = 3). As expected, our results (TPDR ≈ 101.2−102.5 K, in
the range G0 = [100–104] and n = [102−105] cm−3) are slightly
higher than those (TPDR ≈ 101.1−102.0 K) found by Bothwell et al.
(2017) (see their fig. 10) in the same range of n and G0.

Once the PDR temperature and column density as a function of
n and G0 are known, we can determine the values of η0 and ν for
each cloud. This allows us to compute the time evolution of their
mass, density and radius (see Appendix B). At each time-step ti,
we update the value of η0 and ν according to the clump density at
the previous time-step, ncl(ti − 1), assuming that G0 is constant with
time (Visser et al. 2012; Bothwell et al. 2017).

7 The effect of the variation of ζCR on the [C II] (CO) line intensity has
been quantified by, e.g. Meijerink et al. (2011), who show that for a PDR
of density n = 103 cm−3, irradiated by G0 = 103, IC II = [4.4−8.6] ×
10−4 erg s−1sr−1 (ICO = [7.6−0.28] × 10−8 erg s−1sr−1) when varying
ζCR = 5 × [10−17−10−14] s−1. Recently, Bisbas et al. (2015) have argued
that CR-induced destruction of CO in GMCs is likely the single most im-
portant factor controlling the CO visibility in star-forming galaxies.
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Figure 6. Time evolution of the clump density distributions for models A, B and C as a function of G0 at the clump surfaces (logG0 = 0 and 2, top and bottom
rows, respectively). The distributions at t = 104, 105 and 106 yr are shown with transparent coloured histograms, and the initial distribution is shown in solid
grey. Photoevaporated clumps are removed from the distribution.

3.3 Clump PE

Figs 6 and 7 show the time evolution of the clump density and
mass distribution for the three model clouds A, B and C. We
concentrate on the effect G0 variations on clump PE at a fixed
metallicity, Z = Z�. We define a clump as completely photoe-
vaporated at time t, and hence removed from the clump inven-
tory, if one of the two following conditions is satisfied: (i) the
radius rcl(t) = 0, or (ii) the clump density ncl(t) = 〈nICM〉, i.e. the
clumps become indistinguishable from the ICM. For log G0 = 0,
the PE proceeds mainly via expansion. The density distribution
shifts towards lower values. However, a small fraction (<1 per cent
in mass, see Fig. 7) of longer lived, compressed clumps is visible
in the high-density tail at t = 106 yr. In contrast, for log G0 = 2,
PE proceeds via shock compression for all the clumps, and the
distribution shifts towards higher densities. These trends hold
for both models A and B; model C is initially less dense (see
Fig. 2), and the compression mode becomes important already for
log G0 = 0.

During PE, mass-loss takes place, and a certain fraction of the
clump mass is returned to the ICM. For log G0 = 0, such frac-
tion after 104 yr is f4 = 0.77–0.88 depending on the cloud model;
for log G0 = 2, mass-loss is more substantial, i.e. f4 = 0.78–
0.99. We note that at a fixed G0 at the clump surface, f4 and
f6 (the analogous fraction after 1 Myr) increase going from
model A to model B to model C, along their decreasing clump
density sequence.

3.4 ICM PE

ICM PE is computed with a procedure similar to that adopted for
the clumps. However, for the ICM, the effects of EUV photons
become important if the GMC is located within an H II region. For
example, consider the case log G0 ≥ 5 and Z = Z�. Then, the
typical column density of the H II layer in a gas of n ≈ 100 cm−3 is
NH II ≈ 1022 cm−2 (see Fig. A1, and the discussion in Appendix A),
and thus comparable to the ICM column density. This implies that
the GMC is almost fully ionized, and that PE is driven by the
increased temperature (TH II ≈ 104 K) in the ionized layer.

To model this regime, we adopt a modified version of the PE
equations in Appendix B. In the equations for the time evolu-
tion of radius, mass and density, we replace the parameter η0 (see
equation 6) with

ηH II

0 ≡ nICM rGMC

NH II

, (9)

where NH II is the column density of the H II layer. Moreover, we
substitute ν (see equation 7) with

νH II ≡ cH II

cc
, (10)

where cH II is the sound speed in the ionized layer. Note that νH II > ν,
due to the higher temperature in the H II region with respect to PDRs.
As in the case of clumps, ηH II

0 and νH II depend on NH II and TH II,
which have been determined from CLOUDY simulations at the depth
at which the gas is 50 per cent ionized. We follow the evolution
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Figure 7. Same as Fig. 6 but for the clump mass distribution. The fraction of mass returned to the ICM at t = 104 and 106 yr (f4 and f6, respectively) is given
in each panel.

of ICM density, GMC radius and mass until complete GMC PE,
defined by one of the two criteria: (i) MICM < 10 per cent MGMC, or
(ii) the ICM density falls below ≈10 cm−3, i.e. the typical density
of the diffuse cold neutral ISM phase (Wolfire et al. 2003).

3.5 GMC PE time-scales

In Fig. 8, we plot the GMC PE time (tpe) as a function of G0 for
different metallicities, Z = 1, 0.2 and 0.05 Z�. At a fixed cloud
mass and G0, a decreasing Z results in a faster PE. This trend
is mostly driven by the decreasing dust-to-gas ratio allowing the
deeper UV radiation penetration to heat the internal gas layers. As a
final remark, we note that for Z = Z�, the maximum tpe ≈ 30 Myr in
model B is consistent with the results by Williams & McKee (1997)
and Krumholz et al. (2006). These authors find tpe ≈ 30−40 Myr
for GMCs of mass 105M� when considering the PE produced by
OB associations inside the GMC.

4 FIR LINE EMISSION

From our model, we now compute the FIR line emission from
GMCs, including the effects of PE. At each time-step in the
computation, we derive the line luminosity of the clumps (ICM)
depending on their actual density, ncl(t) (nICM(t)), emitting area,
πrcl(t)2 (πrGMC(t)2) and column density Ncl(t) = ncl(t)rcl(t)
(NICM(t) = nICM(t)rGMC(t)). Again, we use CLOUDY to compute the
FIR line flux, Iline(n, G0, NH) (in erg s−1 cm−2), at the relevant sur-
face (clump/ICM). The total luminosity is calculated as a sum over
the clumps and the ICM:

Lline(t) =
∑

cl

Iline (〈fatt〉G0, ncl(t), Ncl(t)) πr2
cl(t)

+Iline (G0, nICM(t), NICM(t)) πr2
GMC(t). (11)

In the above expression, the UV flux seen by the clumps is attenuated
by the ICM by an average factor 〈fatt〉 = G0(〈NH〉)/G0 to roughly
account for the GMC-scale radiative transfer effects not included
here. The mean absorbing column density to each clump is 〈NH〉
≈ 0.25 rGMC nICM. For models A, B and C, we get 〈NH〉 ≈ 2 ×
1021 cm−2, yielding 〈fatt〉 ≈ 0.2, 0.72 and 0.9 for Z = 1, 0.2 and
0.05 Z�. See Appendix A for further discussion on this point.

The predicted specific (i.e. per unit mass of emitting material)
[C II] luminosity, εC II, is shown in Fig. 9 for the different cloud
models. Such predictions are in very good agreement with recent
observations, for example, of the Orion Molecular Cloud 1 (OMC1)
by Goicoechea et al. (2015). The observed total mass in the OMC1
region is Mgas = 2600 M�, thus comparable with MGMC in model
A. Additionally, Goicoechea et al. (2015) measured a mean value of
G0 � 2 × 104, and a specific luminosity LC II/Mgas = 0.16 L�/M�.
This is consistent with our predictions for the same G0 at Z = Z�
(Fig. 9, upper-/left-hand panel). As εC II is almost independent of
the GMC model, in the rest of the discussion, we will refer to the
fiducial GMC case, i.e. model B.

4.1 [C II] line emission

In Fig. 10, we plot the [C II] luminosity for model B as a function of
G0, and time, t, elapsed from the onset of the cloud illumination by a
nearby starburst. The [C II] line has critical densities ne

crit ≈ 50 cm−3
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Table 2. The coefficients of the polynomial fit for the [C II] and [O III] specific luminosities at t = 105 yr, as
expressed in equation (12).

Coefficients [C II] specific luminosity [O III] specific luminosity
Z = Z� Z = 0.2 Z� Z = 0.05 Z� Z = Z� Z = 0.2 Z� Z = 0.05 Z�

α − 2.424 − 2.476 − 2.652 − 2.616 − 9.079 − 9.661
β 0.375 0.505 0.314 − 9.298 1.088 1.075
γ 0.022 − 0.102 − 0.003 5.233 0.922 0.929
δ − 0.009 0.007 − 0.015 − 0.694 − 0.168 − 0.168

of observational and simulated results, and (ii) their time evolution
during the PE process.

By exploring UV field intensities (in Habing units) in the range
G0 = 1–105 and gas metallicities Z = 1, 0.2 and 0.05 Z�, we
find that the fiducial GMC (model B in Table 1) is completely
photoevaporated in a time-scale tpe ≤ 30 Myr. This time-scale is
comparable to that deduced for destruction due to expanding H II re-
gions around newborn stars inside GMCs (Williams & McKee 1997;
Krumholz et al. 2006).

The PE time-scale is a decreasing function of metallicity, and
it goes from 30 Myr at Z = Z� to 1 Myr at Z = 0.05 Z� for
the fiducial cloud. This is because the increased penetration of
FUV leads to thicker and hotter PDRs leading to a faster PE. Due
to similar physical reasons, at a fixed metallicity, tpe decreases for
higher FUV fluxes. The presence of ionizing EUV photons becomes
important for low metallicities (Z ≤ 0.2 Z�) and strong (log G0 >

4) radiation fields, when the column density of the ionized layer
becomes comparable to the total GMC one.

We compute the evolution of [C II], and [O III] line luminosity
during the PE process. We show that the [C II] emission per unit
mass (εC II) for the three GMC models is independent of the internal
GMC properties (i.e. the cloud model) and is a function of G0 only,
modulo a scaling factor ∝tpe entering the time evolution. It is then
possible to specialize our results to the fiducial case (model B) only.

FIR line luminosities depend on (i) time, t, elapsed from the on-
set of irradiation; (ii) metallicity, Z, of the GMC; and (iii) UV field
intensity, G0. Albeit the interplay of these parameters is complex,
a well-defined general trend emerges. Stronger UV fluxes produce
higher [C II] and [O III] luminosities, however, lasting for progres-
sively shorter times (i.e. tpe decreases along this sequence). More
specifically, we find the following:

(1) For Z = Z�, [C II] emission peaks at t � 1 Myr and log G0 ≥
3; the peak amplitude decreases towards lower metallicities. At fixed
Z, the [C II] correlates with G0, even though such trend is relatively
mild and tends to flatten, particularly at a very low metallicity
(Z = 0.05 Z�). Note that a GMC exposed to a low G0 is less
luminous, but its emission phase can last longer.

(2) Low metallicities (Z ≤ 0.2 Z�) and high UV fluxes
(log G0 ≈ 4) maximize the [O III]/[C II] ratio, pushing it to values
up to ≈1000. However, due to the shorter tpe, for a very low metal-
licity, such intense [O III] emission phase can be sustained only for
105.4 ≤ t ≤ 105.6 yr at Z = 0.05 Z�.

(3) The above results are consistent with recent observations of
a Lyman Alpha Emitter (LAE) at z ≈ 7.2 (Inoue et al. 2016), show-
ing an [O III]/[C II] ratio >12 and Z ≈ 0.1 Z�. Under these condi-
tions, we find that gas metallicities Z ≤ 0.2 Z� allow to sustain
[C II]/[O III] = 12 for ≈106.5−106.7 yr.

Although physically solid, our model has some caveats. As SF
within the GMC is not considered, the effects of internal radiation
sources is not accounted for. Given that the SF efficiency per free-

fall time, εeff, varies considerably in GMCs (e.g. Semenov, Kravtsov
& Gnedin 2016, εeff = 0.1–10 per cent), the estimate of the actual
number of OB stars depends strongly on the local conditions of the
GMC. Williams & McKee (1997) estimate that for clouds of mass
105 M�, about half are expected to contain at least one OB star. By
the way, note that if an OB star forms in the GMC, the result of its
ignition is to provide high UV fluxes to the cloud.8 The PE time-
scales for a GMC destroyed by an internal OB association that forms
blister H II regions are tpe ≈ 30–40 Myr (Williams & McKee 1997),
which is comparable to that found with our modelling at solar
metallicity.

To conclude, we have pointed out that the PE of GMCs dramati-
cally affects their survival and FIR emission properties in a complex
way. This has to be kept in mind when interpreting the FIR line data
from high-z galaxies, which are metal-poor and characterized by
hard interstellar radiation fields, all conditions leading to fast PE.
As already pointed out in Vallini et al. (2015), PE feedback might
be responsible for the observed spatial displacement of FIR line-
emitting sites with respect to the UV continuum position. In the
central regions, in fact, GMC might be evaporated by the powerful
radiation field, with the result that FIR lines are suppressed in the
vicinity of the star-forming region. The impact of such effects on
galactic scales will be explored in a forthcoming study.
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Figure A1. Temperature and xH I profiles obtained with CLOUDY when con-
sidering a gas slab characterized by n = 100 cm−3 and illuminated by SED
resulting from continuous SF at 1 Myr. The lines are colour-coded according
to log G0 at the gas slab surface.

Figure A2. Profile of the G0 attenuation as resulting from CLOUDY simula-
tions considering a gas slab characterized by n = 100 cm−3 and Z = 1, 0.2
and 0.05 Z� from top to bottom.

slab with Z = 1 Z� are NH II ≈ 4 × 1021 cm−2 for G0 = 104 and
NH II ≈ 7 × 1021 cm−2 for G0 = 105.

Note that above such column density, any H-ionizing photons are
then absorbed in a thin (NH ≈ 1019 cm−2 or �AV ≈ 10−2) transition
zone in which the ionization structure changes from being almost
fully ionized (xe ≈ 1) to being almost fully neutral (xe ≈ 10−4;
Hollenbach & Tielens 1999).

In Fig. A2, we plot the attenuation of the Habing flux (G0/G
surf
0 )

through the gas slab as a function of the metallicity. As we assume a
dust-to-gas ratio that scales linearly with Z, at lower Z, it corresponds
to a lower G0 attenuation. These profiles are adopted to compute
the average Habing field impinging the clump surfaces 〈Gclumps

0 〉 =
〈fatt 〉Gsurf

0 , with

〈fatt〉 = G0

(〈
N

ICM−clumps
H

〉)
/Gsurf

0 , (A3)

where 〈N ICM−clumps
H 〉 is the mean column of gas in the ICM be-

tween the GMC and the clump surfaces. 〈N ICM−clumps
H 〉 = nICM〈l〉 is

calculated by sampling the location (l) of the clumps in the GMC
via a Monte Carlo acceptance–rejection method by assuming (i) a
uniform clump distribution, and (ii) the GMC to be spherical. The
mean radius is 〈l〉 = 0.25rGMC.

A P P E N D I X B : PE MO D E L

Clumps are assumed to be dense, small spheres of initial radius r0
cl,

and initial density n0
cl, supported by thermal, turbulent and magnetic

pressures. The magnetic field B scales with a constant power of
the density so that the magnetic pressure is PB ∝ nγ . The ratios
of turbulent, and magnetic, pressures to the thermal pressure are
indicated with α ≡ Pturb/PT and β ≡ PB/PT. The fiducial values in
Gorti & Hollenbach (2002), kept fixed in our work, are α = β = 1
and γ = 4/3.

B1 Evolution of shock-compressed clumps

Let rcl(0) = r0
cl − δ0, where δ0 = N0/n

0
cl is the initial thickness of

the PDR shell on the surface of the clump. In the case of shock-
compressed clumps, Gorti & Hollenbach (2002) demonstrated (cf.
equations from B1 to B17 in their paper) that the shock compression
shrinks the clump in a time ts � rcl(0)/cPDR to a radius rs. The clump
mass at t = ts is

mc(ts) = mcl(0) − 8πmHN0rcl(0)2 vb

2cPDR
, (B1)

where vb ≈ 0.7cPDR is the average velocity with which the radius
decreases. After being compressed by the shock, the clump radius
and mass evolve as

rcl(t > ts) =
([[

rs

rcl(0)

]2−1/γ
]

− 2γ − 1

3γ − 1

6νη0

(η0 − 1)2

×
[

β(η0 − 1)

2(2ν2 + α)

]1/γ [
t

tc
− (η0 − 1)

η0ν

])γ /(2γ−1)

(B2)

and

mcl(t > ts) = mcl(0)

[
2(2ν2 + α)

β(η0 − 1)2

]1/γ [
rcl(t)

rcl(0)

]3−1/γ

. (B3)

The PE time-scale, obtained by setting the clump radius to zero, is

tpe = tc

[[
rs

rcl(0))

]2−1/γ (
3γ − 1

2γ − 1

)

× (η0 − 1)2

6νη0

[
2(2ν2 + α)

β(η0 − 1)

]1/γ

+ η0 − 1

η0ν

]
. (B4)

B2 Evolution of clumps with initial expansion

Assuming that the clumps expand in the vacuum (cf. equations from
C1 to C7 in Gorti & Hollenbach 2002) at their sound speed cc until
the pressure drops to that in the heated outer layer, it is possible to
demonstrate that the expansion time is

te = tc

(
1 − 1

η0

) [[
3ν + η0 − 1

3ν2(2ν2 + α)/(1 + α)

]1/2

− 1

]
. (B5)
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The time evolution of the clump radius and mass at t > te is

rcl(t > te) = rcl(te) − 3

2
cPDR

1 + α

2ν2 + α
(t − te) (B6)

and

mcl(t > te) = m0
cl

2(2ν2 + α)

η0(1 + α)

[
rcl(t)

r0
c

]2

. (B7)

The PE time-scale is obtained by setting the clump radius to zero:

tpe =
(

2ν2 + α

1 + α

)
rcl(0) + ccte

3cPDR
+ te. (B8)

This paper has been typeset from a TEX/LATEX file prepared by the author.

MNRAS 467, 1300–1312 (2017)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/467/2/1300/2936808 by scuola3 scuola3 on 01 M
arch 2019


