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Partial regularity for mass-minimizing
currents in Hilbert spaces

By Luigi Ambrosio at Pisa, Camillo De Lellis at Zürich and Thomas Schmidt at Erlangen

Abstract. Recently, the theory of currents and the existence theory for Plateau’s prob-
lem have been extended to the case of finite-dimensional currents in infinite-dimensional man-
ifolds or even metric spaces; see [5] (and also [7, 39] for the most recent developments). In
this paper, in the case when the ambient space is Hilbert, we provide the first partial regularity
result, in a dense open set of the support, for n-dimensional integral currents which locally
minimize the mass. Our proof follows with minor variants [34], implementing Lipschitz ap-
proximation and harmonic approximation without indirect arguments and with estimates which
depend only on the dimension n and not on codimension or dimension of the target space.

1. Introduction

In recent years the theory of currents has undergone several developments, finding suit-
able extensions to metric spaces [5,31] and general group coefficients [18,40,41]. These ideas
have led to general existence results for Plateau’s problem [5, 7, 38, 39] which cover also non-
smooth and infinite-dimensional spaces, and the relevant techniques (in particular an intrinsic
approach to metric-space-valued Sobolev and BV maps [3] and the Jerrard–Soner BV esti-
mate [28, 29]) had also an impact on the classical theory, leading to more powerful Lipschitz
approximation results [14, 15] and rectifiability criteria [27].

In a similar vein, in this paper we investigate regularity properties of n-dimensional mass-
minimizing integral currents T in H, where both the finite dimension n 2 N D ¹1; 2; 3; : : :º
and the infinite-dimensional separable Hilbert space H are fixed for all of the following. (We
remark that the separability assumption on H is not restrictive, as the metric currents of [5] are
always concentrated on a � -compact set and have thus separable support; see [5, Lemma 2.9].)
Particularly, we treat those currents which appear as minimizers of the general Plateau problem
(see [7] for the corresponding existence result)

(1.1) min
®
M.T / W T 2 In.H/; àT D S

¯
:
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Here, S 2 In�1.H/ is an arbitrary cycle with bounded support, and we have started to use the
notations explained in Section 2.

Since our arguments are completely local in nature, we will rather deal with the class of
local minimizers, defined as follows (for minimizers in (1.1) one may take � D H):

Definition 1.1 (Locally mass-minimizing currents). We call T 2 In.H/ locally mass-
minimizing in an open set � � H if there holds

M.T / �M.T CR/ whenever R 2 In.H/; àR D 0; dist.sptR;H n�/ > 0:

As in the finite-dimensional theory, the regular set RegT of T 2 In.H/ is the collection
of all z 2 sptT such that T is represented near z by a C1 graph with some multiplicity m:
more precisely, it is the set of all z 2 sptT such that

T Œz C B�% C B?�% � D mJGraphf K

holds for some % > 0, some n-plane � in H, some non-zero integer m, and some C1-function
f W p�.z/C B�% ! .Span�/? (we refer once more to Section 2 for notation and precise defi-
nitions).

Evidently, RegT is always an open subset of sptT n spt àT . Providing the first partial
regularity result for mass-minimizing currents in infinite dimensions, we will however show
that, for minimizers in (1.1), RegT is also dense in sptT n spt àT . This assertion follows in
fact from the choice � D H n spt àT in our following main theorem:

Theorem 1.2 (Partial regularity for locally mass-minimizing currents). If T 2 In.H/

is locally mass-minimizing in an open set � � H with .àT / � � 0, then RegT is dense in
� \ sptT .

To put our result in perspective, let us mention that in the case n D 1 one can represent T
in � as a locally finite union of non-intersecting line segments (endowed with orientations and
multiplicities), so that we have full interior regularity�\ sptT D �\RegT in this situation.
Therefore, we focus in the sequel on the (much) more challenging case n � 2.

In the finite-dimensional case H Š RN , the regularity theory has been developed first in
codimension 1, i.e. for n D N � 1, and then in general codimension. In codimension 1 (see for
instance [25, 36] for accounts of the theory), the partial regularity result of [12] and a detailed
analysis of singular minimal cones [23, 35] gave the optimal bound n � 7 for the dimension
of the singular set †�.T / D � \ .sptT n RegT /. In higher codimension, the first partial
regularity results have been obtained in [1,32]. However, the so-called branching phenomenon
provided for many years an obstacle to the development of a sharp theory, until Almgren’s
monumental work, completed in 1984 and now published in [2], led to the bound n� 2 for the
dimension of†�.T /, optimal in codimension higher than 1. Recently, Almgren’s program has
been revisited, simplified, and improved in a series of papers [13–17] by the second author and
Spadaro. Many parts of this program are by now sufficiently robust to work even in infinite
dimensions, but at this moment it is not clear whether the whole program, starting from the
theory of Dir-minimizingQ-valued maps, can be carried out with constants independent of the
codimension.
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For these reasons, in the present paper we focus on the more modest goal of proving
regularity at kT k-almost all those points where branching is excluded by a suitable assumption
on the density of T ; see (4.2) and (4.3) in Assumption 4.1. However, as a typical outcome, the
general form of our "-regularity result (see Theorem 4.2) also gives that the whole singular set
†�.T / is kT k-negligible if the multiplicity of T equals a constant kT k-a.e. in H. Our proof
follows in large parts the approach of [34], valid even for more general functionals than the
mass (compare also [8, 10, 19]): the main novelty of [34], in comparison to the older strategy
of [1] (which is also adapted in [22]), is that the constants involved in the "-regularity theorem
do not arise by contradiction arguments, and therefore – at least in principle – they can be
explicitly computed or estimated. In the case of the mass functional our main contribution is to
show that, as a matter of fact, all these constants can be bounded using the dimension n only.
This, combined with other codimension-free tools (Kirszbraun and Rademacher theorems, for
instance), leads to the result.

Finally, we close the introduction by explaining where the restriction to the mass func-
tional comes from. It would not be too difficult, using the tools developed in [5], to provide an
existence theory for the minimization of more general “anisotropic” functionals. On the other
hand, the linearization of the functional around a given n-plane leads to a suitable elliptic PDE
for functions defined on an n-dimensional plane in H with values in its infinite-dimensional
orthogonal complement: in other words, this is an infinite system of PDEs. The proof of the "-
regularity result crucially depends on estimates for solutions of such a system, specifically C1;˛

estimates in [34] and W1;p estimates (with p > 2 sufficiently large) in our proof. In case of
the mass functional the linearization is the Laplace equation, leading to appropriate estimates
for harmonic functions, which in turn can be proved with (more or less) explicit computations,
see Section 3. It might be a problem of independent interest to identify a more general class of
infinite elliptic systems for which analogous estimates hold.

2. Notation and preliminaries

2.1. Hilbert space geometry. We denote the inner product of the Hilbert space H as
h�; �i. Moreover, we write ƒn.H/ for the space of n-vectors1) over H, and we notice that
ƒn.H/ carries the induced inner product, characterized by

(2.1) hz1 ^ z2 ^ : : : ^ zn; �1 ^ �2 ^ : : : ^ �ni D det.hzi ; �j i/i;jD1;2;:::;n

for zi ; �j 2 H. In the following we will briefly write j�j for the inner product norm on both H

and ƒn.H/.
If a simple n-vector � is unitary with respect to the inner product of (2.1), we will call

it an n-plane in H. This terminology is motivated by the fact that � can be identified with
an oriented n-dimensional subspace of H; indeed, when we represent � D

Vn
iD1 �i with

orthonormal vectors �1; �2; : : : ; �n 2 H, then we write Span� for the n-dimensional subspace
of H which is spanned by �1; �2; : : : ; �n, and � is one of the two possible constant orientations
of Span� (notice that Span� depends only on � , but not on the choice of the �i ). Without
further mentioning we will identify Span� with Rn in some regards: for instance, while we

1) We adopt the convention that ƒn.H/ contains only finite sums of simple n-vectors; however, this will
not play an essential role in the following.
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write Hn for the n-dimensional Hausdorff measure on H, we view its restriction to Span�
as a Lebesgue measure Ln, and we do not clearly distinguish between harmonic functions on
(subsets of) Span� and Rn. Finally, by .Span�/? we denote the orthogonal complement of
Span� in H which is closed and itself an infinite-dimensional separable Hilbert space.

We will sometimes write L� for the Hilbert space of linear maps Span� ! .Span�/?,
endowed with the Hilbert–Schmidt product. When �1; �2; : : : ; �n is an orthonormal basis of
Span� , then this product is given by

h`; `0i WD

nX
iD1

h`�i ; `0�i i for `; `0 2 L� ;

with the inner product of H on the right-hand side (and again the definition does not depend
on the choice of the �i ). We also keep writing j�j for the corresponding Hilbert–Schmidt norm,
that is,

(2.2) j`j WD

vuut nX
iD1

j`�i j2 for ` 2 L� :

Furthermore, we define the ball with center 0 and radius r in H by

Br WD
®
z 2 H W jzj < r

¯
and its counterparts in Span� and .Span�/? respectively by

B�r WD Br \ Span� and B?�r WD Br \ .Span�/?

We frequently use related notations like

z C Br D
®
z C � W � 2 Br

¯
; B�r C B?�r D

®
x C y W x 2 B�r ; y 2 B?�r

¯
(where addition is understood in the sense of the Minkowski sum). In addition, p� WH ! H

and q� WH ! H denote the orthogonal projections onto Span� and .Span�/?, respectively,
and the cylinder C�

r over B�r is given by

C�
r WD

®
z 2 H W p�.z/ 2 B�r

¯
:

Finally, we define the n-dimensional spherical densities of a Borel measure � on H at a point
z 2 H by

‚�n.�; z/ WD lim sup
%&0

�.z C B%/

!n%n
; ‚n�.�; z/ WD lim inf

%&0

�.z C B%/

!n%n
;

where !n stands for the volume of the unit ball in Rn. Whenever we have the equality
‚�n.�; z/ D ‚n�.�; z/, the common value will be denoted by ‚n.�; z/.

2.2. Differentiable functions, graphs, area formula, and Jacobian. For a function
gW z C B�r ! .Span�/? we write GW z C B�r ! z CC�

r for its graph mapping given by
G.x/ WD x C g.x/ (generally the graph mapping is denoted by the corresponding upper-
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case letter), and we set Graphg WD ¹G.x/ W x 2 z C B�r º. In the following the notations
Dg.x/WSpan� ! .Span�/? and DG.x/WSpan� ! H will refer to the Fréchet differentials
of the maps g and G at x 2 z C B�r (notice in particular Dg.x/ 2 L� ), and we say that g
is C1 or C1;˛ if the derivative Dg exists everywhere as a continuous or ˛-Hölder-continuous
(L� -valued) mapping. We have the orthogonal decomposition DG.x/� D �CDg.x/�, and the
image of DG.x/ is the tangent space to Graphg at G.x/ which, compatibly with the notation
introduced below for integer rectifiable currents, will be denoted by Tan.n/.Graphg;G.x//.

If g is locally Lipschitz continuous, then the derivatives Dg.x/ and DG.x/ exist for Ln-
a.e. x 2 z C B�r by the generalized Rademacher theorem for Lipschitz maps between Hilbert
(or even Banach) spaces, see [9, Theorem 5.11.1]. Furthermore, as a particular case of the area
formula (see [30, Corollary 8], [6, Theorem 5.1]) we then have

(2.3)
Z

Graphg
' dHn

D

Z
zCB�r

'.G.x//Jn.DG.x// dLn.x/

for every bounded Borel function 'WGraphg ! R. Here, the Jacobian Jn.L/ of a linear map
LWSpan� ! H can be computed as

(2.4) Jn.L/ D
q

det.hL�i ; L�j i/i;jD1;2;:::;n D
ˇ̌̌̌ n̂
iD1

L�i

ˇ̌̌̌
;

whenever �1; �2; : : : ; �n is an orthonormal basis of Span� . If we choose the �i as eigenvec-
tors of L� ı L, the elementary inequality between the arithmetic and geometric means leads
to the (optimal) estimate Jn.L/ � n�

n
2 jLjn. We also record the following useful expansion,

whose proof resembles the computations of Section 2.5:

(2.5)
ˇ̌
Jn.IdC "L/2 � 1 � " trace�.L/

ˇ̌
� C"2.1C jLj2n/ for all " 2 .0; 1�:

Here, IdWSpan� ! H is the embedding, the constant C depends only on n, and trace�.L/ is
defined by

(2.6) trace�.L/ WD
nX
iD1

hL�i ; �i i:

2.3. General issues about currents. In the sequel we follow widely [5]. We recall that
an n-dimensional current T in H is defined as an .1C n/-linear functional

Lipb.H/ � Lip.H/n 3 .';  1; : : : ;  n/ 7! T .';  1; : : : ;  n/ 2 R

satisfying suitable continuity and locality axioms, where Lipb denotes the class of bounded
Lipschitz functions. Currents with finite mass are characterized by the existence of a positive,
finite Borel measure � satisfying

jT .';  1; : : : ;  n/j �

nY
iD1

Lip. i /
Z
H

j'j d� for all ' 2 Lipb.H/;  1; : : : ;  n 2 Lip.H/:

The smallest measure � with this property is denoted by kT k, the mass is M.T / WD kT k.H/,
and the class of currents with finite mass is called Mn.H/.
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The class Nn.H/ of normal currents is, as in the classical Federer–Fleming theory,

Nn.H/ WD
®
T 2Mn.H/ W àT 2Mn.H/

¯
;

where, at the level of general n-dimensional currents T , the boundary operator is defined by

àT .';  1; : : : ;  n�1/ WD T .1; ';  1; : : : ;  n�1/:

We recall that when H Š RN is finite-dimensional, the class Nn.H/ and the class Rn.H/

of rectifiable currents defined below are fully consistent with those of the Federer–Fleming
theory. As a matter of fact, in the rest of the paper the maps  i will often be linear maps.

For currents T with finite mass (the only ones we shall consider) the action can be canon-
ically extended to bounded Borel functions '. Furthermore, we adopt the conventional notation

T
�
'

n̂

iD1

d i
�
WD T .';  1; : : : ;  n/;

justified by the fact that the axioms imply the chain rule

T
�
'

n̂

iD1

d.�i ı  /
�
D T

�
' .detr�/ ı  

n̂

iD1

d i
�

for all � 2 C 1.RnIRn/ Lipschitz

(see [5, Theorem 3.5]) and, in particular, the alternating property.
We also record the following statement, which follows from the codimension 1 case of the

slicing theorem [5, Theorem 5.6]: Given T 2 Nn.H/,  2 Lip.H/, and �1 � s1 � s2 � 1,
the function t 7!M.à.T ¹ > tº// is L1-measurable and L1-a.e. finite, and we have

(2.7) kT d k.¹s1 <  < s2º/ D

Z s2

s1

M
�
à.T ¹ > tº/

�
dL1.t/

provided that .àT / ¹ > s1º � 0.

2.4. Rectifiable and integral currents in H. Following [5] again, we call T 2Mn.H/

rectifiable if kT k is absolutely continuous with respect to Hn and concentrated on a countably
Hn-rectifiable set. The class of rectifiable currents will be denoted by Rn.H/. Inside this class
we can also single out the class 	n.H/ of integer-rectifiable currents, defined by the property

(2.8) ‚n.kT k; z/ 2 N for kT k-a.e. z 2 H.

Finally, the class In.H/ of integral currents, which will be our main object of investigation, is
simply 	n.H/ \Nn.H/.

Next we recall some results of [5, Section 9] about rectifiable currents, specialized to the
present Hilbertian case. By [5, Theorem 9.1], for every T 2 Rn.H/ there exist a countably
Hn-rectifiable subset ST of H, a Borel function �T WST ! .0;1/ with

R
ST
�T dHn < 1,

and an orientation ET of ST such that we have

(2.9) T
�
'

n̂

iD1

d i
�
D

Z
ST
'
D n̂

iD1

DST i ; ET
E
�T dHn



Ambrosio, De Lellis and Schmidt, Mass-minimizing currents in Hilbert spaces 105

for all .';  / 2 Lipb.H/�Lip.H/n. Here, the orientation ET WST ! ƒn.H/ is a Borel function
such that ET .z/ is a unit simple n-vector over the approximative tangent space Tan.n/.ST ; z/,
in other words ET .z/ is an n-plane with Span ET .z/ D Tan.n/.ST ; z/, for Hn-a.e. z 2 ST .
Moreover, DST i is the tangential differential of  i along ST . In [5, Section 9], the differ-
ential DS

T i .z/WTan.n/.ST ; z/ ! R is understood as a 1-covector over Tan.n/.ST ; z/, and
correspondingly the angle brackets in (2.9) denote the usual evaluation of an n-covector on
an n-vector. In our situation, taking into account the Hilbertian structure of H, we identify
DST i .z/ with a 1-vector over Tan.n/.ST ; z/ via the Riesz isomorphism, and correspondingly
we reinterpret the angle brackets as the inner product of (2.1).

A triplet .ST ; �T ; ET /, for which (2.9) holds, is – up to sets Hn-measure zero – uniquely
determined by T , and for the following we can indeed fix the canonical choices

ST WD
®
z 2 H W ‚�n.kT k; z/ > 0

¯
; �T .z/ WD ‚

�n.kT k; z/:

Moreover, by [5, Theorem 9.1] we know that every suitable triplet .S; #; �/ originates from
a current in T 2 Rn.H/ (in the sense that .ST ; �T ; ET / equals .S; #; �/ up to Hn-negligible
sets), and we will denote this current by #JSK� . Here, the superscript � is often omitted when
there is a canonical choice of the orientation. In particular, for balls zCB�r in an n-plane � we
always understand JzCB�r K WD JzCB�r K� 2 In.H/. Moreover, when we write � D

Vn
iD1 �i

with orthonormal �1; �2; : : : ; �n 2 Span� and gW z C B�r ! .Span�/? is a locally Lipschitz
continuous function,

Vn
iD1 DG.x/�i is an n-vector over Tan.n/.Graphg;G.x// for Ln-a.e.

x 2 z C B�r . This n-vector depends only on � , but not on the choice of the �i , its modulus is
Jn.DG.x// (compare with (2.4)), and when Hn.Graphg/ <1we can use it to endow Graphg
with a canonical orientation: when dealing with the integer-rectifiable current JGraphgK we
always understand

(2.10)
�������!
JGraphgK.G.x// D

Vn
iD1 DG.x/�i
Jn.DG.x//

for Hn-a.e. point G.x/:

In case of a globally Lipschitz continuous g we finally infer via the area formula that

JGraphgK D G]Jz C B�r K:

With the previous notation the characterization of mass [5, Theorem 9.5] yields

(2.11) kT k D �THn ST

for every T 2 Rn.H/, and in combination with (2.9) we get

(2.12) T
�
'

n̂

iD1

d i
�
D

Z
H

'
D n̂

iD1

DST i ; ET
E

dkT k

for all .';  / 2 Lipb.H/ � Lip.H/n. In view of this formula it appears reasonable to extend
the action of T to arbitrary bounded Borel functions �WH! ƒn.H/ by

(2.13) T .�/ WD

Z
H

h�; ET i dkT k:

We record in particular that with this convention we have

(2.14) T .�/ � 0 whenever T has zero boundary and � is a constant n-vector.
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We provide a simple proof of (2.14) for the reader’s convenience: We first observe that it
suffices to show (2.14) for simple n-vectors � D

Vn
iD1 �i . Setting p�i .z/ WD h�i ; zi, the

tangential derivative DST p�i .z/ is the projection of �i onto Tan.n/.ST ; z/, and as a conse-
quence we have h�; ET i D h

Vn
iD1 DST p�i ; ET i. With (2.12) and (2.13) we can thus conclude

T .�/ D T .1
Vn
iD1 dp�i / D 0, where the last equality follows from àT D 0.

Finally, consider a current T 2 Rn.H/ and a cylinder z C C�
r , where � is an n-plane

(i.e. an oriented n-dimensional subspace) in H, z is a point in H, and r > 0 is a positive radius.
The cylindrical excess of T in the cylinder z CC�

r is then the quantity

E.T; z; r; �/ WD r�n
Z
zCC�r

j ET � �j2 dkT k;

which measures the deviation of T from � and which will play a major role in this article.
Abbreviating T �z;r D T .z CC�

r / and using the same arguments as for (2.14), we obtainZ
zCC�r

h�; ET i dkT k D T �z;r
�
1

n̂

iD1

dp�i
�

(2.15)

D .p�/]T
�
z;r

�
1

n̂

iD1

dp�i
�
D .p�/]T

�
z;r.�/:

In particular, since j ET j D j�j D 1, we can write E in the alternative form

(2.16) E.T; z; r; �/ D
2

rn

�
kT k.z CC�

r / � .p
�/]T

�
z;r.�/

�
:

Finally, if T is locally mass-minimizing in �, we have the monotonicity property

(2.17) r 7!
kT k.z C Br/

!nrn
is non-decreasing in .0; dist.z; à�//

for all z 2 � (see Appendix B for an outline of the relevant arguments). As a standard conse-
quence, we obtain the lower mass estimate

(2.18) kT k.z C Br/ � ‚
�n.kT k; z/!nr

n whenever z 2 � and r 2 .0; dist.z; à�//;

and the existence and upper semicontinuity of‚n.kT k; � / in all of�. In turn, these properties
of ‚n.kT k; � / and (2.8) imply that the set ¹z 2 � W ‚n.kT k; z/ � 1º is closed in � and
coincides with � \ sptT . Therefore, in the applications of (2.18) with z 2 � \ sptT , the
density on the right-hand side is controlled from below by 1.

Finally, if � is a subset of�\sptT with positive distance from à�, then we claim that �
can be covered, for every given " 2 .0; 2 dist.�; à�//, by finitely many open balls with centers
in � and with radius ". Indeed, by the Hausdorff maximal principle there exists a maximal set
C � � of centers such that j Qz � zj � " holds whenever z ¤ Qz in C; then the balls z C B"=2
with z 2 C are disjoint and (2.18) gives kT k.z C B"=2/ � !n."=2/

n, so that C need be finite,
and thus the balls z C B" with z 2 C form the claimed cover. This argument shows that � is
totally bounded, and thus every closed subset of � \ sptT with positive distance from à� is
necessarily compact.
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2.5. Some multilinear and Grassmannian algebra. In what follows we assume again
that � is an n-plane in H, and we represent � as

Vn
iD1 �i with a fixed orthonormal basis

�1; �2; : : : ; �n of Span� . Moreover, `; `0WSpan� ! .Span�/? are linear maps with graph
mappings L and L0, respectively. With these notations we will now collect some (in)equalities
for the n-vector

Vn
iD1L�i , where all constants, here generically denoted by C , are understood

to depend only on n.
Recalling that L�i D �i C `�i , we expand

Vn
iD1L�i correspondingly and, for

k 2 ¹1; 2; : : : ; nº, we write Œ`��
k

for the sum of those terms in the expansion which are k-linear
in `. In particular, the constant term is Œ`��0 D

Vn
iD1 �i D � , the linear one is

Œ`��1 D

nX
iD1

Œ�1 ^ : : : ^ �i�1 ^ `�i ^ �iC1 ^ : : : ^ �n�;

and for the higher-order terms we just record

(2.19) jŒ`��k j � C j`j
k :

Evidently we then have the following basic error estimates:ˇ̌̌̌ n̂
iD1

L�i � �

ˇ̌̌̌
� C

�
j`j C j`jn

�
;(2.20)

ˇ̌̌̌ n̂
iD1

L�i � � � Œ`�
�
1

ˇ̌̌̌
� C

�
j`j2 C j`jn

�
:(2.21)

Now we observe that the �i are mutually orthonormal and orthogonal to each `�i and `0�i
(remember that ` and `0 map Span� into .Span�/?). Using these orthogonality relations in
(2.1), one finds2) hŒ`��1 ; Œ`0�

�
1 i D h`; `0i (in particular jŒ`��1 j D j`j) and hŒ`��

k
; Œ`0�

�
l
i D 0 for

k ¤ l , and all in all we getD n̂

iD1

L�i ;

n̂

jD1

L0�j

E
D 1C h`; `0i C

nX
kD2

hŒ`��k ; Œ`0�
�
k i;(2.22)

ˇ̌̌̌
s

n̂

iD1

L�i � �

ˇ̌̌̌2
D .s � 1/2 C s2j`j2 C s2

nX
kD2

jŒ`��k j
2(2.23)

for every s 2 R. Recalling (2.4), we also infer

(2.24) Jn.L/2 D 1C j`j2 C
nX
kD2

jŒ`��k j
2;

from which we conclude Jn.L/ � 1 and (taking also (2.19) into account)

(2.25)
ˇ̌̌̌
1 �

1

Jn.L/

ˇ̌̌̌
D

Jn.L/2 � 1
Jn.L/.Jn.L/C 1/

� C min
° nX
kD1

j`j2k; 1
±
� C min¹j`j2; 1º:

2) Indeed, the formula for hŒ`��1 ; Œ`0�
�
1 i is quite easy to check, while the general orthogonality relation

between Œ`��
k

and Œ`0��l can be verified as follows: when †k and †l , respectively, are simple summands of Œ`��
k

and Œ`0��l with k < l � n, there is an index i such that †k contains a factor �i , while †l contains `0�i instead.
Thus, �i is actually orthogonal to all the factors in †l , and recalling the determinant structure (2.1) this suffices to
conclude h†k ; †l i D 0.
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Next we record two simple algebraic lemmas which relate different ways of measuring
the distance between n-planes.

Lemma 2.1. Given two n-planes � and$ in H with j$ ��j � 1
2

there exists a linear
map `WSpan� ! .Span�/? with

(2.26) Graph ` D Span$ and j`j � 2j$ � �j:

Proof. We first observe Span$ \ .Span�/? D ¹0º (for otherwise we would have
h$;�i D 0 and j$ � �j2 D 2). This observation implies that the restriction of p� to Span$
maps Span$ one-to-one onto Span� , and the inverse of this mapping minus the identity gives
a linear `WSpan� ! .Span�/? with Graph ` D Span$ .

Now we fix again an orthonormal basis �1; �2; : : : ; �n of Span� . As there are only two
constant orientations of Span$ , we have

$ D

Vn
iD1L�i

Jn.L/
or $ D �

Vn
iD1L�i

Jn.L/
:

Here, the second case however cannot occur, since (2.23) with s D �1=Jn.L/ would then give
the contradiction 1

4
� j$ � �j2 � . 1

Jn.L/
C 1/2. In the first case, (2.23) yields the estimate

1

4
� j$ � �j2 �

� 1

Jn.L/
� 1

�2
C
j`j2

Jn.L/2
;

from which we subsequently deduce 1� 1
Jn.L/

�
1
2

, hence Jn.L/ � 2, and finally the inequality
in (2.26).

Lemma 2.2. Given two n-planes � and $ in H there holds

jp$ .z/ � p�.z/j � 8nj$ � �j jzj for all z 2 H:

Proof. We assume j$��j � 1
2

(otherwise the claim is trivially true), and we use the ` of
Lemma 2.1 and an orthonormal basis �1; �2; : : : ; �n of Span� which consists of eigenvectors
ofL�ıL. Setting$i WD L�i

jL�i j
, we then find an orthonormal basis$1;$2; : : : ;$n of Span$ .

We have

j$i � �i j D

ˇ̌̌̌
`�i C �i .1 � j�i C `�i j/

j�i C `�i j

ˇ̌̌̌
� 2j`�i j

(2.26)
� 4j$ � �j:

Now we can compute

jp$ .z/ � p�.z/j D
ˇ̌̌̌ nX
iD1

�
hz;$i i$i � hz; �i i�i

�ˇ̌̌̌

� 2

nX
iD1

j$i � �i j jzj � 8nj$ � �j jzj:

We will mostly apply the previous considerations to the differential of locally Lipschitz
functions gWB�� ! .Span�/? with Hn.Graphg/ < 1. In this case, at any point x of differ-
entiability of g, we set ` D Dg.x/ for x 2 B�� and we observe that L D DG.x/ (remember



Ambrosio, De Lellis and Schmidt, Mass-minimizing currents in Hilbert spaces 109

that G and L denote the graph mappings of g and `, respectively). Recalling (2.10), we com-
bine (2.20), (2.21), and (2.25) to achieve the following estimates (which are all understood to
hold Ln-a.e. on B�� ): ˇ̌�������!

JGraphgK ıG � �
ˇ̌
� C min¹jDgj; 1º;(2.27) ˇ̌�������!

JGraphgK ıG � � � ŒDg��1
ˇ̌
� C jDgjmin¹jDgj; 1º:(2.28)

Moreover, (2.10) and (2.23) with s D 1=Jn.DG/ tell us

ˇ̌�������!
JGraphgK ıG � �

ˇ̌2Jn.DG/2 D .1 � Jn.DG//2 C jDgj2 C
nX
kD2

jŒDg��k j
2(2.29)

� jDgj2:

3. Codimension-free elliptic estimates

We now write Bn� for the open ball with center 0 and radius � in Rn, and we continue
to use j�j for Hilbertian norms, here specifically for the Hilbert–Schmidt norm of the matrix-
valued derivatives. With this notation we state an interior bound, an interior Lipschitz estimate,
and a global Lp-estimate for the gradients of harmonic functions.

Lemma 3.1. For every harmonic function hWBn� ! RN and 0 < � < � one has

sup
Bn�

jDhj2 �
C

.� � �/n

Z
Bn�

jDhj2 dLn;(3.1)

jDh.y/ � Dh.x/j2 � C
jy � xj2

.� � �/nC2

Z
Bn�

jDhj2 dLn for x; y 2 Bn� ;(3.2)

where C depends only on n and is in particular independent of N . Moreover, if h is harmonic
and contained in a Dirichlet class f CW1;2

0 .Bn� ;R
N / with f 2 W1;1.Bn� ;R

N /, then for all
1 < p <1 one has

(3.3)
Z

Bn�

jDhjp dLn
� C�n ess sup

Bn�

jDf jp;

where C depends only on n and p and is again independent of N .

All three estimates are classical, except for the claim that the constants do not depend
on N . In case of (3.1) and (3.2) the latter claim can however be checked very easily: one may
either revisit a classical proof3) of these estimates or add up the respective estimates for the
N single component functions of h. In contrast, for (3.3) (in the non-trivial case p > 2) the
analogous summation over the component functions does not give an N -independent constant

3) A very short and elementary proof indeed starts from the observation that a mollification of Dh with a
smooth and rotationally symmetric kernel, supported in Bn��� , coincides with Dh on Bn� by the mean value property.
From this equality one can easily obtain (3.1). Furthermore, differentiating the equality, one finds an estimate for
supBn�

jD2hj2, which readily implies (3.2).
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(the basic obstruction is that the Lp-structure is not compatible with the inner-product norm j�j),
but revisiting the classical proofs it is still possible to justify our claim. In the following we
will suggest a slightly modified approach to (3.3), which is specific for the Dirichlet problem
on balls and has the advantage of reducing the portion of the classical argument which needs
to be revisited.

Proof of (3.3) with N -independent constant C . We assume n � 3, as the case n D 1

is trivial and the case n D 2 is covered by a minor adaption (with modified functions � and
G) of the following arguments. Moreover, we will assume that � equals 1 and that f vanishes
on Bn

1=2
. To justify the last simplifying assumption we argue as follows: reducing first to

f .0/ D 0, we replace f with 'f , where ' is a smooth function, which vanishes on Bn
1=2

, takes
the constant value 1 near the boundary of Bn1 , and satisfies supBn1

j'j C supBn1
jD'j � 4. We

then have ess supBn1
jD.'f /j � 4 ess supBn1

jDf j; thus it indeed suffices to prove the claim with
'f in place of f .

Keeping in mind the preceding reductions, we now perform a partial integration in
Green’s representation formula for solutions of the Poisson equation (see for instance [24, Sec-
tions 2.4, 2.5] or [20, Section 2.2.4]). The resulting formula remains valid for right-hand sides
inW �1;2.Bn1 ;R

N /. Applying it to h�f (which solves the Laplace equation with zero bound-
ary datum and right-hand side ��f ), we achieve

(3.4) h.x/ � f .x/ D

Z
Bn1

Df .y/DyG.x; y/ dLn.y/ for x 2 Bn1 ;

where G is Green’s function of the unit ball Bn1 in Rn and Df .y/ 2 RN�n is multiplied with
DyG.x; y/ 2 Rn in the sense of the usual matrix-vector product. In our simple case, G is in
fact given by the explicit formula

G.x; y/ D �.x � y/ � jyj2�n�.x � y�/ for x; y 2 Bn1 ;

where we used the abbreviations �.x/ WD �1
.n�2/n!n

jxj2�n and y� D jyj�2y for the fundamen-
tal solution of Laplace’s equation and the reflection at the unit sphere, respectively. Calculating
DyG, we can rewrite (3.4) as

h.x/ � f .x/ D �

Z
Bn1

Df .y/D�.x � y/ dLn.y/(3.5)

C

Z
Bn1

Df .y/
jyj2Idn�n � 2y ˝ y

jyjnC2
D�.x � y�/ dLn.y/

C .n � 2/

Z
Bn1

Df .y/
y

jyjn
�.x � y�/ dLn.y/

for x 2 Bn1 . Now we introduce gWRn ! RN�n and QgWRn ! RN by

g.y/ WD

´
�Df .y/ for jyj < 1;

Df .y�/ jy
�j2Idn�n�2y�˝y�

jy�jnC2jyj2n
for jy�j < 1;

Qg.y/ WD

´
0 for jyj < 1;

.n � 2/Df .y�/ y�

jy�jnjyj2n
for jy�j < 1;
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When we change variables in the second and the third integral on the right-hand side of (3.5),
the first term can be grouped with the second. Then, for i 2 ¹1; 2; : : : ; nº we can differentiate
with respect to xi to get

àih.x/ � àif .x/ D ài div.g � �/.x/C
Z

Rn
Qg.y/ài�.x � y/ dLn.y/:

Summing over i 2 ¹1; 2; : : : ; nº, it follows that

(3.6)
Z

Bn1

jDhjp dLn
� C

� Z
Bn1

jDf jp dLn
C

nX
i;jD1

Ii;j C
nX
iD1

IIi

�
;

where C depends only on n and p, and where we have set

Ii;j WD
Z

Bn1

jàiàj .� � g/jp dLn;

IIi WD
Z

Bn1

ˇ̌̌̌Z
Rn
Qg.y/ài�.x � y/ dLn.y/

ˇ̌̌̌p
dLn.x/:

To estimate Ii;j we exploit the Lp-estimates for the second derivatives of the Newton potential
g � � of g. By adapting the proof of [24, Theorem 9.9] to the vectorial case, these estimates
can – with moderate effort4) – be verified with anN -independent constant. Via these estimates,
using the definition of g and changing back to the original variable, we get

Ii;j � C
Z

Rn
jgjp dLn

� C

� Z
Bn1

jDf jp dLn
C

Z
Bn1

�
jDf .y/j
jyjnjy�j2n

�p dLn.y/

jyj2n

�
(3.7)

D C

Z
Bn1

jDf .y/jp
�
1C jyjpn�2n

�
dLn.y/:

In order to bound the non-singular terms IIi we rely on the fact that Qg vanishes outside Bn2 ,
which in turn follows from the assumption f � 0 on Bn

1=2
. Indeed, via the control

jài�.x � y/j � C jx � yj1�n;

Hölder’s inequality, Fubini’s theorem, and the same arguments as before yield

IIi � C
Z

Bn1

Z
Bn2

j Qg.y/jp
dLn.y/

jx � yjn�1

� Z
Bn2

dLn.y/

jx � yjn�1

�p�1
dLn.x/(3.8)

� C

Z
Bn2

j Qg.y/jp
Z

Bn1

dLn.x/

jx � yjn�1
dLn.y/ � C

Z
Bn2

j Qg.y/jp dLn.y/

� C

Z
Bn1

�
jDf .y/j
jyjn�1jy�j2n

�p dLn.y/

jyj2n

D C

Z
Bn1

jDf .y/jpjyjpCpn�2n dLn.y/:

4) We here rely only on the most classical and simplest Lp-estimates as originally established by Calderon
and Zygmund [11]. The proof of these singular-integral estimates requires only the Calderon–Zygmund covering
arguments and the Marcinkiewicz interpolation theorem (see again [24, Chapter 9] and compare also [26, Theo-
rem 2.13] for a vector-valued version of the latter theorem). In particular, our whole approach does not rely on
flattening-of-the-boundary arguments.
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When we combine (3.6), (3.7), (3.8) and control the occurrences of jDf jp by its ess sup, we
arrive at the claim (3.3).

Remark 3.2. Even though it will not play a role in our reasoning, we find it worthwhile
to record that for 2 � p < 1 the exponents at jyj in (3.7) and (3.8) are positive, and then the
same approach (with a slightly modified reduction argument at the beginning of the proof) also
yields a stronger form of (3.3), where �n supBn�

jDf jp is replaced by
R

Bn�
jDf jp dLn.

In the sequel, we call a function h 2 L2.Bnr IH/ harmonic if hh; ai is harmonic for all
vectors a 2 H. Thanks to the codimension-free estimates of Lemma 3.1 we can easily provide
the following existence and uniqueness result.

Theorem 3.3. For every Lipschitz function f WBn� ! H there exists a unique harmonic
h 2 C.Bn� IH/ with h D f on àBn� . It satisfiesZ

Bn�

jDhj2 dLn
�

Z
Bn�

jDf j2 dLn;(3.9)

sup
Bn�

jDhj2 �
C

.� � �/n

Z
Bn�

jDhj2 dLn;(3.10)

jDh.y/ � Dh.x/j2 � C
jy � xj2

.� � �/nC2

Z
Bn�

jDhj2 dLn(3.11)

for 0 < � < � and x; y 2 Bn� , where C depends only on n, and

(3.12)
Z

Bn�

jDhjp dLn
� C�n ess sup

Bn�

jDf jp;

where C depends only on n and p.

Proof. Uniqueness can be easily achieved arguing component-wise, so let us focus on
existence. Let .en/n2N be an orthonormal basis of H, and denote by fN the Lipschitz func-
tion which is the composition of f with the projection on Span.e1; : : : ; eN /. Since f .Bn� /
is compact in H, for N ! 1 we clearly have fN ! f uniformly in Bn� . Furthermore,
jDfN j � jDf j holds Ln-a.e., and the DfN converge to Df in the Hilbert space L2.B� ;L/,
where L denotes the space of linear maps from Rn to H.

We let hN 2 C.Bn� ;H/ be the harmonic functions taking values in Span.e1; : : : ; eN / and
coinciding with fN on àBn� . In particular, we then haveZ

Bn�

jDhN j2 dLn
�

Z
Bn�

jDfN j2 dLn:

Moreover, we can apply Lemma 3.1: the corresponding estimates (3.1) and (3.2) show that the
maps hN and DhN are locally equi-Lipschitz in Bn� , and moreover

(3.13)
Z

Bn�

jDhN jp dLn
� C�n ess sup

Bn�

jDf jp;

with C depending only on n and p.
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Given any unit vector a 2 H we can apply the maximum principle to hhN � hM ; ai: we
thus achieve

max
Bn�

jhN � hM j � sup
jajD1

max
Bn�

hhN � hM ; ai � max
àBn�
jfN � fM j ! 0:

Hence, the hN converge uniformly to a function h 2 C.Bn� ;H/. By the Dirichlet principle we
have Z

Bn�

jDhN � DhM j2 dLn
�

Z
Bn�

jDfN � DfM j2 dLn

forN;M 2 N. Since .DfN /N2N is a Cauchy sequence in L2.Bn� ;L/, so is .DhN /N2N , which
hence converges to a limit‡ . Obviously hh; ai D limN!1hhN ; ai is harmonic, and so is h (by
definition). Moreover, h is locally Lipschitz continuous and hence a.e. differentiable. Using
the convergence hhN ; ai ! hh; ai and the harmonicity, we easily conclude that ‡ D Dh;
thus, we have DhN ! Dh in L2.Bn� ;L/, and (3.9) follows. Combining the preceding pieces
of information with the local uniform regularity of DhN , we obtain that Dh has a continuous
representative in Bn� , and that DhN ! Dh locally uniformly in Bn� . This provides at once
(3.10) and (3.11) by a passage to the limit. In connection with (3.12), we use (3.13) to obtainZ

Bn�

jDhjp dLn
� C�n ess sup

Bn�

jDf jp;

with � < � , and then let �% � .

4. The "-regularity theorem

In this section we state the main "-regularity theorem for mass-minimizing currents. The
basic assumption that allows to initiate the regularization process is stated below.

Assumption 4.1. We assume that T 2 In.H/ is locally mass-minimizing in z0 C C�
r

with

.àT / .z0 CC�
r / � 0;(4.1)

.p�/].T .z0 CC�
r // D mJz0 C B�r K;(4.2)

‚n.kT k; z/ � m for kT k-a.e. z 2 z0 CC�
r ;(4.3)

E.T; z0; r; �/ � "(4.4)

for positive parameters r , ", some n-plane � in H, z0 2 Span� , and m 2 N.
Indeed, when these conditions are satisfied, we will say that Assumption 4.1 (with mul-

tiplicity m) holds for T on z0 C C�
r up to ". We will occasionally refer to the radius r as the

scale of the assumption.

In view of the constancy theorem, (4.1) automatically implies

.p�/].T .z0 CC�
r // D m

0Jz0 C B�r K

for some integer m0. Therefore, apart from the requirement that m0 should be positive, which
can always be achieved replacing T by �T , the main point in imposing (4.2) is to guarantee
that m D m0 (i.e. that m0 equals the lower bound m in (4.3)).
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In the sequel we permanently fix the multiplicitym 2 N, and in particular when referring
to Assumption 4.1 we always mean the statement with this fixed multiplicity.

We can now state our "-regularity theorem.

Theorem 4.2 ("-regularity theorem for mass-minimizing currents). There exists a posi-
tive constant "�, depending only on n;m 2 N, with the following property: Whenever Assump-
tion 4.1 holds for a current T on C�

r up to " � "�, there exists a function f WB�
r=2
! .Span�/?,

which is C1;˛ for all ˛ < 1 and such that T C�
r=2

is represented by the graph of f with mul-
tiplicity m, in more precise terms

T C�
r=2 D mJGraphf K:

The proof of Theorem 4.2 will be carried out in the following two sections and will be
finalized at the end of Section 6.

5. Vertical separation and Lipschitz approximation

As in [34], we rely on a vertical separation lemma, which is often called Federer’s height
bound, although a result of this type appeared first in [1]. The proof in our setting is widely
analogous to the one of [34, Lemma 2], which in turn resembles the argument of Federer
[22, Lemma 5.3.4], but nevertheless we prefer to carry out the details.

Lemma 5.1 (Vertical separation). There exist "0 D "0.n;m/ and �0 D �0.n;m/ with
the following property. Whenever Assumption 4.1 holds for T on z0 C C�

r up to " � "0 for
some n-plane � , then we have

(5.1) jq�.z1/ � q�.z2/j � �0rE1=.2n/.T; z0; r; �/

for all z1; z2 2 sptT \ .z0 CC�
r=2
/.

Proof. By scaling we can assume z0 D 0 and r D 1. To simplify the notation we set
E WD E.T; 0; 1; �/, and we write p D p� , q D q� for the orthogonal projections onto Span�
and its orthogonal complement, respectively. We will assume in the following that "0 is chosen
sufficiently small so that three smallness conditions, needed during the proof, hold.

We fix a unit vector a 2 .Span�/? and for s1; s2 2 Œ�1;C1� with s1 � s2 we define

S.s1; s2/ WD
®
z 2 C�

1 W hz; ai 2 .s1; s2/
¯
:

We denote by Ns a median value for the function s 7! kT k.S.�1; s//, namely

kT k.S.�1; Ns// �
1

2
kT k.C�

1 / and kT k.S.Ns;C1// �
1

2
kT k.C�

1 /

and we denote by s� the supremum of all s > Ns such that kT k.S.s;C1// �
p

E. If no such s
exists, we set s� D Ns. We also impose the smallness condition "0 � 1, so that

kT k.S.s;C1// �
p

E � E for s 2 ŒNs; s�/:
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We recall that every n-dimensional integral current R with support in Span� can be
canonically identified with an integer-valued function of bounded variation f . We shall use the
following Sobolev-type inequality for such integer-valued BV functions, which can be derived
from the isoperimetric inequality (see for instance [22, 5.3.2]):� Z

B�1

jf jdLn
�1�1=n

� �njDf j.B�1 / if Ln.B�1 \ ¹f D 0º/ �
!n

4
:

Here jDf j is the total variation of the distributional derivative of f and �n is a constant which
depends on n. In terms of the current R associated to f , the inequality reads

(5.2)
�
kRk.B�1 /

�1�1=n
� �nkàRk.B�1 / if Ln.B�1 \ ¹‚

n.kRk; �/ D 0º/ �
!n

4
:

For a.e. s 2 R, we introduce the integral currents Ts D T S.s;C1/ and Rs WD p]Ts ,
and we now aim to apply (5.2) to Rs . Since (2.16) and (4.2) yield

kT k.C�
1 / � m!n C E=2 � .3m=2/!n if "0 � m!n;

we get

(5.3) kT k.S.Ns;C1// �
3

4
m!n:

For all s � Ns it holds

Ln.B�1 \ ¹‚
n.kRsk; �/ > 0º/ � Hn.C�

1 \ ¹‚
n.kTsk; �/ > 0º/

D Hn.C�
1 \ ¹‚

n.kTsk; �/ � mº/

�
1

m
kT k.S.s;C1// �

1

m
kT k.S.Ns;C1// �

3

4
!n:

In the above chain of inequalities, the first follows from kRsk.B�1 n p.spt.Ts/// D 0 and
spt.T / D ¹‚n.kTsk; �/ > 0º, the subsequent equality comes from (4.3), and the last inequality
is obtained from (5.3). Thus, we can indeed apply (5.2) and use the identity àRs D p]àTs to
get

(5.4) .M.Rs//
1�1=n

� �nkàRsk.B�1 / � �nkàTsk.C
�
1 / for a.e. s � Ns.

Now we can apply (2.16) to Ts to get

M.Ts/ �M.Rs/C
1

2

Z
S.s;C1/

j ET � �j2 dkT k �M.Rs/C
1

2
E for s � Ns:

If s < s�, it follows that E � M.Rs/ C E=2, whence E � 2M.Rs/. Coming back to the
previous inequality, we get

M.Ts/ � 2M.Rs/ for all s 2 ŒNs; s�/:

This inequality, combined with (5.4), gives

.M.Ts//
1�1=n

� 21�1=n�nkàTsk.C�
1 / for a.e. s 2 .Ns; s�/.
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Now we integrate on .Ns; s�/ and use (2.7) with the slicing function  .z/ WD hz; ai to get

.s� � Ns/
�

inf
s2.Ns;s�/

M.Ts/
�1�1=n(5.5)

�

Z s�

Ns

.M.Ts//
1�1=n ds � 2�n

Z s�

Ns

kàTsk.C�
1 / ds

D 2�nkT d k.S.Ns; s�// D 2�n

Z
S.Ns;s�/

j ET aj dkT k;

where ET a 2 ƒn�1.H/ is characterized by h ET a; �i D h ET ; a ^ �i for any � 2 ƒn�1.H/.
Since a is orthogonal to Span� , using an orthonormal basis including a, it is easy to check
that5) j ET aj2 � 1�h ET ; �i2 � j ET ��j2. This last estimate, combined with Hölder’s inequality
on the right-hand side of (5.5) and with the choice of s� on the left-hand side, yields

.s� � Ns/
p

E
1�1=n

� 2�n
p

E
p
3m!n=4;

so that

(5.6) .s� � Ns/ � �n
p
3m!n

p
E
1=n
:

Assume now that there is z 2 sptT \ C�
1=2

with hz; ai > s� and let ı 2 .0; hz; ai � s�/,
ı� D min¹ı; 1=2º. Since the ball z C Bı� is contained in S.hz; ai � ı;C1/, the lower mass
bound (2.18) and the inequality hz; ai � ı > s� give

!nı
n
� � kT k

�
S.hz; ai � ı;C1/

�
�
p

E:

Since E � " � "0, if we impose the smallness condition .
p
"0=!n/

1=n � 1=2, we get ı� D ı,
so that we can let ı " hz; ai � s� to get

hz; ai � s� �
1

!
1=n
n

p
E
1=n
:

This inequality can be combined with (5.6) to obtain

sup
z2sptT\C�

1=2

hz; ai � Ns �
�0

2

p
E
1=n

for some �0 D �0.n;m/. A similar argument gives

inf
z2sptT\C�

1=2

hz; ai � Ns � �
�0

2

p
E
1=n

and, since a 2 .Span�/? is arbitrary, the conclusion follows.

Before turning to the main estimates of this section, we record that Lemma 5.1 implies
some inclusions of tilted cylinders, which will be useful later on.

5) Indeed, writing as usual ET D
V
i Ti , one verifies the formulas ET a D

Pn
jD1.�1/

j�1hTj ; ai
V
i¤j Ti

and 1 D j ET j2 � j
V
i p� .Ti /j2 C j

V
i hTi ; aiaj

2 D h ET ; �i2 C j ET aj2.
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Lemma 5.2 (Tilting of cylinders). Suppose that we have 0 2 sptT and that Assump-
tion 4.1 holds for T on C�

r up to " � ��2n0 , where �0 is the constant from Lemma 5.1. Then,
for Tr=2 WD T C�

r=2
, all � 2 .0; 1

4
�, and all n-planes �1 and �2 in H we have

j�2 � �1j �
�

12n
H) C�1

� r \ sptTr=2 � C�2
2� r :

Proof. We consider some z 2 C�1
� r \ sptTr=2. Then by Lemma 5.1, the assumption

0 2 sptT , and (4.4) with " � ��2n0 , we have

jq�.z/j � �0rE1=.2n/.T; 0; r; �/ � r:

Together with jp�.z/j � r=2 we find jzj � 3r=2 and via Lemma 2.2 we obtain

jp�2.z/j � jp�1.z/j C 8nj�2 � �1j jzj � � r C 12nj�2 � �1jr:

Whenever j�2 � �1j � �=.12n/ holds, we thus get jp�2.z/j � 2� r and z 2 C�2
2� r .

Next, we will construct a Lipschitz graph approximating T in the sense of the following
lemma.

Lemma 5.3 (Lipschitz approximation). Let (4.1), (4.2), and (4.3) hold for T on C�
r .

Then for every � 2 .0; 1� there exists a Lipschitz function f WB�
r=2
! .Span�/? with

Lip.f / � �

such that T g WD mJGraphf K 2 In.H/ approximates T in C�
r=2

in the sense of

T g .p�/�1.G�/ D T .p�/�1.G�/;(5.7)

kT g
� T k.C�

r=2/ � C�
�2rnE.T; 0; r; �/;(5.8)

where the closed subsetG� of B�
r=2

will be specified in Lemma 5.5 below, and where C depends
only on m and n.

Finally, if the full Assumption 4.1 holds for T on C�
r up to " � "0, then we additionally

have the oscillation bound

(5.9) sup
B�
r=2

jf � f .0/j � �0rE
1=.2n/.T; 0; r; �/;

where "0 and �0 are the constants of Lemma 5.1.

In principle, the approximation result of Lemma 5.3 is well known, and even in our
case of an infinite-dimensional ambient space we could follow, for instance, the proof of [34,
Lemma 3], which is based on vertical separation. We prefer however to involve an alternative
and more recent idea from [15], which relies on a refined version of the Jerrard–Soner BV
estimate [28, 29] and on well-known inequalities for maximal functions. This approach leads
to two slight improvements in Lemma 5.3, when compared to the more classical statements: on
the one hand, we obtain the optimal power ��2 in (5.8) (while [34, Lemma 3] contains a factor
��2n instead); on the other hand, in order to obtain (5.7) and (5.8) we only assume (4.1), (4.2),
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and (4.3), where in particular the last hypothesis rules out branching phenomena. In contrast,
the full strength of Assumption 4.1 is only needed for Lemma 5.1 and the corresponding bound
(5.9).

For the remainder of this section we abbreviate again p D p� , q D q� , and we set
Tx WD q]hT; p; xi, where hT; p; xi are the 0-dimensional slices of the current T with respect to
the slicing map p according to [5, Theorem 5.6]. Moreover, given any  2 Lipb..Span�/?/
we introduce the notation

ˆ .x/ WD Tx. / for Ln-a.e. x 2 B�1 :

We next provide the announced version of the BV estimate used in [5] to estimate the BV
norm of ˆ . To keep our presentation elementary, we state it without appealing to the general
theory of metric-space-valued BV maps developed in [3].

Lemma 5.4 (BV estimate). Suppose that T 2 In.H/ satisfies (4.1) and (4.2) on C�
1

(i.e. with z0 D 0 and r D 1). For every bounded  2 C1..Span�/?/ with Lip. / � 1, we
then have ˆ 2 BV.B�1 /, and on every Borel subset A � B�1 there holds

(5.10)
�
jDˆ j.A/

�2
� 2n2

�
kT k.p�1.A// �mLn.A/

�
kT k.p�1.A//:

Proof. It suffices to prove (5.10) for an open subset A of B�1 . For such A we recall from
[4, Proposition 3.6] that

(5.11) jDˆ j.A/ D sup
° Z
A

ˆ div' dLn
W ' 2 C1c .A;Span�/; sup

A

j'j � 1
±
:

Here, writing � D
Vn
iD1 �i and ' D

Pn
iD1 'i�i , with an orthonormal base �1; �2; : : : ; �n for

Span� , the divergence is computed as div'.x/ WD
Pn
iD1 D'i .x/�i . Next we extend ' from

Span� to all of H by '.z/ WD '.p.z// and  from .Span�/? to all of H by  .z/ WD  .q.z//.
We define p�i 2 Lip.H/ by p�i .z/ WD h�i ; zi and abbreviate

„ WD

nX
jD1

.�1/j�1'j

n̂

iD1
i¤j

dp�i

and correspondingly

d„ WD .div'/
n̂

iD1

dp�i :

As ' is supported in C�
1 and .àT / C�

1 vanishes by (4.1), the product and chain rules from
[5, Theorem 3.5] give

T . d„/ D �T .d ^„/;

where the right-hand side can be understood with the help of (2.13). Using the property of the
slice map (see [5, formula (5.7)]), we arrive atZ

A

ˆ div' dLn
D

Z
B�1

Tx. / div'.x/ dLn.x/ D T . d„/

D �T .d ^„/ D
nX

jD1

.�1/j
Z

C�1

'j

D
D ^

n̂

iD1
i¤j

�i ; ET
E

dkT k;
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where the gradient D takes values in .Span�/? and thus satisfies hD ^
V
i¤j �i ; �i � 0.

Therefore, we can also writeZ
A

ˆ div' dLn
D

nX
jD1

.�1/j
Z

C�1

'j

D
D ^

n̂

iD1
i¤j

�i ; ET � h ET ; �i�
E

dkT k:

Since ' is supported in p�1.A/, we conclude� Z
A

ˆ div' dLn
�2
� n2 sup

C�1

.j'j jD j/2
� Z

p�1.A/

ˇ̌
ET � h ET ; �i�

ˇ̌
dkT k

�2
� n2kT k.p�1.A//

Z
p�1.A/

ˇ̌
ET � h ET ; �i�

ˇ̌2 dkT k:

In addition, relying in the last step on an equality similar to (2.15) and on (4.2), we findZ
p�1.A/

ˇ̌
ET � h ET ; �i�

ˇ̌2 dkT k D
Z

p�1.A/

�
1 � h ET ; �i2

�
dkT k

� 2

Z
p�1.A/

�
1 � h ET ; �i

�
dkT k

D 2
�
kT k.p�1.A// �mLn.A/

�
:

Combining the last two formulas and recalling (5.11), we arrive at the claim (5.10).

Lemma 5.5 (Lipschitz estimate for good points). There exists a positive constant
 2 .0; !n�, depending only on n and m, with the following property. If T 2 In.H/ satis-
fies (4.1) and (4.2) on C�

r , then for all � 2 .0; 1� the set

G� WD
®
x 2 B�r=2 W E.T; Qx; %; �/ � �

2 for all . Qx; %/ 2 B�r=2 � .0; r=2/ with x 2 Qx C B�%
¯

of good points satisfies

Ln.B�r=2 nG�/C kT k.p
�1.B�r=2 nG�// �

Crn

�2
E.T; 0; r; �/;(5.12)

kT k.p�1.N // D 0 for all N � G� with Ln.N / D 0:(5.13)

Moreover, for every bounded  2 C1..Span�/?/ with Lip. / � 1, there holds

(5.14) jTy. / � Tx. /j � �jy � xj;

whenever x; y 2 G� are Lebesgue points of ˆ , and Tx. / D ˆ .x/, Ty. / D ˆ .y/ are
understood as the corresponding Lebesgue values.

Proof. We only treat the case r D 1, as the general case follows by a simple scaling
argument, and we first observe that G� is closed in B�

1=2
. As a consequence of (4.2) the

measure � WD p]kT k � mLn is non-negative on B�1 , and the non-centered maximal function
of � is given by

m�.x/ WD sup
Qx;%

�. Qx C B�% /

%n
D sup
Qx;%

E.T; Qx; %; �/ for x 2 B�1=2;
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where here and in the following the suprema in Qx; % are taken over all x 2B�
1=2

and %2 .0; 1=2/
such that the ball Qx C B�% contains x. In view of

G� D
®
x 2 B�1=2 W m�.x/ � �

2
¯
;

the estimates (5.12) and (5.13) then follow from well-known maximal-function arguments
(compare [21, Section 6.6.2]).

For  as in the last statement we now work with the BV-function ˆ from Lemma 5.4.
Then, by (2.16) in combination with (4.2) and the definition of G� we get

sup
Qx;%

kT k. Qx CC�
% /

%n
� m!n C sup

Qx;%

E.T; Qx; %; �/ � m!n C  � C for x 2 G�;

and, involving the BV estimate (5.10) in the second step, we can conclude

mjDˆ j.x/ D sup
Qx;%

jDˆ j. Qx C B�% /

%n
� C sup

Qx;%

�
�. Qx CC�

% /

%n

�1=2
� C1=2� for x 2 G�:

For Lebesgue points x; y 2 G� of ˆ we now make use of another well-known property of
maximal functions (compare again [21, Section 6.6.2]) to arrive at

jˆ .y/ �ˆ .x/j � C
�
mjDˆ j.x/CmjDˆ j.y/

�
jy � xj � C1=2�jy � xj:

Hence, choosing  � min¹C�2; !nº (with the constant C appearing in the last line) and
recalling the definition of ˆ , we have established (5.14) and the lemma.

If also the lower density bound (4.3) is in force, then at Ln-a.e. x 2 B�1 , the 0-dimen-
sional slices Tx are given by

PN
iD1 ˛iıyi for some N 2 N, yi 2 .Span�/?, and ˛i 2 Z with

j˛i j � m and
PN
iD1 ˛i D m (where of course N; yi and ˛i depend all on x). This observation

will now be used to construct a single-valued approximating Lipschitz graph and to give a

Proof of Lemma 5.3. We first use the fact that any projection decreases mass, (a conse-
quence of) the slicing theorem [5, Theorem 5.6], and finally (2.16) in combination with (4.2)
and the definition of G� from Lemma 5.5. In this way, recalling also that we have chosen
 � !n, we get

M.Tx/ �M.hT; p; xi/ � lim inf
%&0

1

!n%n
kT k.x CC�

% / � mC
�2

2!n
� mC

1

2

for Ln-a.e. x 2 G�. Using the observation preceding the proof, we conclude that, for Ln-
a.e. x 2 G� the slice Tx collapses to a point mass, i.e. there exists some f .x/ 2 .Span�/?

such that Tx D mıf .x/. We now choose countable dense sets ¹a1; a2; : : :º and ¹�1; �2; : : :º in
B?�1 and ¹� 2 C1.R/ W � is bounded with Lip.�/ � 1º, respectively (where in the latter case
density is understood with respect to the sup-norm). Setting  i;j .z/ WD �j .hai ; zi/, we obtain
bounded  i;j 2 C1..Span�/?/ with Lip. i;j / � 1, and, having reduced to the countably
many  , we can find a Borel subset QG� of G� with full Ln-measure such that the x 2 QG� are
all Lebesgue points for all ˆ i;j with Tx. i;j / D m�j .hf .x/; ai i/. We record the equality

(5.15) mjf .y/ � f .x/j D sup
i;j2N

jTy. i;j / � Tx. i;j /j for x; y 2 QG�;
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which indeed follows easily, when we use, for f .x/ ¤ f .y/, the ai and �j to approximate
a WD .f .y/ � f .x//=jf .y/ � f .x/j and some 1-Lipschitz function � with �.ha; f .x/i/ D 0

and �.ha; f .y/i/ D jf .y/ � f .x/j. Next we combine (5.15) and (5.14) to get

jf .y/ � f .x/j � �jy � xj for all x; y 2 QG�:

Possibly changing the values of f on the Lebesgue null set G� n QG�, we use the Kirszbraun
extension theorem (see [37]) to get a �-Lipschitz function f on all of B�

r=2
with Tx D mıf .x/

for all x 2 QG�. Abbreviating T g D mJGraphf K and using the notation of [5, Defini-
tion 2.5], we infer from the slicing theorem [5, Theorem 5.6] that the 0-dimensional currents
T g d� D h ET g; �ikT gk and T d� D h ET ; �ikT k coincide on p�1. QG�/. In order to deduce
equality of T g and T on p�1. QG�/, it thus remains to reason that T p�1. QG�/ has no verti-
cal parts in the sense that h ET ; �i ¤ 0 holds kT k-a.e. on p�1. QG�/ (while the same is clear
for the Lipschitz graph T g). This property of T is now verified by looking at an arbitrary
Lebesgue point z 2 p�1. QG�/ of ET for the base measure kT k. Using (4.3) and the fact that
E.T; p.z/; %; �/ �  � !n holds for all % 2 .0; r=2/ (since p.z/ 2 G�), we find

j ET .z/ � �j2 D lim
%&0

1

kT k.z C B%/

Z
zCB%

j ET � �j2 dkT k � lim
%&0

E.T; p.z/; %; �/
m!n

� 1;

which readily implies h ET .z/; �i � 1
2

. Thus, we arrive at T g p�1. QG�/ D T p�1. QG�/, and
then, recalling (5.13), we obtain (5.7). Via (5.12) we also get

kT � T g
k.C�

1=2/ � CLn.B�1=2 nG�/C kT k.p
�1.B�1=2 nG�// �

C

�2
E.T; 0; 1; �/;

and hence we arrive at the claim (5.8). Finally, taking into account the bound (5.1) from the
vertical separation lemma and a radial truncation argument, we can assume that the oscillation
bound in (5.9) holds.

Remark 5.6. Clearly, the bound Lip.f / � � in Lemma 5.3 implies the bound for Df
in the operator norm

jDf .x/�j � �j�j for all � 2 Span� and Ln-a.e. x 2 B�r=2:

For the Hilbert–Schmidt norm of Df in the sense of (2.2) we infer

(5.16) ess sup
B�
r=2

jDf j �
p
n�:

6. Comparison with harmonic functions and excess decay

Our main estimates, which will eventually imply regularity, are contained in the following
proposition.

Proposition 6.1 (Excess improvement). There exists a positive constant C� depending
only on n andm, and further for every � 2 .0; 1

16
� a constant "1 2 .0; 1�, depending only on n,

m and � , with the following property: whenever we have 0 2 sptT and Assumption 4.1 holds
for T on C�

r up to " � "1, then there exists an n-plane �.1/ in H with

(6.1) j�.1/ � �j � C�E.T; 0; r; �/
3=.40n/

�
1

2
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such that, for Tr=2 WD T C�
r=2

, we have

(6.2) E.Tr=2; 0; � r; �
.1// � C��

2E.T; 0; r; �/

and6)

(6.3) C$
�r \ sptTr=2 � C�

2� r whenever j$ � �j � C�E.T; 0; r; �/1=.20n/:

The proof follows once more the arguments of [34]. However, we will also involve some
technical adaptions of the arguments, which are inspired by [8,33]; in particular, we will avoid
the mollification procedure performed in [34], and we will show that global W1;p-estimates
can substitute the global C1;˛ estimates used in [34].

Proof of Proposition 6.1. We fix � 2 .0; 1
16
� and work under the assumptions of the

proposition, where the number "1 2 .0; 1� with "1 � "0 will only be fixed at the very end of
our reasoning. Throughout this proof we will always abbreviate

E WD E.T; 0; r; �/;

and we record that by (4.4) we have E � "1 � 1. Moreover, we can and do assume E > 0, as
otherwise ET � � holds kT k-a.e. on C�

r and the claims are trivially true for �.1/ D � .
Step 1: Lipschitz approximation. We denote by f WB�

r=2
! .Span�/? the Lipschitz

function of Lemma 5.3 corresponding to the choices

(6.4) ı WD
1

20n
and � WD Eı � 1:

We will widely work with the currents

(6.5) T g
D mJGraphf K and S WD mJGraph hK;

where the harmonic function hWB�� ! .Span�/? and the radius � 2 .r=4; r=2� will only
eventually be constructed. We will make frequent use of the following two conventions: We
will understand that the orienting n-vectors ET g and ES , respectively, are extended to all of C�

r=2

and C�
� , constant in the directions from .Span�/? (so, we can also consider them as functions

of a variable which runs in B�
r=2

or B�� ). Moreover, when R is any of the currents T , T g, S ,
we will often abbreviate R� WD R C�

� and àR� WD à.R C�
� /.

Now we first observe that with the preceding choices (5.8) reads

(6.6) kT g
� T k.C�

r=2/ � Cr
nE1�2ı :

By (2.29), (5.16), the area formula of (2.3), and the representation formula (2.11), we haveZ
B�
r=2

jDf j2 dLn
� C

Z
B�
r=2

j ET g
� �j2Jn.DF / dLn

D
C

m

�r
2

�n
E.T g; 0; r=2; �/:

Relying on the alternative form (2.16) of the excess, on (6.6), and on .p�/]Tr=2 D .p�/]T
g
r=2

,
we moreover find�r

2

�n
E.T g; 0; r=2; �/ �

�r
2

�n
E.T; 0; r=2; �/C CrnE1�2ı � CrnE1�2ı ;

6) The specific bound for j$ � �j will be used conveniently in Proposition 6.3.
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where the last inequality is a consequence of (4.2). Combining the last two estimates, we arrive
at

(6.7)
Z

B�
r=2

jDf j2 dLn
� CrnE1�2ı :

Step 2: Harmonic approximation of f . Identifying balls in Rn with balls in Span� , let
h 2 C.B�� ; .Span�/?/ be the harmonic function coinciding with f on àB�� given by Theo-
rem 3.3. Thanks to (3.10) and (3.11) it satisfies

sup
B��

jDhj2 �
C

.� � �/n

Z
B��

jDhj2 dLn for 0 < � < �;(6.8)

sup
B�2�r

jDh � Dh.0/j2 � C
�2

rn

Z
B��

jDhj2 dLn:(6.9)

In addition, (3.9) in combination with (6.7) gives

(6.10)
Z

B��

jDhj2 dLn
� CrnE1�2ı :

Since � � r , we can use (3.12) in combination with (5.16) and (6.4) to find

(6.11)
Z

B��

jDhjp dLn
� C�n sup

B��

jDf jp � CrnEıp

for 1 < p <1, where C depends only on n and p.
Step 3: Admissibility of the graph currents. At this stage let us affirm that the definitions

in (6.5) do indeed define integral currents T g and S in C�
r=2

and C�
� , respectively. Indeed, as f

is globally Lipschitz, Graph f has finite Hn-measure, and T g D JGraphf K is a well-defined
integer-rectifiable current with finite mass; compare Section 2.4. Moreover, as pushforward
commutes with the boundary operator, we have the equality

(6.12) àT g
� D à

�
mF]JB�� K

�
D mF]àJB�� K for 0 < � � r=2;

from which we read off that also àT g
� and in particular àT g D àT g

r=2
has finite mass. This

shows T g 2 In.H/, but the same reasoning does not straightforwardly work for S ; for h is
only locally, but not globally Lipschitz on B�� . We will overcome this point in the following by
a technical extra argument, and as a side benefit we will establish the equality

(6.13) àS� D mF]àJB�� K;

which follows in essence from the coincidence of h and f on the boundary of B�� .
Indeed, the area formula (2.3), the estimate Jn.DH/ � jDH jn � C.1C jDhjn/, and the

Ln-integrability of Dh from (6.11) imply Hn.Graph h/ <1, and thus S D S� D mJGraph hK
is well-defined and integer-rectifiable with finite mass. Next, for every given � > 0we consider
a smooth cut-off function '� on B�� , which is identically 1 on B���� , identically 0 in a neighbor-
hood of àB�� and with jD'� j � 2��1. Considering h� WD '�hC.1�'�/f as a global Lipschitz
map on B�� , the current W� D mJGraph h�K 2 In.H/ is well-defined with àW� D mF]àJB�� K.
In order to justify (6.13), it now suffices to show lim�&0kS �W�k.C�

� / D 0, since then

àS D lim
�&0
àW� D mF]àJB�� K
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follows. We now record jDh� j � jDhj C jDf j C 2��1jh � f j and observe that W� coincides
with S on C�

��� . Thus, by the area formula (2.3) we conclude

kS �W�k.C
�
� / � C

Z
B�� nB

�
���

.1C jDhjn C jDf jn/ dLn„ ƒ‚ …
I1

C C��n
Z

B�� nB
�
���

jh � f jn dLn„ ƒ‚ …
I2

:

In order to estimate I2 we use polar coordinates:

I2 � C�
�n

Z
àB�1

�
�

max
s2Œ���;��

jh.sx/ � f .sx/jn
�

dHn�1.x/:

However, the function s 7! h.sx/� f .sx/ vanishes for s D �, thus via 1-dimensional integra-
tion and Hölder’s inequality we achieve

max
s2Œ���;��

jh.sx/ � f .sx/jn � �n�1
Z �

���

jDh.sx/ � Df .sx/jn ds:

We therefore conclude

I2 � C

Z
B�� nB

�
���

jDf � Dhjn dLn
� CI1:

Clearly, I1 converges to 0 when we send � to 0, hence we can conclude the convergence
lim�&0kS �W�k.C�

� / D 0, and the claim (6.13) follows.
Step 4: Construction of a comparison current. In spite of (6.13) we will need to modify

the boundary of S in order to properly use it as a comparison current for the minimality of T .
This is now achieved by the following choice of a good radius � and the homotopy construction
of Lemma A.3. We set

Q WD min
®
q 2 N W q � E�3ı

¯
and r.i/ WD r

4
C i r

4Q
for i 2 ¹0; 1; 2; : : : ;Qº. Clearly, we then have E�3ı � Q � 2E�3ı and

r

4
D r.0/ � r.1/ � r.2/ � � � � � r.Q � 1/ � r.Q/ D

r

2
;

and we can find some i0 2 ¹0; 1; 2; : : : ;Q � 1º with

(6.14) kT g
� T k.C�

r.i0C1/
nC�

r.i0/
/ �

1

Q
kT g
� T k.C�

r=2 nC�
r=4/:

Furthermore, slicing as in (2.7)7) we deduce that àT� has finite mass for L1-a.e. � 2 .0; r=2/
and that we haveZ r=2

0

kàT�k.H n Graphf / dL1.�/ � kT k.C�
r=2 n Graphf /:

In particular, we can fix a radius � with M.àT� / <1,

r.i0/C r.i0 C 1/

2
� � � r.i0 C 1/;

7) Indeed, relying also on (4.1) we here use (2.7) with the slicing map  D �jp� j and consequently with
the slices à.T ¹ > ��º/ D àT� .
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and
kàT�k.H n Graphf / �

2

r.i0 C 1/ � r.i0/
kT k.C�

r=2 n Graphf /:

Taking into account .r.i0 C 1/ � r.i0//=2 D r=.8Q/ � rE3ı=16, the last inequality implies

(6.15) kàT�k.H n Graphf / �
16E�3ı

r
kT k.sptTr=2 n Graphf /:

Now, on the one hand, (4.2) gives

kT k.sptTr=2/ � k.p
�/]T k.B

�
r=2/ D m!n.r=2/

n;

and, on the other hand, we have from (6.5) and (6.6)

(6.16) kT k.sptTr=2 n Graphf / �
T �mJGraphf K

.C�
r=2/ � C1E

1�2ırn;

where the constant C1 depends only on n and m. Assuming the smallness condition

(6.17) C1E
1�2ı < m!n2

�n

(this requirement and similar ones will be justified at the end of the proof), we thus find that
the intersection .sptTr=2/ \ Graphf contains at least one point z0. In particular, we have
q�.z0/ D f .p�.z0//, and from (5.1) and (5.9) we get

sup
spt àT�

jq� � f ı p� j � sup
sptTr=2

jq� � q�.z0/j C sup
Br=2

jf � f .p�.z0//j � CrE1=.2n/:

Consequently, àT� satisfies (A.3) (withK equal to the right-hand side of the last estimate), and
we can apply Lemma A.3 (with àT� in place of T and the corresponding restriction of f ) to
obtain an n-dimensional current V 2 In.H/ with

(6.18) sptV � .p�/�1.àB�� /

such that we have
àV D àT� � F].p�/]àT�

and
M.V / � CrE1=.2n/.1C Lip.f //n�1kàT�k.H n Graphf /:

By (4.2) we have .p�/]àT� D à.p�/]T� D màJB�� K, and in view of (6.12), (6.13) the above
formula for àV yields

(6.19) àV D àT� � àT
g
� D àT� � àS� :

Moreover, taking into account Lip.f / � 1 and inequalities (6.15) and (6.16), the estimate for
M.V / simplifies to

(6.20) M.V / � CrnE1C1=.2n/�5ı D CrnE1C5ı :

Step 5: Excess estimates. At this stage we ultimately start the main line of our estimates.
Abbreviating

X WD
Z

C��

j ET � ES j2 dkT k and Y WD
Z

C�2�r

j ES � ES.0/j2 dkT k
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we clearly have (because 2� r � r=4 � � )

(6.21)
Z

C�2�r

j ET � ES.0/j2 dkT k � 2XC 2Y:

To control X we use that the orientations ET and ES satisfy j ET j D j ES j D 1 and consequently
1
2
j ET � ES j2 C h ES; ET i D 1. All in all, we thus find

M.T� / �M.S� / D

Z
C��

�
1
2
j ET � ES j2 C h ES; ET i

�
dkT k �

Z
C��

h ES; ESi dkSk

D
1

2

Z
C��

j ET � ES j2 dkT k � .S� � T� /. ES/:

Then, using (6.18) and (6.19), we can compare T with T C S� � T� C V to find

M.T� / �M.S� / �M.V /:

Now, using in turn the preceding two estimates, (2.14) for the current T g
� � T� C V (which by

(6.19) has zero boundary), and (6.20), we arrive at

1
2

X �M.V /C .S� � T� /. ES/(6.22)

DM.V / � .T
g
� � T� C V /.�/C .S� � T� /. ES/

� 2M.V / � .T
g
� � T� /.�/C .S� � T� /. ES/

D 2M.V /C .T
g
� � T� /

�
ES � �

�
C .S� � T

g
� /. ES/

� CrnE1C5ı C X1 C X2;

where we have set

X1 WD .T
g
� � T� /

�
ES � �

�
and X2 WD .S� � T

g
� /. ES/:

Since � � r.i0 C 1/, from (6.14) we have

kT g
� T k.C�

� nC�
r.i0/

/ �
1

Q
kT g
� T k.C�

r=2/;

and by the choice of Q and (6.6) we deduce

(6.23) kT g
� T k.C�

� nC�
r.i0/

/ � CrnE1Cı :

We now involve (2.27), the elliptic estimate (6.8) (with � D r.i0/), (6.10), and

� � r.i0/ �
r

8Q
�

E3ı

16r
;

where the last inequalities result from the above choices of r.i0/ andQ. In this way we deduce

sup
C�
r.i0/

j ES � �j2 � C sup
B�
r.i0/

jDhj2 �
C

.� � r.i0//n

Z
B��

jDhj2 dLn(6.24)

� CE1�2ı�3nı � C2E
3ı
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with a constant C2, which depends only on n and m. Here, in the last step we exploited that
1� 2ı � 3nı � 3ı, which in turn is easily verified for the choice of ı from (6.4). From (6.23),
(6.24) and (6.6) we get

(6.25) jX1j � 2kT g
�T k.C�

� nC�
r.i0/

/CkT g
�T k.C�

r.i0/
/ sup

C�
r.i0/

j ES ��j � CrnE1Cı :

Keeping in mind that T g D mJGraphf K and S WD mJGraph hK, we now rewrite X2
with the help of the area formula (2.3), (2.10) and (2.13). Then we compute and estimate
the integrand in an orthonormal basis �1; �2; : : : ; �n of Span� , using the computations of
Section 2.5 (see in particular (2.22) and (2.24)). In this way we obtain

X2 D .S� � T
g
� /. ES/ D mHn.Graph h/ �m

Z
C��\Graphf

h ES; ET g
i dHn(6.26)

D m

Z
B��

�
Jn.DH/2 �

D n̂

iD1

.DH/�i ;
n̂

iD1

.DF /�i
E� dLn

Jn.DH/

D m

Z
B��

�
hDh;Dh � Df i C

nX
kD2

˝
ŒDh��k ; ŒDh�

�
k � ŒDf �

�
k

˛� dLn

Jn.DH/
:

For the first term in the last integrand, (2.25) gives

1

Jn.DH/
hDh;Dh � Df i � hDh;Dh � Df i C C min¹jDhj2; 1ºjDhjjDh � Df j:

For the second term, we use (2.19), (2.24) in form of the estimate

jŒDh��k j=Jn.DH/ � C min¹jDhjk; 1º;

and the fact that jDf j is bounded via (5.16) and (6.4). In this way we establish

1

Jn.DH/

nX
kD2

˝
ŒDh��k ; ŒDh�

�
k � ŒDf �

�
k

˛
� C

nX
kD2

min¹jDhjk; 1º
�
jDhjk C jDf jk

�
� C min¹jDhj2; 1º

�
jDhj2 C jDhjn C jDf j2

�
:

When we indeed control the terms on the right-hand side of (6.26) as just described and use
Young’s inequality, we arrive at

X2 � m
Z

B��

hDh;Dh � Df i dLn(6.27)

C C

Z
B��

min¹jDhj2; 1º
�
jDf j2 C jDhj2 C jDhjn

�
dLn:

Since h is harmonic and h�f vanish at àB�� , the first integral in (6.27) vanishes. For the other
one we split the domain of integration, we exploit that supB��

jDf j �
p
nEı �

p
n holds by

(5.16) and (6.4), and we find

X2 � C
��

E2ı C E2ı
2� Z

B��\¹jDhj�Eı
2
º

jDhj2 dLn(6.28)

C

Z
B��\¹jDhj>Eı

2
º

�
jDhj2 C jDhjn

�
dLn

�
:
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The next step is based on (2.29), on the fact that Jn.DH/ is bounded on ¹jDhj � 1º, on the
inequality

.p�/]
�
kT k C�

�

�
� k.p�/]T k B�� D mLn B�� ;

and on the definitions of X and E. Indeed, these ingredients leave us with the estimateZ
B��\¹jDhj�Eı

2
º

jDhj2 dLn
� C

Z
B��

j ES � �j2 dLn(6.29)

� C

Z
C��

j ES � �j2 dkT k

� C
h Z

C��

j ET � ES j2 dkT k C
Z

C�r

j ET � �j2 dkT k
i

� C ŒXC rnE�;

where C depends only on n and m. Furthermore, when we notice 2C 1=ı � n and use (6.11)
with p D 2C 1=ı, we findZ

B��\¹jDhj>Eı
2
º

�
jDhj2 C jDhjn

�
dLn

� 2E�ı
Z

B��

jDhj2C1=ı dLn(6.30)

� CrnE1Cı :

With the help of (6.29) and (6.30) we can control the right-hand side of (6.28). Observing also
E2ı � Eı � E2ı

2

(since E � 1 and ı � 1
2

), we come out with

(6.31) X2 � CE2ı
2

ŒXC rnE�:

Collecting the estimates (6.22), (6.25), and (6.31) and observing also E5ı � Eı � E2ı
2

, we
have in total

X � C3E2ı
2

ŒXC rnE�;

where the constant C3 depends only on n and m. Imposing the smallness assumption

(6.32) C3E
2ı2
�
1

2
;

we can absorb one term, and as the final estimate for X , we can conclude even

(6.33) X � 2C3rnE1C2ı
2

:

Next we will derive an estimate for Y, which will be based on the following refined
variant of (6.24). Indeed, we apply (2.28) and recall from Section 2.5 that ` 7! Œ`��1 is linear
and jŒ`��1 j D j`j. Then we have

j ES � ES.0/j � j.� C ŒDh��1 / � .� C ŒDh�
�
1 .0//j C C

�
jDh.0/j2 C jDhj2

�
D jDh � Dh.0/j C C

�
jDh.0/j2 C jDhj2

�
on B�� . Taking into account also (6.9) and (6.8) (with � D �=2; notice � � �=2 � r=8), we see

sup
C�2�r

j ES � ES.0/j2 � C
�

sup
B�2�r

jDh � Dh.0/j2 C sup
B�
�=2

jDhj4
�

� C

�
�2

rn

Z
B��

jDhj2 dLn
C

� 1
rn

Z
B��

jDhj2 dLn
�2�

:
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Recalling (6.29), (6.30), (6.33), we see that the right-hand side is controlled byZ
B��

jDhj2 dLn
� CrnE;

and hence we come out with

(6.34) sup
C�2�r

j ES � ES.0/j2 � C Œ�2EC E2�:

From (2.16) and (4.2) we now read off

(6.35) kT k.C�
2� r/ D r

n
�
1
2
ECm!n.2�/

n
�
;

and then, via (6.34), (6.35), and the inequalities � � 1 and E � 1, we infer

Y D
Z

C�2�r

j ES � ES.0/j2 dkT k(6.36)

� Crn.EC �n/Œ�2EC E2� � CrnŒ�nC2EC E2�:

Collecting (6.21), (6.33), and (6.36), we arrive at

(6.37)
Z

C�2�r

j ET � ES.0/j2 dkT k � Crn
�
�nC2EC E1C2ı

2�
:

Step 6: Tilting of planes and cylinders; conclusion. Next we turn to our claim (6.3),
which follows via Lemma 5.2 from a suitable smallness assumption. Indeed, we consider an
arbitrary n-plane $ with

j$ � �j � C�E
1=.20n/;

where C� will be fixed below. When we assume

(6.38) E � ��2n0 and C�E
1=.20n/

�
�

12n
;

Lemma 5.2 is applicable and immediately gives (6.3).
Turning to the claims (6.1) and (6.2), we now set

�.1/ WD ES.0/:

As in the sequel we will fix C� larger than the quantity
p
C2 from (6.24) above, this estimate

gives the control

(6.39) j�.1/ � �j � C�E
3ı=2
D C�E

3=.40n/
� C�E

1=.20n/:

In addition, (6.38) implies C�E1=.20n/ � 1
2

, and thus (6.1) is established. Furthermore, (6.39)
shows that the already proved claim (6.3) is applicable for$ D �.1/. By (6.3) with this choice
and by (6.37) we then have

.� r/nE.Tr=2; 0; � r; �
.1// �

Z
C�2�r

j ET � ES.0/j2 dkT k � Crn
�
�nC2 C E2ı

2�
E:
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Now we finally fix C� larger than
p
C2 and twice the constant in the last estimate, which both

depend only on n and m. Then we obtain (6.2) by postulation of the smallness condition

(6.40) E2ı
2

� �nC2:

To conclude the proof of Proposition 6.1 we finally choose "1 2 .0; "0� small enough that the
condition E � "1 implies the previously assumed conditions (6.17), (6.32), (6.38), and (6.40).
Recalling ı D 1

20n
, we see that this choice can be achieved in such a way that "1 depends only

on n, m, and � . The proof of Proposition 6.1 is now complete.

We next observe that in the situation of Proposition 6.1, Assumption 4.1 automatically
carries over from scale r to the smaller scale � r . More precisely, we have:

Lemma 6.2. Consider � 2 .0; 1
16
� and the corresponding number "1 from Proposi-

tion 6.1. If 0 2 sptT and Assumption 4.1 holds for T on C�
r up to " � "1, then the assumption

also holds with the same multiplicity m for Tr=2 WD T C�
r=2

on C�.1/

� r up to ".

Proof. Since we require the same assumptions as for Proposition 6.1, the assertions of
the proposition can be employed. By (6.1) the choice $ D �.1/ in (6.3) is admissible and we
have in particular C�.1/

� r \ sptTr=2 � C�
r=2

. This inclusion implies

.àTr=2/ C�.1/

� r D .àT / .C�
r=2 \C�.1/

� r /

and thus (4.1) carries over to Tr=2 on C�.1/

� r . By the same inclusion also (4.3) carries over, and
(4.4) is preserved in view of (6.2).

Turning to (4.2), we involve the bound

j�.1/ � �j � min
®
C�E.T; 0; r; �/

1=.20n/; 1
2

¯
(which comes from (6.1)) and the following continuity argument. We first connect8) �.0/ WD �

and �.1/ by n-planes �.t/ in H with 0 < t < 1 such that Œ0; 1� 7! ƒn.H/; t 7! �.t/ is a
continuous curve and such that j�.t/ � �j � j�.1/ � �j for all t 2 Œ0; 1�. In particular, (6.3)
is applicable when $ is chosen as any of the �.t/, and we have C�.t/

� r \ sptTr=2 � C�
2� r and

h�.t/; �i D 1 � 1
2
j�.t/ � �j2 > 0 for all t 2 Œ0; 1�. In connection with (4.1) the last inclusion

implies .àTr=2/ C�.t/

� r � 0, and the constancy theorem gives

(6.41) .p�
.t/

/].Tr=2 C�.t/

� r / D m
.t/

q
B�

.t/

� r

y

for certain integers m.t/, where m.0/ equals m. We now write � D
Vn
iD1 �i and introduce

p�i 2 Lip.H/ by p�i .z/ WD h�i ; zi and ' 2 Lipb.H/ by '.z/ WD .� r � jzj/C. Since ' vanishes
outside C�.t/

� r , equation (6.41) implies

(6.42) Tr=2

�
.' ı p�

.t/

/

n̂

iD1

d.p�i ı p�
.t/

/
�
D m.t/

q
B�

.t/

� r

y�
'

n̂

iD1

dp�i
�
:

8) The existence of suitable �.t/ can be checked formally with the help of Lemma 2.1. Indeed, when we
write � D

Vn
iD1 �i with orthonormal �i , and when `WSpan� ! .Span�/? with Graph ` D Span�.1/ denotes

the linear map of the lemma, we can set Q�.t/ WD
Vn
iD1Œ�i C t`.�i /� and get the n-planes �.t/ WD Q�.t/=j Q�.t/j for

0 < t < 1. It can be checked that this choice of the �.t/ connects � and �.1/ continuously and such that j�.t/��j
is increasing.
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Here, by Lemma 2.2 the Lipschitz functions ' ı p�
.t/

and p�i ı p�
.t/

depend continuously on t
(with respect to pointwise convergence in Lip.H/), and they have uniformly bounded Lipschitz
constants. Therefore, the continuity axiom and the definition of mass imply that the left-hand
side of (6.42) as a whole depends continuously on t . On the right-hand side of (6.42) we rewrite
with the help of (2.9)

q
B�

.t/

� r

y�
'

n̂

iD1

dp�i
�
D h�.t/; �i

Z
B�

.t/
�r

.� r � jzj/ dLn.z/:

Here, the last expression is continuous in t (the integral is in fact t -independent) and positive for
all t 2 Œ0; 1�. All in all, we can conclude from (6.42) that the integersm.t/ depend continuously
on t 2 Œ0; 1�, and consequently we have m.1/ D m.0/ D m. Hence, (6.41) with t D 1 shows
that (4.2) holds also for Tr=2 on the smaller scale � r , with the same multiplicity m.

With the help of Lemma 6.2 we can iterate Proposition 6.1 in order to obtain the following
decay properties of the excess.

Proposition 6.3 (Excess decay). For every ˛ 2 .0; 1/ there exists a constant "2 2 .0; 1�,
depending only on n, m and ˛, with the following property. If we have z 2 sptT and Assump-
tion 4.1 holds for T on z CC�

r up to " � "2, then, for all % 2 .0; r�, there is an n-plane �%.z/
with j�%.z/��j � 1

2
such that: the requirements (4.1), (4.2), and (4.3) of Assumption 4.1 hold

also for Tr=2 WD T .z CC�
r=2
/ on z CC

�%.z/
% , and for some constant C , which depends only

on n, m, and ˛, we have

E.T; z; %; �/ � CE.T; z; r; �/3=.20n/;(6.43)

E.Tr=2; z; %; �%.z// � C
�%
r

�2˛
E.T; z; r; �/:(6.44)

Proof. For ease of notation we assume z D 0, and we abbreviate E WD E.T; 0; r; �/

and
ˇ WD

3

40n
:

We will use Proposition 6.1 with a fixed � 2 .0; 1
16
� such that C��2 � �2˛ holds for the

constant C� of the proposition, and when we refer to (6.2) in the following we will understand
that correspondingly C��2 has been replaced by �2˛ on its right-hand side. We record that
this choice of � fixes also the "1 of Proposition 6.1, depending only on n, m, and ˛. We
will now prove – working with some "2 2 .0; "1� to be chosen later depending only on the
momentarily fixed quantities – the existence of a sequence .�.i//i2N of n-planes in H such
that, understanding �.0/ WD � , the following four claims hold for all i 2 N:

j�.i/ � �.i�1/j � C��
2ˇ˛.i�1/Eˇ ;(6.45)

C$
� ir
\ sptTr=2 � C�.i�1/

2� ir
whenever j$ � �j �

C�

1 � �2ˇ˛
Eˇ ;(6.46)

E.Tr=2; 0; �
ir; �.i// � �2˛iE;(6.47)

Assumption 4.1 holds for Tr=2 on C�.i/

� ir
up to ":(6.48)
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Indeed, we will construct the �.i/ inductively. Keeping " � "2 � "1 in mind, we first observe
that Proposition 6.1 can be applied and gives a �.1/ such that (6.45) and (6.47) hold for i D 1.
We will see at the end of the proof that we can assume

(6.49)
1

1 � �2ˇ˛
Eˇ � E1=.20n/;

and then also the case i D 1 of (6.46) follows from (6.3) in Proposition 6.1, and Lemma 6.2
yields (6.48) for i D 1. Now let us assume that we have found �.1/; �.2/; : : : ; �.k/ up to some
k 2 N such that (6.45)–(6.48) hold true for i D 1; 2; : : : ; k. We will then show the existence
of an n-plane �.kC1/ such that the same claims are also valid for i D k C 1. To this end we
first exploit (6.48) for i D k, and we apply Proposition 6.1 to Tr=2 on C�.k/

�kr
. The proposition

then gives an n-plane �.kC1/, for which, also using (6.47) for i D k, we have

j�.kC1/ � �.k/j � C�E.Tr=2; 0; �
kr; �.k//ˇ � C��

2ˇ˛kEˇ ;

and this is just (6.45) for i D k C 1. Using (6.45) for i D 1; 2; : : : ; k; k C 1 and summing the
corresponding geometric series, we now observe that

(6.50) j�.i/ � �j �
C�

1 � �2ˇ˛
Eˇ for i D 1; 2; : : : ; k; k C 1:

In order to deal with (6.46) we consider an n-plane $ with j$ � �j � C�Eˇ=.1 � �2ˇ˛/. By
(6.50) we also infer

j$ � �.k/j �
2C�

1 � �2ˇ˛
Eˇ :

This estimate together with (6.48) for i D k � 1 (or with the hypotheses of the proposition, in
the case k D 1) will enable us to apply Lemma 5.2 for Tr=2 C�.k�1/

�k�1r=2
, once we assume

(6.51)
2C�

1 � �2ˇ˛
Eˇ �

�2

12n
and E � ��2n0 :

As (6.51) will be satisfied by our later choice of "2, the conclusion of Lemma 5.2 (with �2 in
place of � ) indeed gives

(6.52) C$
�kC1r

\ spt
�
Tr=2 C�.k�1/

�k�1r=2

�
� C�.k/

2�kC1r
:

Now we exploit the inductive assumption (6.46) for i D k. Decreasing the cylinder on the
left-hand side and increasing the one on the right-hand side, this gives in particular

C$
�kC1r

\ sptTr=2 � C�.k�1/

�k�1r=2
:

By the last inclusion, (6.52) simplifies to

C$
�kC1r

\ sptTr=2 � C�.k/

2�kC1r
;

so that we have obtained (6.46) for i D k C 1. By (6.50) we can take $ D �.kC1/, and thus
we have as a particular case

(6.53) C�.kC1/

�kC1r
\ sptTr=2 � C�.k/

�kr=2
:
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Next we come back to the above application of Proposition 6.1 and we observe that it also
yields

E
�
Tr=2 C�.k/

�kr=2
; 0; �kC1r; �.kC1/

�
� �2˛E.Tr=2; 0; �

kr; �.k//:

By (6.53) the left-hand side of the last estimate simplifies to E.Tr=2; 0; �
kC1r; �.kC1//, and

thus, using (6.47) for i D k on the right-hand side, we get (6.47) also for i D kC 1. Similarly,
Lemma 6.2 together with (6.48) for i D k tells us that Assumption 4.1 holds for Tr=2 C�.k/

�kr=2
on C�.kC1/

�kC1r
up to ", and by (6.53) this turns out to be the same as (6.48) for i D k C 1.

In summary, we have obtained all claims for i D k C 1, the induction in k is complete,
and (6.45)–(6.48) are now available for all i 2 N.

Now we are ready to establish the claims of the proposition. For a given % 2 .0; r� we fix
some i 2 N0 with

(6.54) � iC1r < % � � ir;

and we estimate via (6.47)

E.Tr=2; 0; %; �
.i// � ��nE.Tr=2; 0; �

ir; �.i// � ��n�2˛iE < ��n�2˛
�%
r

�2˛
E:

Here, � is fixed, depending only on n, m, and ˛, and thus we have obtained (6.44) with
�%.0/ WD �.i/. With this choice of �%.0/ the claimed validity of (4.1), (4.2), and (4.3) for
Tr=2 on C

�%.0/
% is immediate from (6.48). Moreover, via (6.50) and the assumption (6.51)

above, we get

(6.55) j�.i/ � �j �
C�

1 � �2ˇ˛
Eˇ �

1

2
;

which proves the stated control on j�%.0/��j. Turning to the inequality (6.43), we first record
that it is easily verified (with constant ��n) for � r < % � r . For % � � r we fix as before some
i 2 N with (6.54), and we first deduce from (4.2), (2.16), and (6.46) with $ D � that

kT k.C�
% / � m!n%

n
C
1

2
%nE.T; 0; %; �/; C�

� ir
\ sptT � C�.i�1/

� i�1r
:

Using the preceding observations along with (6.55) and (6.47), we deduce

E.T; 0; %; �/ � 2%�n
h Z

C�%

j ET � �.i�1/j2 dkT k C j�.i�1/ � �j2kT k.C�
% /
i

� 2%�n
Z

C�
�i r

j ET � �.i�1/j2 dkTr=2k

C
C 2�

.1 � �2ˇ˛/2
E2ˇ

�
2m!n C E.T; 0; %; �/

�
� 2��2nE.Tr=2; 0; �

i�1r; �.i�1//C
2m!nC

2
�

.1 � �2ˇ˛/2
E2ˇ C

1

4
E.T; 0; %; �/

� 2��2nEC
2m!nC

2
�

.1 � �2ˇ˛/2
E2ˇ C

1

4
E.T; 0; %; �/;

and absorbing the last term, we get (6.43) also in the remaining cases. To conclude the proof
it suffices to take "2 2 .0; "1� small enough that E � "2 implies the previously exploited
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smallness conditions (6.49) and (6.51). Recalling the choices made at the beginning of the
proof (in connection with (6.49) note specifically ˇ D 3=.40n/ > 1=.20n/), such an "2 can be
chosen, depending only on n, m, and ˛.

Proof of Theorem 4.2. Highlighting their dependence on ˛, we write "2I˛ and C˛ for
the constants of Proposition 6.3. Then we choose

"� WD min
®
"0; 2

�n.C�11=2/
20n=3; 2�n"2I1=2

¯
;

where "0 is the constant of Lemma 5.1 and  the one of Lemma 5.5. In the situation of
Theorem 4.2 we can then apply Lemma 5.3 with � D 1, and we write f WB�

r=2
! .Span�/?

for the Lipschitz function of the lemma with Lip.f / � 1. Moreover, observing first

E.T; z; r=2; �/ � 2nE.T; 0; r; �/ � min
®
.C�11=2/

20n=3; "2I1=2
¯

for all z 2 C�
r=2;

we can apply Proposition 6.3 with ˛ D 1
2

on the cylinders z CC�
r=2

to get

E.T; z; %; �/ � C1=2E.T; z; r=2; �/
3=.20n/

� ;(6.56)

E.T .z CC�
r=4/; z; %; Q�%.z// � C1=2

%

r
E.T; z; r=2; �/ � C1=2

%

r
"2I1=2(6.57)

for all z 2 sptTr=2 and 0 < % � r=2. Here, the Q�%.z/ are the n-planes given by Proposition 6.3,
and we have once more abbreviated Tr=2 WD T C�

r=2
. We now make use of the fact that

sptTr=2 is compact by the discussion at the very end of Section 2.4. It follows that p�.sptTr=2/
is closed, and this together with (4.2) ensures B�

r=2
� p�.sptTr=2/. As E.T; z; %; �/ remains

unchanged when one adds a vector from .Span�/? to z, the bound (6.56) implies that the set
G1 from Lemma 5.5 is all of B�

r=2
, and then (5.7) gives

Tr=2 D mJGraphf K:

For every given ˛ 2 .0; 1/ we next fix r˛ 2 .0; r=2� small enough that C1=2
r˛
r
"2I1=2 � "2I˛

holds. Coming back to (6.57), we then infer

E.T .z CC�
r=4/; z; r˛; Q�r˛ .z// � "2I˛;

and hence – as (4.1), (4.2), (4.3) are already guaranteed by the preceding application of Propo-
sition 6.3 – Assumption 4.1 holds for T .z C C�

r=4
/ on z CC

Q�r˛ .z/
r˛ up to "2I˛, for all

z 2 sptTr=2 D Graphf . We can therefore apply Proposition 6.3 again, and decreasing the
domain of integration on the left-hand side from a cylinder to a ball, we deduce

(6.58) %�n
Z
F.x/CB%

j ET � �%.x/j
2 dkT k � C˛

� %
r˛

�2˛
"2I˛

for all x 2 B�
r=2

and all % � r˛=2 � r=4 with some n-planes �%.x/ such that j�%.x/��j � 1
2

.
By Lemma 2.1 we can find linear maps `%.x/WSpan� ! .Span�/? with

Graph `%.x/ D Span�%.x/ and j`%.x/j � 1:

As earlier we write F and L%.x/ for the graph mappings of f and `%.x/, respectively, and we
observe

�%.x/ D

Vn
iD1L%.x/�i

Jn.L%.x//
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(compare, for instance, the proof of Lemma 2.1 for the identification of the right sign). In the
next step we exploit that jDf j and Jn.L%.x// are bounded by a dimensional constant, and we
make use of the equalities

1 D j�j D jŒDf ��0 j D jŒ`%.x/�
�
0 j;

jDf � `%.x/j D jŒDf � `%.x/��1 j D jŒDf �
�
1 � Œ`%.x/�

�
1 j

in the terminology of Section 2.5. Employing also (2.22) and (2.10), Ln-a.e. on B�
r=2

, we can
estimate, with a dimensional constant,

jDf � `%.x/j2 � C
ˇ̌̌̌

Df
Jn.L%.x//

�
`%.x/

Jn.L%.x//

ˇ̌̌̌2
� C

�ˇ̌̌̌
1

Jn.L%.x//
�

1

Jn.DF /

ˇ̌̌̌2
C

ˇ̌̌̌
Df

Jn.DF /
�

`%.x/

Jn.L%.x//

ˇ̌̌̌2�
� C

nX
kD0

ˇ̌̌̌
ŒDf ��

k

Jn.DF /
�

Œ`%.x/�
�
k

Jn.L%.x//

ˇ̌̌̌2
D C

ˇ̌̌̌Vn
iD1.DF /�i
Jn.DF /

�

Vn
iD1L%.x/�i

Jn.L%.x//

ˇ̌̌̌2
D C j ET ı F � �%.x/j

2:

When we use the last estimate, (2.11), the area formula (2.3) (where the Jacobian is estimated
from below by 1), and the inclusion F.x C B�

%=2
/ � F.x/C B% in (6.58), we find9)

%�n
Z
xCB�

%=2

jDf � `%.x/j2 dLn
� C C˛

� %
r˛

�2˛
for all x 2 B�

r=2
and % 2 .0; r˛=2�. From the last estimate it is straightforward to conclude that

for every fixed x 2 B�
r=2

the sequence .`2�kr˛ .x//k2N is a Cauchy sequence which converges
to some `.x/ with error bound j`2�kr˛ .x/ � `.x/j � C2

�k˛, so that we get

%�n
Z
xCB�%

jDf � `.x/j2 dLn
� QC˛

� %
r˛

�2˛
for all x 2 B�

r=2
and % 2 .0; r˛=4�, with yet another constant QC˛, which depends only on n, m,

and ˛. For every Lebesgue point x of Df the corresponding Lebesgue value is `.x/, thus ` is
a representative of Df , and for all x; Qx 2 B�

r=2
with 0 ¤ j Qx � xj � r˛=4 we have

j`. Qx/ � `.x/j2 �
2

!n.j Qx � xj=2/n

Z
xCQx
2
CB�
j Qx�xj=2

�
jDf � `.x/j2 C jDf � `. Qx/j2

�
dLn

�
2nC1

!nj Qx � xjn

� Z
xCB�

j Qx�xj

jDf � `.x/j2 dLn
C

Z
QxCB�

j Qx�xj

jDf � `. Qx/j2 dLn

�
�
2nC2

!n
QC˛

�
j Qx � xj

r˛

�2˛
:

This proves that the representative ` of Df is ˛-Hölder continuous on B�
r=2

for all ˛ 2 .0; 1/,
and now it is easy to check that f is Fréchet differentiable at every x 2 B�

r=2
with derivative

Df .x/ D `.x/. This ends the proof of Theorem 4.2.
9) Note that here the linear map `%.x/ is understood as constant in the integration variable.
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7. Partial regularity

In this section we prove Theorem 1.2. We begin with the following lemma, that eventu-
ally will be applied with � D kT k and ‚ equal to the spherical n-dimensional density of �.

Lemma 7.1. Consider a finite, non-negative Borel measure � in H, a relatively open
subset � of spt�, and an upper semicontinuous function ‚ W � ! Œ0;1/. If one has ‚ 2 N
�-a.e., then the set

D WD
®
z 2 � W ‚.z/ 2 N and ‚ � ‚.z/ �-a.e. in a neighborhood of z

¯
is dense in � .

Proof. Let Q� WD ‚�1.N/, fix z0 2 � and r > 0, and observe that .z0 C Br/ \ Q� has
positive measure and is in particular not empty. Next consider a minimum point w0 for the
restriction of‚ to .z0CBr/\ Q� . Clearly, this minimum point exists, because there are finitely
many integers less than ‚.z0/. Then we have

‚.w0/ � ‚.z/ for all z 2 .z0 C Br/ \ Q�

and, by the upper semicontinuity of‚, we get‚ � ‚.w0/ on .w0CBr 0/\ Q� for some r 0 > 0.
Therefore, we have w0 2 D and, as z0 and r are arbitrary, this proves the density of D.

Proof of Theorem 1.2. Applying the previous lemma with � D kT k, � D � \ sptT ,
and ‚ D ‚n.kT k; �/, we know that the set D1 of points z 2 � \ sptT such that ‚.z/ 2 N
and ‚ D ‚.z/ Hn-a.e. in a neighborhood of z is dense. Let now " > 0. Consider the set D2
of points z 2 D1 such that z C B�r C B?�r is at positive distance from H n �, and such that
the following conditions hold:

‚ � m kT k-a.e. on z C B�r C B?�r ;

Z
zCB�r CB?�r

jT � �j2 dkT k < "rn;(7.1)

kT k
�
z C B�2r C .B

?�
2r n B?�r=4/

�
< "!nr

n;(7.2)

.m � 1
2
/!nr

n < kT k.z C B�r C B?�r / < .mC 1
2
/!nr

n;(7.3)

for some m 2 N, some r > 0, and some n-plane � . From the definitions of D1 and
D2 and from Proposition B.2 we infer that every point in D1 has a neighborhood N with
kT k.N nD2/ D 0. Hence we know that also D2 is dense in � \ sptT .

Let z 2 D2 and m, r , � be chosen according to (7.1), (7.2), (7.3). Moreover, set
U WD z C B�r C B?�r . We claim that QT WD T U fulfills, possibly with opposite orienta-
tion, the assumptions of the "-regularity Theorem 4.2, provided that we choose " sufficiently
small depending only on n and m (notice that since we are working inside D1 we can neglect
the dependence on m). In order to prove the claim, we show first by contradiction that

(7.4) U \ sptT � z C B�r C B?�r=2:

If w 2 U \ sptT satisfies jq�.w � z/j � r=2, then the ball w C Br=4 is contained in
z C B�2r C .B

?�
2r n B?�

r=4
/, hence (7.2) yields kT k.wCBr=4/ < "!

nrn. This contradicts (2.18)
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if " < 4�n. From (7.4) and the assumption .àT / � � 0 we obtain that QT has no boundary in
the cylinder z CC�

r . Then, the constancy theorem gives

.p�/].T .z CC�
r // D m

0Jz C B�r K for some integer m0;

and (7.3) together with (2.16) yields jm0j D m, if " < 1.
Therefore, either QT or � QT satisfies the four conditions listed in Assumption 4.1. More-

over, a simple retraction argument shows that QT (and � QT as well) is locally minimizing in
z CC�

r . Indeed, consider R 2 In.H/ with àR � 0 and sptR � z CC�
r , and let us prove that

M. QT / � M. QT C R/. First, possibly using a retraction of the cylinder on U , we can assume
that sptR � U . Then, recalling that U has positive distance from H n�, we can use the local
minimality of T in � to compare T with T CR and get

M.T / �M.T CR/ �M. QT CR/C kT k.H n U/:

Subtracting kT k.H n U/ from both sides, we arrive at M. QT / �M. QT CR/ as claimed.
Finally, notice that possibly choosing r slightly smaller, we can retain the same properties

above of QT and have also QT 2 In.H/. Choosing also " � "� in our construction of QT , we can
therefore apply Theorem 4.2 to obtain that U consists of regular points of QT only, and the same
holds for T . Since z 2 D2 is arbitrary, this proves that RegT is dense.

A. Cartesian products and homotopy construction

In the following we will be concerned with Cartesian products of currents, which arise by
a slight variant of the cone construction as presented in [5, Definition 10.1] (compare also with
the classical construction in [22]), and we will work in the Hilbert space R � H (with inner
product h.t1; z1/; .t2; z2/i WD t1t2 C hz1; z2i). In this regard we use the isometric embeddings

it WH! R �H given by it .z/ WD .t; z/;

and for a Lipschitz function �WR�H! R we write Dt� for its partial derivative with respect
to the first variable. Given any � -finite Borel measure � on H this derivative exists .L1˝�/-
a.e. in R � H and is bounded by Lip.�/. Consequently, for L1-a.e. t 2 R the composition
.Dt�/ ı it is defined �-almost-everywhere. This last observation, applied with � D  j and
� D kT k, makes the following definition well-posed:

Lemma A.1 (Cartesian products). Consider an .n � 1/-current T 2 Mn�1.H/. Then
the specification

.J0; 1K � T /
�
'

n̂

iD1

d i
�
WD

nX
jD1

.�1/j�1
Z 1

0

..it /]T /
�
' Dt j

n̂

iD1
i¤j

d i
�

dL1.t/

for .';  / 2 Lipb.R �H/ � Lip.R �H/n defines a metric functional T with

(A.1)
J0; 1K � T  � n.L1 Œ0; 1�/˝ kT k:

Moreover:
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� If T 2 Nn�1.H/ is normal, then J0; 1K � T 2 Nn.R �H/ is a normal n-dimensional
current with

(A.2) à.J0; 1K � T / D .i1/]T � .i0/]T � J0; 1K � .àT /:

� If T is (integer-)rectifiable, then also J0; 1K � T is an (integer-)rectifiable current.

Proof. Clearly, J0; 1K � T is linear in ' and each  i and is thus a metric functional.
To prove (A.1) we consider .';  / 2 Lipb.R �H/ � Lip.R �H/n with Lip. i / � 1 for all
i 2 ¹1; 2; : : : ; nº. Then from the definitions of the Cartesian product, the pushforward, and the
mass, combined with the Lipschitz bound Lip. i ı it / � 1, we readily deduceˇ̌̌̌
.J0; 1K � T /

�
'

n̂

iD1

d i
�ˇ̌̌̌
� n

Z 1

0

Z
H

j' ı it j dkT k dL1.t/ D n

Z
Œ0;1��H

j'j d.L1
˝kT k/:

By multilinearity and again by the definition of mass this implies (A.1) and in particular
M.J0; 1K � T / <1.

If T is a normal current, following the proof of [5, Proposition 10.2] one can show that
J0; 1K � T satisfies the continuity axiom and the formula (A.2). Indeed, we will not discuss
the adaption of the respective arguments, as the required changes10) are mostly notational ones.
By applying (A.1) with àT in place of T we obtain M.J0; 1K � àT / < 1; then (A.2) allows
to conclude M.à.J0; 1K � T // < 1. As the locality axiom is easily verified, we thus have
J0; 1K � T 2 Nn.R �H/.

Finally, for T 2 Rn�1.H/ we denote by .ST ; �T ; ET / a corresponding triplet as in Sec-
tion 2.4 with countably .n � 1/-rectifiable ST , and we write ET D

Vn�1
iD1 Ti with Borel func-

tions Ti WST ! H. As candidates for the multiplicity and the orientation of J0; 1K � T we
consider # W Œ0; 1��ST ! .0;1/ with #.t; z/ WD �T .z/ and � W Œ0; 1��ST ! ƒn.R�H/ with
�.t; z/ WD .1; 0/^

Vn�1
iD1.0; Ti .z//. We moreover fix .';  / 2 Lipb.R�H/�Lip.R�H/n, and

we recall that the inner product of n-vectors is given by the determinant in (2.1); by Laplace
expansion of this determinant we then get� n̂

iD1

DŒ0;1��ST i .t; z/; �.t; z/

�
D

nX
jD1

.�1/j�1
˝
DŒ0;1��ST j .t; z/; .1; 0/

˛ � n̂

iD1
i¤j

DŒ0;1��ST i .t; z/;

n�1̂

iD1

.0; Ti .z//

�

D

nX
jD1

.�1/j�1Dt j .t; z/
� n̂

iD1
i¤j

DST . i ı it /.z/; ET .z/
�

for all .t; z/ 2 Œ0; 1� � ST . We multiply this equality with '.t; z/ and #.t; z/ D �T .z/ and
integrate with respect to Hn�1 in z. Using additionally the representation (2.9) for the .n�1/-

10) Indeed, t does now denote an extra variable instead of a radial one, and the partial functions ' ı it and
 ı it replace 't and �t . Otherwise the main difference is that S.'0 d�0/ vanishes in [5, Proposition 10.2], while
in our setup the corresponding term ..i0/]/T .'

Vn
iD1 d i / remains on the right-hand side of (A.2).
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current T , we inferZ
¹tº�ST

'

� n̂

iD1

DŒ0;1��ST i ; �

�
# dHn�1

D

nX
jD1

.�1/j�1
Z

ST
.' ı it /.Dt j ı it /

� n̂

iD1
i¤j

DST . i ı it /; ET
�
�T dHn�1

D

nX
jD1

.�1/j�1..it /]T /
�
' Dt j

n̂

iD1
i¤j

d i

�

for all t 2 Œ0; 1�. Now we integrate the resulting equality also in t , on the left-hand side we
involve the coarea formula [6, Theorem 9.4] with area factor 1 on the countably n-rectifiable
set Œ0; 1� � ST , and on the right-hand side we exploit the definition of J0; 1K � T . We then findZ

Œ0;1��ST
'

� n̂

iD1

DŒ0;1��ST i ; �

�
# dHn

D .J0; 1K � T /
�
'

n̂

iD1

d i
�
:

All in all, we have thus shown that J0; 1K � T is the current which is induced by the triplet
.Œ0; 1� � ST ; #; �/ in the sense of (2.9). By [5, Theorem 9.1] this current is rectifiable.

Finally, for T 2 In�1.H/ the multiplicity �T can be chosen N-valued. Consequently,
the above function # is N-valued, and in conclusion we get J0; 1K � T 2 In.R � H/ in this
situation.

Remark A.2. The following two observations concern the rectifiability part of the pre-
ceding argument. They are scarcely relevant for our purposes, but may still be worth pointing
out:

� For rectifiable currents T one can actually improve the estimate (A.1) – by similar argu-
ments as above and the representation of mass in (2.11) – to the equalityJ0; 1K � T  D .L1 Œ0; 1�/˝ kT k:

This situation may be compared to [22, 2.10.45, 3.2.23].

� The rectifiability of J0; 1K � T can alternatively be proved by the following shorter and
more elementary reasoning provided that T is normal and rectifiable: By definition T is
concentrated on a countably .n�1/-rectifiable set S , and then (A.1) implies that J0; 1K�T
is concentrated on the countably n-rectifiable set Œ0; 1� � S . By [5, Theorem 3.9]11) this
property already implies the rectifiability of J0; 1K � T .

We now consider the pushforwardH].J0; 1K�T / under a homotopyH W Œ0; 1��H! H.
We remark that for H.t; z/ D tz C .1 � t /z0 this pushforward becomes a cone over T with
vertex z0 2 H, and we get back the original cone construction of [5, Definition 10.1] as a
special case. However, in the following we will make a different choice of H , which will lead
to a proof of the following lemma.

11) The application of this theorem relies on the fact that J0; 1K � T is normal by the preceding reasoning.
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Lemma A.3 (Homotopy retraction on a graph). Consider a current T 2 Nn�1.H/ with
àT � 0, an n-plane � in H, and a Lipschitz function f W p�.sptT /! .Span�/?. If we have

(A.3) K WD sup
sptT
jq� � f ı p� j <1;

then there exists another current V 2 Nn.H/ with sptV � .p�/�1.p�.sptT // and

(A.4) àV D T � F].p�/]T; M.V / � nK.1C Lip.f //n�1kT k.H n Graphf /:

Additionally, if T is (integer-)rectifiable, then also V can be chosen (integer-)rectifiable.

Proof. We set
V WD H].J0; 1K � T /;

where J0; 1K � T is defined in Lemma A.1, and where H W Œ0; 1� � sptT ! H is the Lipschitz
homotopy given by

H.t; z/ WD tz C .1 � t /F .p�.z//:

Then the image of H is contained in .p�/�1.p�.sptT //, and the claimed inclusion of the
support of V follows at once. From the interchangeability of à and H], equation (A.2), and
àT � 0 we moreover deduce that V is normal with

àV D H]à.J0; 1K � T / D .H ı i1/]T � .H ı i0/]T D T � F].p
�/]T:

To get the mass estimate in (A.4) we first notice Lip.H ı it / � 1 C Lip.f / for t 2 Œ0; 1�.
Moreover, we have

Lip.H.�; z// D jz � F.p�.z//j D jq�.z/ � f .p�.z//j for all z 2 sptT;

which implies that jDt .� ı H/j � jq� � f ı p� j holds .L1˝kT k/-a.e. on Œ0; 1� � sptT for
every fixed � 2 Lip.H/ with Lip.�/ � 1. Next we employ the definitions of pushforward,
product, and mass together with the preceding observations in the following estimate12) for
.';  / 2 Lipb.H/ � Lip.H/n with Lip. i / � 1 for all i 2 ¹1; 2; : : : ; nº:ˇ̌̌̌

V
�
'

n̂

iD1

d i
�ˇ̌̌̌
D

ˇ̌̌̌
.J0; 1K � T /

�
.' ıH/

n̂

iD1

d. i ıH/
�ˇ̌̌̌

�

nX
jD1

Z 1

0

ˇ̌̌̌
T
�
.' ıH ı it /.Dt . j ıH/ ı it /

n̂

iD1
i¤j

d. i ıH ı it /
�ˇ̌̌̌

dL1.t/

� .1C Lip.f //n�1
nX

jD1

Z 1

0

Z
sptT
j' ıH ı it j jDt . j ıH/ ı it j dkT k dL1.t/

� n.1C Lip.f //n�1
Z 1

0

Z
sptT
j' ıH ı it j jq� � f ı p� j dkT k dL1.t/:

12) The compositions with H and H ı it in this estimate are only defined on Œ0; 1� � sptT and sptT , re-
spectively. However, by the locality statement in [5, Theorem 3.5] this is sufficient to keep all relevant expressions
well-defined.
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As q� � f ı p� vanishes on Graphf and is elsewhere controlled by (A.3), we finally getˇ̌̌̌
V
�
'

n̂

iD1

d i
�ˇ̌̌̌
� nK.1C Lip.f //n�1

Z
Œ0;1��.sptT nGraphf /

j' ıH j d.L1
˝kT k/:

We have thus shown

kV k � nK.1C Lip.f //n�1H]
�
.L1 Œ0; 1�/˝ .kT k .sptT n Graphf //

�
;

and in particular the total mass estimate in (A.4) follows.
Finally, the remaining claim about conservation of (integer-)rectifiability follows from

the fact that this property is preserved under both the product construction of Lemma A.1 and
the pushforward operation.

B. Monotonicity formula and density results

In this appendix, we denote by C 1.H;H/ the space of Fréchet differentiable maps
ˆWH ! H such that the derivative Dˆ is continuous from H to the space of linear maps
in H endowed with the operator norm. We write Id for the identity map in H, and we use the
notation

div ET ˆ.z/ WD trace ET .z/.Dˆ.z//;

where the right-hand side is defined in (2.6).

Proposition B.1 (First variation). Let � � H be open, let T 2 In.H/ be locally
minimizing in�, and considerˆ 2 C 1.H;H/, with support at a positive distance from Hn�,
such that Dˆ is bounded. Then we have

(B.1)
Z
H

div ET ˆ dkT k D 0:

Proof. Given L W H ! H linear and continuous, we denote by Jn.L; ET / the n-dimen-
sional Jacobian in (2.4) with the n-plane � given by ET . We write ‰" WD Id C "ˆ and notice
that, for " small enough, ‰" is injective; in addition, the area formula and the local minimality
of T give

M.T / �M..‰"/]T / D

Z
H

Jn.D‰"; ET / dkT k:

Using (2.5) (and the rule for the derivative of the square root), we can differentiate with respect
to " to obtain (B.1).

Proof of (2.17). For z 2 � and 0 < � < � < dist.z; à�/ we will show that

kT k.z C B�/

�n
�
kT k.z C B� /

�n
:

We can assume, without loss of generality, kT k.z C àB�/ D kT k.z C àB� / D 0. Under this
extra assumption, an easy approximation argument shows that (B.1) still holds for all vector
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fields ˆ of the form ˆ.w/ D �.jw � zj/.w � z/, with � W Œ0;1/ ! Œ0;1/ Lipschitz, with
support in Œ0; dist.z; à�//, whose derivative �0.t/ has at most jump discontinuities at t D �

and t D � . Now we specifically insert in (B.1) the vector field

ˆ.w/ WD
�
min¹��n; jw � zj�nº � ��n

�
C
.w � z/;

whose support is the closure of z C B� . Then, the claim follows at once, when we use
div ET ˆ � nŒ�

�n � ��n� on z C B� and div ET ˆ � �n�
�n on .z C B� / n .z C B�/.

Proposition B.2. Consider T 2 	n.H/. Then, for kT k-a.e. z 2 H there hold

lim
r&0

r�n
Z
zCBr

j ET � ET .z/j2 dkT k D 0;(B.2)

lim
r&0
kTz;rk D ‚.kT k; z/H

n Span ET .z/;(B.3)

where Iz;r.w/ WD .w � z/=r , Tz;r WD .Iz;r/]T and the latter convergence is understood in
duality with bounded continuous functions with bounded support.

Proof. Let us first reduce the proof to the case when T D F]J�K for some Lipschitz map
F W Rn ! H and � 2 L1.Rn/, with � 2 N[¹0ºLn-a.e. in Rn and F bi-Lipschitz on ��1.N/.
Indeed, thanks to [5, Theorem 4.5], we can write any integer-rectifiable T with finite mass as
an M-convergent series of currents Ti of this form with pairwise disjoint measure-theoretic
supports Si . Since for any i it holds

ET D
�!
Ti Hn-a.e. on Si ; ‚�n

�X
j¤i

kTj k; z
�
D 0 Hn-a.e. on Si

(for the second statement, see for instance [22, 2.10.18 (2)]), we see that both (B.2) and (B.3)
for T at Hn-a.e. point of Si follow from (B.2) and (B.3) for Si .

So, let us assume T D F]J�K for some Lipschitz map F W Rn ! H and some
� 2 L1.Rn/ such that � 2 N [ ¹0º holds Ln-a.e. in Rn and such that F is bi-Lipschitz
on ��1.N/. We denote by e1; : : : ; en the canonical basis of Rn. Using the area formula
[6, Theorem 5.1], one can check by a straightforward computation that (B.2) holds at a point
z D F.x/, with ET .z/ equal to the normalization of

Vn
iD1 DF.x/ei , provided that we have

‚�n.kT k; z/ <1 and that x 2 ��1.N/ satisfies

(B.4) lim
r&0

1

kJ�Kk.x C Bnr /

Z
xCBnr

jDF � DF.x/j dkJ�Kk D 0:

Here, DF exists Ln-a.e. on Rn by the Rademacher theorem [9, Theorem 5.11.1], (B.4) holds
for kJ�Kk-a.e. x 2 Rn, and all in all the preceding conditions are satisfied for kT k-a.e. z 2 H;
thus, we arrive at the claim about (B.2).

In connection with (B.3), we consider z D F.x/ with x 2 ��1.N/ such that F is
classically Fréchet-differentiable at x with Span ET .z/ equal to the image of DF.x/ and with

lim
r&0

r�n
Z
xCBnr

�
jJn.DF / � Jn.DF.x//j C j� � �.x/j

�
dLn

D 0:
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When we set Fr.y/ WD .F.xC ry/�F.x//=r and �r.y/ WD �.xC ry/, then Fr.y/ converges
to DF.x/y locally uniformly in y 2 Rn, on the level of the Jacobians Jn.DFr/ converges to
Jn.DF.x// in L1loc.R

n/, and also �r converges to �.x/ in L1loc.R
n/. Furthermore, we have

.Iz;r/]T D .Fr/]J�rK;

and with the help of the preceding convergences we conclude

lim
r&0

Z
H

' dkTz;rk D lim
r&0

Z
Rn
'.Fr/Jn.DFr/�r dLn

D �.x/Jn.DF.x//
Z

Rn
'.DF.x/y/ dLn.y/

D �.x/

Z
Span ET .z/

' dHn

for every bounded continuous function 'WH ! R with bounded support. As a side benefit of
this convergence we also get‚n.kT k; z/ D limr&0kTz;rk.B1/=!n D �.x/. Similar as above,
the assumed conditions on z D F.x/ hold true for Ln-a.e. x 2 ��1.N/ and thus for kT k-a.e.
z 2 H, so that we arrive at the claim regarding (B.3).
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