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The huge technological advancement achieved in the last years has allowed for the emergence of a new field of physics dubbed "quantum engineering": with this term people refer to a wide range of topics, from planning and building physical systems for specific tasks to developing algorithms to control those systems, from ways to create specific quantum states to new theoretical tools to describe and plan new physical systems.

As the field of quantum engineering covers many topics in physics, this is reflected in the community interested in it, ranging from quantum optics theorists to solid state experimentalists. This also includes the possibility, and sometimes the necessity, for a scientist willing to enter the field to study very different problems, as it happened for the material in this thesis, where at least two main topics are covered.

One of them is the study of open quantum systems, more specifically in the context of collisional model and cascade networks. The latter are networks of quantum systems interacting through the interaction with a common environment with unidirectional, i.e. chiral, propagation of the signal. Thanks to the chirality of the environment it is possible to obtain non symmetrical couplings between the quantum systems composing the network, opening the way to engineer the steady state of the system.

The tool used to derive master equation describing dynamics and properties of such systems is the one of collisional models: these models are nowadays extensively used in a wide range of topics concerning open quantum systems, from the description of both Markovian and non Markovian dynamics, to quantum optics and quantum thermodynamics.

In collisional models the environment is depicted as a collection of smaller systems,
dubbed ancillas, which interact in a collisional fashion with the quantum system under examination. This way of describing open systems dynamics leads to a discrete master equation on which it is then possible to enforce a continuous time limit. Among the advantages provided by such an approach there is the simplicity with which is possible to switch from a Markovian to a non-Markovian dynamics and the possibility of keeping track of the environmental degrees of freedom.

The last feature cited is the one exploited in this thesis when studying a quantum system thermalizing through the interaction with a thermal bath: having at disposal the environmental state at each discrete step of the thermalization process, it is possible to compute the thermodynamic functionals relative to the environment. Specifically, by computing the quantum mutual information between the system and the environment, it is possible to show that the final joint state reached by the system and the environment is a factorized state.

The other part of this thesis focuses instead on quantum state engineering by potential engineering. By appropriately engineering a potential profile, it is possible to obtain a class of quantum states, dubbed stretchable, which have the property of having a flat wave function in some regions, somehow analogously to what happens in photonic metamaterials: in this materials, where either the permittivity or the permeability is zero, the temporal and spatial variation of the electric field are decoupled, leading to the possibility of having a stretched wave with both large frequency and large wavelength.

Finally, in this thesis it is shown how, by properly engineering a spatially varying potential landscape, it is possible to attach a geometric phase to the quantum state of a traveling wave. More specifically, as the confining potential of a traveling wave varies along a closed loop in parameters space, it is possible to implement an operation, usually called holonomy, which attaches a geometric phase to the state, analogously to what happens in the Berry phase phenomenon for a time dependent Hamiltonian.
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## CHAPTER 1

Introduction

Ever since in history physics has had a double goal: on one hand it aims at discovering the principles of Nature, but on the other hand it is interested in exploiting the laws of Nature in order to get some advantage in practical purposes.

These two goals are not independent, but rather intertwined: as new theoretical discoveries and predictions are made, they allows for better technology which indeed allows for new results and data that need to be understood, pushing for new discoveries and "closing" the loop.

It was along this line that, for instance, the field of thermodynamics first arose: scientists at that time were first interested in discovering the relations between heat, work, temperature and the other thermodynamical quantities, but as their researches allowed for the construction of new machines and engines, the new data and experimental evidences allowed them to push even further their knowledge.

Every time there has been a change of paradigm in physics, after a first settlement period where the new principles discovered were understood and "new" physical laws and effects were discovered, it always followed a period where those discoveries were exploited for new technologies [Kuhn 1970]: think for instance of the relativity theory, which was later used to better telecommunications and build spaceships able to reach the borders of our stellar system.

Quantum mechanics in this regard was no exception: after a first period where the new paradigms had to be interiorized by physicists and first predictions of quantum
mechanics were verified, people started looking for applications of these new effects.
A huge development of physics in all of its fields started after World War II, with a continuous interplay between new discoveries and new applications: from WWII to the present days physicists have been able to almost complete their understanding of the standard model, new discoveries in the field of material science and electronics have allowed to revolution electronics, building new devices such as smaller and more efficient transistors, new sources of light like LED and ultra precise atomic clocks, just to cite some examples.

We could say that the last big paradigm change in physics has happened in the 80s', as the field of quantum information science started arising: this new paradigm put together the fields of information science, which has played a main role in the development of modern computers, and quantum mechanics, fostering for the creation of the quantum computer, a calculator able to solve certain problems exponentially faster than its classical counterparts thanks to its ability to use quantum mechanical properties of information.

It was Richard Feynman one of the first who recognized the importance of exploiting quantum mechanics principles in order to achieve new research results: he noted that while it is computationally very hard to simulate a quantum system with classical resources, the same is not true when one has quantum resources at his disposal. He used as example a system made out of $N$ interacting spins: while the computational complexity grows exponentially with $N$ using classical computation, thus making it impossible to solve numerically the problem, with quantum computation complexity would grow only linearly with $N$, thus allowing for an efficient simulation of the system.

This paradigm shift is somehow the successful completion of a path started long ago: since its first formulation in the 20', quantum mechanics has led scientists to face new and controversial results [Schrödinger 1926]. The Heisenberg uncertainty principle [Heisenberg 1927] and the wave particle duality [Broglie 1924] put a serious challenge to physicists, who spent years trying to understand the implications of the new born quantum theory, finally accepting the Copenhagen interpretation as the most convenient paradigm to interpret the new theory [N. Bohr 1928]. From that time on, physicist had continuously improved their knowledge and understanding of quantum mechanics, obtaining astonishing results both from a fundamental and a practical point of view.

It was in the 40 's, fostered by war necessities, that the field of information theory was first established by Shannon in his groundbreaking work [Shannon 1948], where he first defined the concept of information. The concept of information was then extended to
the quantum realm thanks to the work of Von Neumann [von Neumann 1932]. As people started studying the possibilities offered by the exploitation of quantum mechanics in the field of information theory, soon new discoveries were made: it was already in the 80s' that the first quantum algorithms for quantum communication were conceived, the most famous instances being the quantum teleportation protocol [Bennett and Brassard 2014; Bennett, Brassard, et al. 1993], the Deutsch algorithm [Deutsch 1985], the Deutsch-Jozsa algorithmm [Deutsch and Jozsa 1992], the Grover search algorithm [Grover 1996, 1997] and the Shor algorithm [Shor 1994, 1997] for prime factorization.

All these algorithms can provide an example of how quantum information differs from classical one: in the quantum teleportation protocol a quantum state is faithfully transmitted between two parties thanks to an entangled pair of qubits and two bits of classical information, while the same task would require an infinite amount of information to be transmitted if one were to use only classical bits. On the same line the Shor's algorithm is able to compute the prime factors of a number with a number of operations that grows linearly with the number of ciphers, while in the classical case the complexity grows exponentially with the dimension of the number: thus a task that would take centuries with a classical computers (a fact that is daily used to guarantee security in digital payments), it would take a few months with a quantum computer.

On the other hand, physicists soon realized that information is physical, by this meaning that while Shannon theory allows for a general treatment of information [Cover and Thomas 2006], independently from the way it is stored and transmitted, one actually has to deal with the necessity of a material support for information processing, storage and transmission: just as classical computers have been possible thanks to proper technological supports able to implement the gates necessary to perform logical operations, the possibility of creating a quantum computer also relies on the ability to build a proper physical support able to implement all the gates necessary for quantum algorithms to run. This implies both the ability to create very sharp quantum systems and also the ability to externally control such systems with a very high degree of precision.

This compelling necessity for controlling quantum systems has been a main driving for physical research in the last decades: during these years physicists have tried to create new platforms for implementing quantum algorithms, like ion traps, optical lattices and the most promising superconducting quantum circuits and new techniques for quantum control, like adiabatic driving and reservoir engineering.

The huge technological advancement achieved in the last years has allowed for the emergence of a new field of physics dubbed "quantum engineering": with this term people
refer to a wide range of topics, from planning and building physical systems for specific tasks to developing algorithms to control those systems, from ways to create specific quantum states to new theoretical tools to describe and plan new physical systems.

As the field of quantum engineering covers many topics in physics, this is reflected in the community interested in it, ranging from quantum optics theorists to solid state experimentalists. This also includes the possibility, and sometimes the necessity, for a scientist willing to enter the field to study very different problems, as it happened to me during my PhD: in this thesis at least two main topics are covered.

On one side the study of open quantum systems has led me to look at quantum cascade systems, which are networks of quantum systems often called nodes driven by an external signal propagating unidirectionally, i.e. chirally. While studying such systems and deriving expressions for the master equation describing their dynamics can be ascribed to the field of dissipation engineering, their study has introduced me to the concept of collisional models, a method for studying open quantum systems that has gained more and more attention in the last years.

Studying such models has led me also into the field of quantum thermodynamics, which also gained much attention in recent times: the progressive demand for miniaturization of electrical components has pushed scientists to start ask themselves how and if the usual laws of classical thermodynamics apply in the quantum realm. Moreover, the extension of the thermodynamics law to the quantum realm allowed for the discovery of new problems and issue, both from the practical and the theoretical point of view, renewing the interest towards fundamental topics such as the validity of standard master equation and their ability to give correct and coherent thermodynamic results. Also, just as in the classical case, there is a strong and deep relationship between thermodynamics and information theory, exemplified by the interpretation of entropy both as a thermodynamic state function and as average missing information on a system.

Conversely, I also found myself dealing with more practical problems, such as the connection between solid state system and quantum optics: thanks to the technological possibilities implied by band engineering and to mature platform such as superconducting circuits, it is nowadays possible to recreate physical phenomena belonging to the field of quantum optics in the solid state context. With this in mind, I studied a class of potentials which we dubbed "stretching potentials", giving rise to stretched wave functions of the particle inside the potential, in analogy with what happens optically in photonic metamaterials.

Finally I studied also the geometric phase, also known as holonomy, imprinted on a
particle moving in a varying potential: while for time-dependent potentials this phenomenon received first attention by Berry, we studied the problem for space-dependent potentials in more than one dimension. This phenomenon allows for the manipulation of the state of a moving particle without worrying of its velocity, as the phase imprinted by the varying potential is a geometric invariant.

This thesis proceeds as follows: in Chap. 2 we will review some standard properties of open quantum systems, focusing in particular on the Markovian generator, its properties and its derivation, both within the standard microscopic approach and within the collisional model approach. In Chap. 3 we will examine cascade networks, seeing how to derive a Markovian master equation for the nodes with a properly defined collisional model and how cascade networks can be exploited to obtain interesting interference effects. Subsequently in Chap. 4, we will talk about qubit thermalization, showing how, thanks to a collisional model, it is possible to demonstrate the factorization of the thermalizing qubit state from the state of the thermal bath, thus showing the absence of correlations between a system and its thermal bath after thermalization took on. In Chap. 5 we will introduce the second part of the thesis, briefly reviewing some basic concepts of condensed matter physics, such as the band structure of solids, the effective mass approximation and band engineering. After this, in Chap. 6 we will look at stretching potentials, defining first the properties characterizing this class of potentials and then showing how these properties are reflected in the wave functions and eigenenergies associated to such potentials. Then in Chap. 7 we will show how a geometric phase can be attached to a particle moving in a 2D potential landscape by properly inserting a spatial dependence on the potential itself. Finally in Chap. 8 we will draw the conclusions and try to give an outlook for the future.

## CHAPTER 2

## Open quantum systems

Every physicist in the world was once a student, and all students, when dealing with quantum mechanics for the first time, are introduced to the subject starting from the study of closed systems, i.e. systems that can be described through an operator $\hat{H}$, possibly time-dependent, called the Hamiltonian of the system. The Hamiltonian operator is nothing but the energy of the system, and just as in classical mechanics, its knowledge is sufficient to describe the dynamics of a closed system.

But, just as grown up children find out that Santa Claus does not exist, so physicists soon have to understand that most of the systems they actually deal with are not closed, but rather open: a quantum system is always interacting with its surroundings, which is also known as environment.

The unavoidable presence of the environment is a crucial feature of quantum mechanics: it is something one must account for in the equations, in order to both give correct forecasts on experiments and to foresee interesting quantum mechanical effects. The first attempts in this direction usually lead to a phenomenological approach, with the inclusion of effective terms describing the effects of noise and dissipation, as in the case of the Bloch equations for the nuclear magnetic spin [Bloch 1946; Bloch, Hansen, and Packard 1946] or the optical Bloch equation for a two levels system [Arecchi and Bonifacio 1965].

The presence of the environment is also crucial to explain very fundamental questions, such as the emergence of classicality from the quantum world [Zurek 1993, 2003, 2018]:
in the quantum realm we observe superposition and interference phenomena between quantum states, giving rise to probabilistic phenomena, while the world we are used to observe and live in is deterministic, i.e. governed by classical physics laws.

The presence of the environment is naturally crucial not only when dealing with fundamental aspects of the theory, but also in more practical issues, such as the thermodynamic description of a system [Kosloff 2013], where the system is usually interacting with a thermal bath, or in the field of quantum optics, where, just to cite the most famous effect, the environment is responsible for the phenomenon of spontaneous emission and the shift of the energy levels of an atom [Dirac and N. H. D. Bohr 1927; Scully and Zubairy 1997].

A turning point in the context of open quantum systems dynamics is for sure represented by the works of Gorini, Kossakowski, Sudarshan and Lindblad [Gorini, Kossakowski, and Sudarshan 1976; Lindblad 1976], where for the first time an equation describing the Markovian dynamics of an open quantum system was derived. These works fostered a huge amount of work in the field of open quantum systems which still goes on today: from the study of the time-locality of the generators [Chruściński 2014; Filippov and Chruściński 2018; Reimer et al. 2019] to the spectral properties of such generators [V. V. Albert and Jiang 2014; Hatano and Ordonez 2019; Janßen 2017], from numerical simulation of open systems [Daley 2014; Dalibard, Castin, and Mølmer 1992; Mascherpa et al. 2019; Torres 2014; Zanardi, Marshall, and Campos Venuti 2016] to the extension of the GKSL equation beyond its original assumptions, for instance allowing for a time dependence of the generator [Dann, Levy, and Kosloff 2018] or for ultrastrong coupling of system and environment [H. P. Breuer, Dietz, and Holthaus 1988; H.-P. Breuer and Petruccione 1997].

The field of open quantum systems is also of paramount importance in the context of mathematical physics, where the concept of CPT maps can be studied under a mathematical perspective, leading to the concepts of quantum channels and operations [Caruso et al. 2014; Holevo and Giovannetti 2012; Kretschmann and Werner 2004] for which bounds on their entropic and informational properties [Giovannetti, García-Patrón, et al. 2014; Giovannetti, Holevo, and Mari 2015; Mari, Giovannetti, and Holevo 2014] can be derived, leading to important technological implication in the context of information processing and transmission [Chiribella and Adesso 2014; Macchiavello and Palma 2002; Pirandola and Lloyd 2008].

Given the importance and the broad range of topics covered by the field of open quantum systems, we find it necessary to give a brief review of some important concepts
before proceeding with the rest of the thesis. In this chapter we are going to briefly review the mathematical description of a closed quantum system in Sec. 2.1, which will also allow us to set the notation. Then we will review open quantum systems and their properties in Sec. 2.2, illustrating two ways of deriving a Markovian master equation, namely the dynamical semigroup approach and the microscopic derivation. Finally in Sec. 2.3 we will describe the collisional model and how it can be used to depict the dynamics of an open quantum system.

### 2.1. Closed systems

Mathematically speaking the physical properties of the state of a quantum system $S$ are encoded in a state vector $|\psi\rangle_{S}$ living on the Hilbert space $\mathcal{H}_{S}$. Observable quantities are described by Hermitian operators belonging to the set $\Sigma\left(\mathcal{H}_{S}\right)$ of operators acting on Hilbert space $\mathcal{H}_{S}$. The time evolution of the state vector is given by the Schrödinger equation:

$$
\begin{equation*}
i \hbar \frac{d}{d t}|\psi(t)\rangle_{S}=\hat{H}_{S}|\psi(t)\rangle_{S}, \tag{2.1}
\end{equation*}
$$

where $\hat{H}_{S}$ is the Hamiltonian operator of system $S$. Analogously to the classical case the Hamiltonian operator is nothing but the energy of the system, and thus is an Hermitian operator. Eq. (2.1) can be formally solved as:

$$
\begin{equation*}
|\psi(t)\rangle_{S}=\hat{U}_{S}\left(t, t_{0}\right)\left|\psi\left(t_{0}\right)\right\rangle_{S} \tag{2.2}
\end{equation*}
$$

where $\hat{U}_{S}\left(t, t_{0}\right)$ is the time evolution operator, a unitary operator describing the temporal evolution of $|\psi(t)\rangle_{S}$ from the initial time $t_{0}$ up to time $t$. The most general form of $\hat{U}_{S}\left(t, t_{0}\right)$, from Eq. (2.1) results:

$$
\begin{equation*}
\hat{U}_{S}\left(t, t_{0}\right)=\mathcal{T} \exp \left[-\frac{i}{\hbar} \int_{t_{0}}^{t} \hat{H}_{S}\left(t^{\prime}\right) d t^{\prime}\right] \tag{2.3}
\end{equation*}
$$

where $\mathcal{T}$ indicates the time-ordered product. Eq. (2.3) express the temporal evolution operator for the most generic case of a time-dependent Hamiltonian $\hat{H}_{S}(t)$ that does not commute with itself at different times, i.e.:

$$
\begin{equation*}
\left[\hat{H}_{S}\left(t_{1}\right), \hat{H}_{S}\left(t_{2}\right)\right] \neq 0 \quad \text { for } t_{1} \neq t_{2} \tag{2.4}
\end{equation*}
$$

In the following of this chapter we will assume $\hat{H}_{S}(t)=\hat{H}_{S}$, that is, a time-independent Hamiltonian, unless differently specified. Here we limit ourselves to remember that the formal expression of a time-ordered product is given by the Dyson series:

$$
\begin{equation*}
\hat{U}_{S}\left(t, t_{0}\right)=1+\sum_{n=1}^{\infty}\left(-\frac{i}{\hbar}\right)^{n} \int_{t_{0}}^{t} d t_{1} \int_{t_{0}}^{t_{1}} d t_{2} \cdots \int_{t_{0}}^{t_{n-1}} d t_{n} \hat{H}_{S}\left(t_{1}\right) \hat{H}_{S}\left(t_{2}\right) \cdots \hat{H}_{S}\left(t_{n}\right) . \tag{2.5}
\end{equation*}
$$

For the case of a time-independent Hamiltonian the temporal evolution operator in Eq. (2.3) has the very simple form:

$$
\begin{equation*}
\hat{U}_{S}\left(t, t_{0}\right)=\exp \left[-\frac{i}{\hbar} \hat{H}_{S}\left(t-t_{0}\right)\right] . \tag{2.6}
\end{equation*}
$$

When written as in Eq. (2.6) it is immediate to see that $\hat{U}_{S}\left(t, t_{0}\right)$ has the property:

$$
\begin{equation*}
\hat{U}_{S}\left(t_{0}, t\right)=\exp \left[-\frac{i}{\hbar} \hat{H}_{S}\left(t_{0}-t\right)\right]=\exp \left[\frac{i}{\hbar} \hat{H}_{S}\left(t-t_{0}\right)\right]=\hat{U}_{S}^{\dagger}\left(t, t_{0}\right) \tag{2.7}
\end{equation*}
$$

which means that the inverse operator of $\hat{U}_{S}\left(t, t_{0}\right)$ is its adjoint $\hat{U}_{S}^{\dagger}\left(t, t_{0}\right)$ :

$$
\begin{equation*}
\hat{U}_{S}\left(t, t_{0}\right) \hat{U}_{S}^{\dagger}\left(t, t_{0}\right)=\hat{\mathbb{I}}_{S}, \tag{2.8}
\end{equation*}
$$

where $\hat{\mathbb{I}}_{S}$ is the identity operator on $S$.
As for any other self-adjoint operator, it is possible to diagonalize $\hat{H}_{S}$ : by diagonalizing an operator we mean finding a set of state vectors $\left\{\left|\phi_{i}\right\rangle_{S}\right\}$ such that:

$$
\begin{equation*}
\hat{H}_{S}\left|\phi_{i}\right\rangle_{S}=E_{i}\left|\phi_{i}\right\rangle_{S} . \tag{2.9}
\end{equation*}
$$

The $\left|\phi_{i}\right\rangle_{S}$ are called eigenvectors of $\hat{H}_{S}$ and $E_{i}$ is the energy eigenvalue corresponding to state $\left|\phi_{i}\right\rangle_{S}$. The set of all eigenvectors $\left\{\left|\phi_{i}\right\rangle_{S}\right\}$ forms an orthonormal basis of the Hilbert space $\mathcal{H}_{S}$, and thus any state $|\psi\rangle_{S}$ can be expressed as a linear combination of such base vectors:

$$
\begin{equation*}
|\psi\rangle_{S}=\sum_{i}\left|\phi_{i}\right\rangle_{S}\left\langle\phi_{i} \mid \psi\right\rangle_{S}=\sum_{i} c_{i}\left|\phi_{i}\right\rangle_{S} \tag{2.10}
\end{equation*}
$$

where we have defined $c_{i}=\left\langle\phi_{i} \mid \psi\right\rangle_{S}$ and inserted the identity in the $\left\{\left|\phi_{i}\right\rangle_{S}\right\}$ basis.
From Eq. (2.1) and Eq. (2.9) we can write the temporal evolution of an eigenvector
of the Hamiltonian as:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}\left|\phi_{i}\right\rangle_{S}=E_{i}\left|\phi_{i}\right\rangle_{S} \Rightarrow\left|\phi_{i}(t)\right\rangle_{S}=e^{-\frac{i}{\hbar} E_{i}\left(t-t_{0}\right)}\left|\phi_{i}\right\rangle_{S} \tag{2.11}
\end{equation*}
$$

The eigenstates of $\hat{H}_{S}$ are stationary states with respect to temporal evolution. From Eq. (2.11) it is then straightforward to see that expressing the state $|\psi(t)\rangle_{S}$ as in Eq. (2.10) the solution to the Schrödinger equation is:

$$
\begin{equation*}
|\psi(t)\rangle_{S}=\sum_{i} c_{i} e^{-\frac{i}{\hbar} E_{i}\left(t-t_{0}\right)}\left|\phi_{i}\right\rangle_{S}=\sum_{i} c_{i}(t)\left|\phi_{i}\right\rangle . \tag{2.12}
\end{equation*}
$$

Knowing the state $|\psi(t)\rangle_{S}$ allows one to compute the expectation value (ensemble average) of any operator $\hat{A}_{S}$ as:

$$
\begin{equation*}
\left\langle\hat{A}_{S}(t)\right\rangle={ }_{S}\langle\psi(t)| \hat{A}_{S}|\psi(t)\rangle_{S} \tag{2.13}
\end{equation*}
$$

All of this is valid for a pure ensemble, that is, we are sure that the quantum system is indeed in the state $|\psi(t)\rangle$. In most scenarios however we do not have this certainty: this is why one needs to introduce the density matrix $\hat{\rho}_{S}(t)$. Consider for instance the case where system $S$ can be in either of two states $\left|\psi_{1}(t)\right\rangle_{S}(t)$ or $\left|\psi_{2}(t)\right\rangle_{S}$ with probability $w_{1}$ and $w_{2}$ respectively. Then if we were to compute the expectation value of an observable for this state we would get:

$$
\begin{align*}
\left\langle\hat{A}_{S}(t)\right\rangle & =w_{1}\left\langle\psi_{1}(t)\right| \hat{A}_{S}\left|\psi_{1}(t)\right\rangle_{S}+w_{2}\left\langle\psi_{2}(t)\right| \hat{A}_{S}\left|\psi_{2}(t)\right\rangle_{S} \\
& =\sum_{i} w_{i}\left\langle\psi_{i}(t)\right| \hat{A}_{S}\left|\psi_{i}(t)\right\rangle . \tag{2.14}
\end{align*}
$$

If we now insert twice the identity operator for a base set $\left\{\left|\phi_{i}\right\rangle_{S}\right\}$ into Eq. (2.14) we get:

$$
\begin{equation*}
\langle\hat{A}(t)\rangle=\sum_{i} \sum_{\ell, \ell^{\prime}} w_{i}\left\langle\phi_{\ell} \mid \psi_{i}(t)\right\rangle_{S}\left\langle\psi_{i}(t) \mid \phi_{\ell^{\prime}}\right\rangle_{S}\left\langle\phi_{\ell^{\prime}}\right| \hat{A}_{S}\left|\phi_{\ell}\right\rangle . \tag{2.15}
\end{equation*}
$$

Since the properties of the ensemble shall not depend on the specific base chosen, we define the density matrix $\hat{\rho}_{S}(t)$ as:

$$
\begin{equation*}
\hat{\rho}_{S}(t)=\sum_{i} w_{i}\left|\psi_{i}(t)\right\rangle\left\langle\psi_{i}(t)\right| . \tag{2.16}
\end{equation*}
$$

With this definition it is possible to write the expectation value of $\hat{A}_{S}$ as:

$$
\begin{equation*}
\left\langle\hat{A}_{S}(t)\right\rangle=\sum_{\ell, \ell^{\prime}}\left\langle\phi_{\ell^{\prime}}\right| \hat{\rho}_{S}(t)\left|\phi_{\ell}\right\rangle\left\langle\phi_{\ell}\right| \hat{A}_{S}(t)\left|\phi_{\ell^{\prime}}\right\rangle=\operatorname{Tr}\left\{\hat{A}_{S} \hat{\rho}_{S}(t)\right\} . \tag{2.17}
\end{equation*}
$$

From Eq. (2.16) some important properties of the density matrix can be immediately derived. As the weights $w_{i}$ are just classical probabilities they must sum up to 1 , and thus:

$$
\begin{equation*}
\operatorname{Tr}\left\{\hat{\rho}_{S}(t)\right\}=1, \quad \operatorname{Tr}\left\{\rho^{2}(t)_{S}\right\} \leq 1, \quad \hat{\rho}_{\ell \ell^{\prime}}=\hat{\rho}_{\ell^{\prime} \ell}^{*} \tag{2.18}
\end{equation*}
$$

where the inequality is saturated only for pure states.
Finally it is clear from the definition that the density matrix $\hat{\rho}_{S}(t)$ evolves in time as:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=-\frac{i}{\hbar}\left[\hat{H}_{S}, \hat{\rho}_{S}(t)\right] . \tag{2.19}
\end{equation*}
$$

This representation of quantum dynamics is known as the Schrödinger picture: in this picture one assumes the observable quantities to be time-independent while only the states are affected by time evolution. There are infinite possible pictures to represent quantum dynamics, but only two are commonly used and of importance for our purposes, namely the Heisenberg picture and the interaction picture which we are going to see in the next two sections.

### 2.1.1. The Heisenberg picture

The main goal of any physical theory is to provide expectation values for some quantities to be measured in experiments. As we have seen observable quantities in quantum mechanics are described by Hermitean operators belonging to $\Sigma\left(\mathcal{H}_{S}\right)$. Specifically the expectation value of any Hermitean operator $\hat{A}_{S}$ for a system in the state $|\psi(t)\rangle_{S}$ is given by Eq. (2.13).

In the previous section we treated time-evolution in such a way that only the state vectors evolve, while the operators corresponding to observable quantities were assumed constant. Starting from Eq. (2.13) and inserting Eq. (2.2) we get:

$$
\begin{equation*}
\langle\hat{A}(t)\rangle={ }_{S}\left\langle\psi\left(t_{0}\right)\right| \hat{U}_{S}^{\dagger}\left(t, t_{0}\right) \hat{A}_{S} \hat{U}_{S}\left(t, t_{0}\right)\left|\psi\left(t_{0}\right)\right\rangle_{S}={ }_{S}\left\langle\psi\left(t_{0}\right)\right| \hat{A}_{S}(t)\left|\psi\left(t_{0}\right)\right\rangle_{S}, \tag{2.20}
\end{equation*}
$$

where now

$$
\begin{equation*}
\hat{A}_{S}(t)=\hat{U}_{S}^{\dagger}\left(t, t_{0}\right) \hat{A}_{S} \hat{U}_{S}\left(t, t_{0}\right) . \tag{2.21}
\end{equation*}
$$

In the last passage we have moved the effect of the temporal evolution operator from the state vector to the operator $\hat{A}_{S}$ : in this way one has time-independent state vectors and time-dependent operators. Deriving $\hat{A}_{S}(t)$ with respect to $t$ and remembering Eq. (2.6) one gets:

$$
\begin{equation*}
\frac{d}{d t} \hat{A}_{S}(t)=\frac{\partial}{\partial t} \hat{A}_{S}(t)-\frac{i}{\hbar}\left[\hat{A}_{S}(t), \hat{H}_{S}\right] \tag{2.22}
\end{equation*}
$$

Eq. (2.22) is known as the Heisenberg equation of motion: it is the differential equation describing the evolution of time-dependent operators while all state vectors are timeindependent.

### 2.1.2. The Interaction picture

We consider then the interaction picture, which is widely used in the study of open quantum systems. The interaction picture can be considered somehow in between the Schrödinger and the Heisenberg ones. In order to define the interaction picture for a system $S$ one has to divide the Hamiltonian in two parts $\hat{H}_{S}=\hat{H}_{0, S}+\hat{H}_{I, S}$, where usually $\hat{H}_{0, S}$ is called the free Hamiltonian and $\hat{H}_{I, S}$ the interaction Hamiltonian. We define:

$$
\begin{align*}
\left|\psi^{(I)}(t)\right\rangle_{S} & =e^{\frac{i}{\hbar} \hat{H}_{0, S}\left(t-t_{0}\right)}\left|\psi\left(t_{0}\right)\right\rangle_{S}  \tag{2.23}\\
\hat{A}_{S}^{(I)}(t) & =e^{\frac{i}{\hbar} \hat{H}_{0, S}\left(t-t_{0}\right)} \hat{A}_{S}\left(t_{0}\right) e^{-\frac{i}{\hbar} \hat{H}_{0, S}\left(t-t_{0}\right)} \tag{2.24}
\end{align*}
$$

The symbol ( $I$ ) here signals the object to be meant in the interaction representation, but throughout this thesis it will be often omitted when no confusion can arise, in order not to burden the notation. One can directly compute the time evolution of both states and operators in this picture. As for states one has:

$$
\begin{align*}
& i \hbar \frac{d}{d t}\left|\psi^{(I)}(t)\right\rangle_{S}=-\hat{H}_{0, S}\left|\psi^{(I)}(t)\right\rangle_{S}+e^{\frac{i}{\hbar} \hat{H}_{0, S}\left(t-t_{0}\right)} \hat{H}_{S} e^{-\frac{i}{\hbar} \hat{H}_{0, S}\left(t-t_{0}\right)}\left|\psi^{(I)}(t)\right\rangle_{S} \\
& =e^{\frac{i}{\hbar} \hat{H}_{0, S}\left(t-t_{0}\right)} \hat{H}_{I, S} e^{-\frac{i}{\hbar} \hat{H}_{0, S}\left(t-t_{0}\right)}\left|\psi^{(I)}(t)\right\rangle_{S}=\hat{H}_{I, S}^{(I)}\left|\psi^{(I)}(t)\right\rangle_{S}, \tag{2.25}
\end{align*}
$$

which implies for the density matrix:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}^{(I)}(t)=-\frac{i}{\hbar}\left[\hat{H}_{S}^{(I)}(t), \hat{\rho}_{S}^{(I)}(t)\right] . \tag{2.26}
\end{equation*}
$$

The evolution of an operator is instead given by:

$$
\begin{align*}
\frac{d}{d t} \hat{A}_{S}^{(I)}(t) & =\frac{\partial}{\partial t} \hat{A}_{S}^{(I)}(t)-\frac{i}{\hbar}\left[\hat{A}_{S}^{(I)}(t), \hat{H}_{0, S}\right] \\
& =\frac{\partial}{\partial t} \hat{A}_{S}^{(I)}(t)-\frac{i}{\hbar}\left[\hat{A}_{S}^{(I)}(t), \hat{H}_{0, S}^{(I)}\right] . \tag{2.27}
\end{align*}
$$

From Eq. (2.25) and Eq. (2.27) we see that in the interaction picture the states evolve only through the interaction Hamiltonian, while the operators evolve only through the free Hamiltonian, both the free and the interaction Hamiltonian being meant in the interaction picture. This representation is particularly useful in scenarios where the interaction Hamiltonian represents a perturbation on the system, since the operators have their unperturbed forms and the states can be treated through perturbation theory.

### 2.1.3. Composite systems

Before moving to the study of open quantum systems, we need to deal with composite quantum systems. As it is often the case in physics, the distinction between a single quantum system and a composite quantum system is just a matter of perspective: if one is interested in a global property of a system it might be convenient to treat the system as a unique block, while if one were interested, for instance, in the correlations among the single components of the system, then it might be more convenient to treat the system as a composite one.

To treat the latter case in quantum mechanics the concept of tensor product is introduced. Consider two independent quantum systems $S_{1}, S_{2}$, each described by a Schrödinger picture state vector $|\psi(t)\rangle_{S_{i}}$ living in the Hilbert space $\mathcal{H}_{S_{i}}$ spanned by the orthonormal basis $\left\{\left|\phi_{i}\right\rangle_{S_{i}}\right\}$. The joint state of sytems $S_{1}$ and $S_{2}$ can then be described through the state vector

$$
\begin{equation*}
|\psi(t)\rangle_{S_{1} S_{2}}=|\psi(t)\rangle_{S_{1}} \otimes|\psi(t)\rangle_{S_{2}}, \tag{2.28}
\end{equation*}
$$

which is the tensor product of the state vectors describing $S_{1}$ and $S_{2}$ separately. The state vector $|\psi(t)\rangle_{S_{1} S_{2}}$ lives in the Hilbert space $\mathcal{H}_{S_{1} S_{2}}=\mathcal{H}_{S_{1}} \otimes \mathcal{H}_{S_{2}}$ spanned by the orthonormal basis $\left\{\left|\phi_{i j}\right\rangle_{S_{1} S_{2}}=\left|\phi_{i}\right\rangle_{S_{1}} \otimes\left|\phi_{j}\right\rangle_{S_{2}}\right\}$. As we are assuming the two systems to
be independent of each other, this means that each has its own Hamiltonian $\hat{H}_{S_{i}}$, and that the evolution of the joint state vector is given by:

$$
\begin{equation*}
i \hbar \frac{d}{d t}|\psi(t)\rangle_{S_{1} S_{2}}=\left(\hat{H}_{S_{1}} \otimes \hat{I}_{S_{2}}+\hat{I}_{S_{1}} \otimes \hat{H}_{S_{2}}\right)|\psi(t)\rangle_{S_{1} S_{2}} \tag{2.29}
\end{equation*}
$$

where $\hat{I}_{S_{i}}$ is the identity operator in the Hilbert space $\mathcal{H}_{S_{i}}$. Things become more complicated when $S_{1}$ and $S_{2}$ are no longer independent, as in most of the cases, but there is instead an interaction between the two systems. In this case $\left\{\left|\phi_{i j}\right\rangle_{S_{1} S_{2}}\right\}$ is still an orthonormal basis spanning $\mathcal{H}_{S_{1} S_{2}}$, but the basis vectors won't be also energy eigenstates anymore: though this might seem a minor fact, it is actually this feature that renders the study of composite quantum system computationally hard as the size of the system (i.e. the number of components) increases [Feynman 1982], and that eventually lead to the development of new computational techniques [Schollwöck 2011; Verstraete, Garcia-Ripoll, and Cirac 2004; Verstraete and Cirac 2004; Vidal 2004].

Dealing with composite systems, one is almost compelled to speak about quantum entanglement: this phenomenon is one of the iconic features of quantum mechanics that lead to several discussions over the interpretation of quantum mechanics, for instance prompting Einstein, Podolski and Rosen to elaborate the paradox that still brings their name [Einstein, Podolsky, and Rosen 1935]. Their work stimulated the elaboration of the hidden variable framework by Bell [Bell 1964] and the discovery of the so called CHSH inequality [Clauser et al. 1969], which was finally seen to be violated experimentally by the group of Alain Aspects [Aspect, Dalibard, and Roger 1982; Aspect, Grangier, and Roger 1982].

Entanglement is now considered to be a fundamental resource in the context of quantum information, since many of the protocol introduced in this field, such as quantum key distribution [A. K. Ekert 1991], quantum dense coding [Barenco and A. K. Ekert 1995] and quantum teleportation [Bennett, Brassard, et al. 1993] are based on the exploitation of entangled states of bipartite systems.

From a mathematical perspective one observes that it is not always possible to write a pure state of a composite system as in Eq. (2.28). When this is not possible, i.e. when

$$
\begin{equation*}
|\psi\rangle_{S_{1} S_{2}}=\sum_{i} c_{i}\left|\psi_{i}\right\rangle_{S_{1}} \otimes\left|\psi_{i}\right\rangle_{S_{2}}, \tag{2.30}
\end{equation*}
$$

the the state $|\psi\rangle_{S_{1} S_{2}}$ is entangled. As for mixed states, one is said to be entangled when
it cannot be written as a convex combination of product states, that is:

$$
\begin{equation*}
\hat{\rho}_{S_{1} S_{2}} \neq \sum_{i} p_{i} \hat{\rho}_{S_{1}}^{(i)} \otimes \hat{\sigma}_{S_{2}}^{(i)} \tag{2.31}
\end{equation*}
$$

From the definitions in Eqs. $(2.30,2.31)$ it is quite evident that determining whether a state is entangled or not is not an easy task. Actually some criterions exist for certain categories of states and systems [M. Horodecki, P. Horodecki, and R. Horodecki 1996; Peres 1996; Terhal 2000; Werner 1989], but no general criterion has yet been found, especially for multipartite systems. All in all the study of entanglement, including its determination and quantification, is a field still full of open questions in spite of the great attention that has been given to the subject [R. Horodecki et al. 2009].

A natural question coming to mind is how we can recover the state of one part of the composite system, for instance the state of $S_{1}$, knowing the joint state $\hat{\rho}_{S_{1} S_{2}}$. The answer is given by the partial trace operation: this operation consists in tracing away the degrees of freedom relative to the part of the composite system we are not interested in. Applying the partial trace operation to a joint state of a composite system, it is possible to recover the reduced state of the system

$$
\begin{equation*}
\operatorname{Tr}_{S_{2}}\left\{\hat{\rho}_{S_{1} S_{2}}\right\}=\hat{\rho}_{S_{1}} \quad \operatorname{Tr}_{S_{1}}\left\{\hat{\rho}_{S_{1} S_{2}}\right\}=\hat{\rho}_{S_{2}}, \tag{2.32}
\end{equation*}
$$

where now $\hat{\rho}_{S_{1}}$ (respectively $\hat{\rho}_{S_{2}}$ ) contains information on the state of $S_{1}$ only (resp. $S_{2}$ ). Another important operation in quantum mechanics is the purification of a state: from Eq. (2.32) it is clear that any state of a system $S$ can be seen as the reduced state of a larger system made out by $S$ itself and an auxiliary system $S^{\prime}$. The important point is that given a mixed state $\hat{\rho}_{S}$ it is always possible to choose the state of the enlarged system to be a pure one, i.e. it exists a state $\left|\psi_{S S^{\prime}}\right\rangle$ such that:

$$
\begin{equation*}
\operatorname{Tr}_{S^{\prime}}\left\{\left|\psi_{S S^{\prime}}\right\rangle\left\langle\psi_{S S^{\prime}}\right|\right\}=\hat{\rho}_{S} . \tag{2.33}
\end{equation*}
$$

This concept will turn out to be useful when dealing with CPT maps, as we are going to see in the following sections: in facts Eq. (2.33) implies that the action of a CPT map acting on $\hat{\rho}_{S}$ can be seen as the action of a unitary operator $\hat{U}_{S S^{\prime}}$ acting on the pure state $\left|\psi_{S S^{\prime}}\right\rangle$.

After reviewing the various pictures used in quantum mechanics and the way we describe composite systems, we have all the ingredients to treat the dynamics of an open quantum system.



Figure 2.1.: A sketch of an open quantum system: the composite $S+\mathcal{E}$ system is considered closed, and thus it is described by the density matrix $\hat{\rho}_{S \mathcal{E}}$ whose closed dynamics is dictated by $\hat{H}_{S \mathcal{E}} . \hat{H}_{S \mathcal{E}}$ is the sum of the free hamiltonians of system and environment, $\hat{H}_{S}$ and $\hat{H}_{\mathcal{E}}$ respectively, plus $\hat{H}_{S-\mathcal{E}}$ describing the interaction between $S$ and $\mathcal{E}$.

### 2.2. Open quantum systems dynamics

### 2.2.1. CPT maps and dynamical semigroups

All the formalism exposed in the previous section is valid for any closed system. Thus we still have to answer the question of how to describe the dynamics of a quantum system $S$ interacting with an external environment $\mathcal{E}$.

First of all it must be noted that, as in the case of composite systems, the distinction between the system $S$ and the environment $\mathcal{E}$ is more a matter of definition than a physical matter: the distinction only comes from our way of modeling the dynamics of a physical system. What we usually mean when we talk of an open system interacting with the environment instead of two interacting quantum systems is that that the environment has a somehow special role [Davies 1976]: in most scenarios the environment $\mathcal{E}$ is far larger than the system $S$ and, moreover, it is usually through the environment that we are able to perform measurements to gain information on $S$ itself.

All of this being said, we can start to depict the dynamics of an open quantum system. The starting point is to represent the joint $S+\mathcal{E}$ system as a closed system, as shown pictorially in Fig. 2.1. The state of the joint system is encoded into the density matrix $\hat{\rho}_{S \mathcal{E}}$. This density matrix evolves according to the Hamiltonian $\hat{H}_{S \mathcal{E}}$ which is the sum of the Hamiltonians of $S$ and $\mathcal{E}$ if they were isolated plus a contribution $\mathcal{H}_{S-\mathcal{E}}$ describing the interaction between the system and the environment.

As already shown in the previous section, the density matrix of either $S$ or $\mathcal{E}$ can be found by partially tracing away the degrees of freedom of the system we want to discard:

$$
\begin{equation*}
\hat{\rho}_{S}=\operatorname{Tr}_{\mathcal{E}}\left\{\hat{\rho}_{S \mathcal{E}}\right\} \quad \hat{\rho}_{\mathcal{E}}=\operatorname{Tr}_{S}\left\{\hat{\rho}_{S \mathcal{E}}\right\} . \tag{2.34}
\end{equation*}
$$

As the joint $S-\mathcal{E}$ system is closed, its density matrix evolves according to:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S \mathcal{E}}(t)=-\frac{i}{\hbar}\left[H_{S \mathcal{E}}, \hat{\rho}_{S \mathcal{E}}(t)\right] \Rightarrow \hat{\rho}_{S \mathcal{E}}(t)=\hat{U}_{S \mathcal{E}}\left(t, t_{0}\right) \hat{\rho}_{S \mathcal{E}}\left(t_{0}\right) \hat{U}_{S \mathcal{E}}^{\dagger}\left(t, t_{0}\right) \tag{2.35}
\end{equation*}
$$

Further assuming the initial state of $S$ and $\mathcal{E}$ to be a factorized one

$$
\begin{equation*}
\hat{\rho}_{S \mathcal{E}}(0)=\hat{\rho}_{S}\left(t_{0}\right) \otimes \hat{\rho}_{\mathcal{E}}\left(t_{0}\right), \tag{2.36}
\end{equation*}
$$

in order to ensure positivity [Modi 2012; Pollock et al. 2018; Ringbauer et al. 2015; Rodríguez-Rosario, Modi, and Aspuru-Guzik 2010; Štelmachovič and Bužek 2001], from Eq. (2.35) it is then possible to compute the reduced density matrix of $S$ through:

$$
\begin{equation*}
\hat{\rho}_{S}(t)=\operatorname{Tr}_{\mathcal{E}}\left\{\hat{U}_{S \mathcal{E}}\left(t, t_{0}\right) \hat{\rho}_{S \mathcal{E}}\left(t_{0}\right) \hat{U}_{S \mathcal{E}}^{\dagger}\left(t, t_{0}\right)\right\}=\mathcal{V}_{S}\left(t, t_{0}\right) \hat{\rho}_{S}\left(t_{0}\right) \tag{2.37}
\end{equation*}
$$

where we have introduced the dynamical map $\mathcal{V}\left(t, t_{0}\right)$, a super-operator [Alicki 2002; Alicki and Lendi 1987; Kraus 1971] (i.e. an operator acting on other operators) describing the evolution of $\hat{\rho}_{S}$ from time $t_{0}$ to time $t$. The dynamical map $\mathcal{V}\left(t, t_{0}\right)$ can be a very complicated and involuted object in general, as the interaction of $S$ with the environment might include effects, such as information back-flow, which are difficult to describe. The action of $\mathcal{V}_{S}\left(t, t_{0}\right)$ is resumed in Fig. 2.2.

### 2.2.2. The Markovian master equation

From a physical point of view Markovianity is usually associated with the absence of memory effects on the interaction between $S$ and $\mathcal{E}$. In facts the distinction between Markovian and non-Markovian dynamics [H.-P. Breuer 2012; Li, Hall, and Wiseman

$$
\begin{aligned}
& \hat{\rho}_{S \mathcal{E}}\left(t_{0}\right) \xrightarrow{\text { Unitary evolution }} \hat{\rho}_{S \mathcal{E}}(t)=\hat{U}_{S \mathcal{E}}\left(t, t_{0}\right) \hat{\rho}_{S \mathcal{E}}(t) \hat{U}_{S \mathcal{E}}^{\dagger}\left(t, t_{0}\right) \\
& \operatorname{Tr}_{\mathcal{E}} \left\lvert\, \begin{array}{cc}
\operatorname{Tr}_{\mathcal{E}} \\
\hat{\rho}_{S}\left(t_{0}\right) \xrightarrow{\text { Dynamical map }} & \\
\end{array} \hat{\rho}_{S}(t)=\mathcal{V}_{S}\left(t, t_{0}\right) \hat{\rho}_{S}\left(t_{0}\right)\right.
\end{aligned}
$$

Figure 2.2.: Diagram showing the action of the dynamical map $\mathcal{V}_{S}\left(t, t_{0}\right)$.

2018] has been the object of great attention in the last 20 years, leading to the definition of different measures of the non-Markovianity of a process [H.-P. Breuer, Laine, and Piilo 2009; H.-P. Breuer, Laine, Piilo, and Vacchini 2016; Rivas, Huelga, and Plenio 2014; Smirne et al. 2013] and to the individuation of several methods to treat such systems [Cangemi et al. 2018; Ferialdi 2016; Strunz, Diósi, and Gisin 1999; Vega and Alonso 2017], among which the Nakajima-Zwanzig projection operator technique is probably the most known [Nakajima 1958; Prigogine 1962; Zwanzig 1960]. Non-Markovianity is involved also in more fundamental issues, like its relation with time-divisibility [Chruściński and Kossakowski 2010] and causality [Budini 2018]. Though non-Markovianity can be also exploited in technological applications, in this work we will focus on Markovian systems.

A much simpler distinction between Markovian and non-Markovian dynamics can be obtained from a mathematical perspective, as a stochastic process is said to be Markovian if the probability distribution describing its future evolution depends only on the present and not on the past [Cover and Thomas 2006]. Conversely the dynamics is said to be non-Markovian when this property does not hold.

In what follows we are going to see how the Markovian master equation can be derived either via dynamical semigroups theory and via microscopic derivation, so that when discussing the collisional model we will be able to highlight and discuss the main differences between these approaches.

As we saw in the previous pages tracing away the degrees of freedom of the environment after letting the whole $S+\mathcal{E}$ system evolve defines a dynamical map $\mathcal{V}_{S}\left(t, t_{0}\right)$ : since after its action we must still have a density matrix, $\mathcal{V}_{S}\left(t, t_{0}\right)$ has to be a Completely Positive

Trace preserving map (CPT). A map is said to be trace preserving if:

$$
\begin{equation*}
\operatorname{Tr}\left\{\mathcal{V}_{S}\left(t, t_{0}\right) \hat{A}_{S}\right\}=\operatorname{Tr}\left\{\hat{A}_{S}\right\} \quad \forall \hat{A}_{S}, t \tag{2.38}
\end{equation*}
$$

Positivity is the property of a map of mapping positive semidefinite operators into positive semidefinite operators. An operator $\hat{A}_{S}$ is positive semidefinite if:

$$
\begin{equation*}
\left\langle\phi_{i}\right| \hat{A}_{S}\left|\phi_{i}\right\rangle \geq 0 \quad \forall\left|\phi_{i}\right\rangle \tag{2.39}
\end{equation*}
$$

Complete positivity is a stronger property than positivity: it requires not only that any positive semidefinite operator is mapped into a positive semidefinite operator, but also that any extension of a positive semidefinite operator is mapped into a positive semidefinite operator. By an extension of an operator we mean an operator whose action is extended to another Hilbert space. Consider an auxiliary Hilbert space $\mathcal{H}_{S^{\prime}}$ and the identity operator on this space $\mathcal{I}_{S^{\prime}}$. The map $\mathcal{V}_{S}\left(t, t_{0}\right)$ is said to be completely positive if its tensor product with the identity map $\mathcal{I}_{S^{\prime}}$ maps any positive operator acting on the Hilbert space $\mathcal{H}_{S} \otimes \mathcal{H}_{S^{\prime}}$ into positive operators:

$$
\begin{equation*}
\left(\mathcal{V}_{S}\left(t, t_{0}\right) \otimes \mathcal{I}_{S^{\prime}}\right)\left(\hat{A}_{S S^{\prime}}\right) \geq 0 \quad \forall \hat{A}_{S S^{\prime}} \geq 0 \tag{2.40}
\end{equation*}
$$

Physically this amounts to the requirement that the local action of $\mathcal{V}_{S}\left(t, t_{0}\right)$ on $S$ should map states into states, even in presence of quantum correlations, like entanglement, between $S$ and $S^{\prime}$.

The axiomatic approach to the derivation of the Markovian master equation assumes that the maps $\mathcal{V}_{S}\left(t, t_{0}\right)$ form a dynamical semigroup as $t$ varies. That is, in the timehomogeneous case, the maps fulfill the property:

$$
\begin{equation*}
\mathcal{V}_{S}\left(t_{2}, t_{1}\right) \mathcal{V}_{S}\left(t_{1}, t_{0}\right)=\mathcal{V}_{S}\left(t_{2}, t_{0}\right) \tag{2.41}
\end{equation*}
$$

It is also required that the one parameter family of maps $\mathcal{V}_{S}\left(t, t_{0}\right)$ is ultraweak continuous, that is:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \operatorname{Tr}_{S}\left\{\left(\mathcal{V}_{S}^{\dagger}\left(t_{0}+\epsilon, t_{0}\right) \hat{A}_{S}-\hat{A}_{S}\right) \hat{\rho}_{S}\left(t_{0}\right)\right\}=0 \tag{2.42}
\end{equation*}
$$

This property allows for the introduction of the generator $\mathcal{L}$ of the dynamical semi-
group, thank to which we can write:

$$
\begin{equation*}
\mathcal{V}_{S}(t)=\exp \{\mathcal{L} t\} \Rightarrow \frac{d}{d t} \hat{\rho}_{S}(t)=\mathcal{L} \hat{\rho}_{S}(t) \tag{2.43}
\end{equation*}
$$

This is the Markovian master equation: we can now proceed in deriving the standard form of the generator $\mathcal{L}$.

The map $\mathcal{V}_{S}(t)$, and thus the generator $\mathcal{L}$, can be characterized in terms of operators acting on $S$ only. To show this we write the density matrix $\hat{\rho}_{\mathcal{E}}$ through its spectral decomposition:

$$
\begin{equation*}
\hat{\rho}_{\mathcal{E}}=\sum_{\alpha} \lambda_{\alpha}\left|\phi_{\alpha}\right\rangle\left\langle\phi_{\alpha}\right| . \tag{2.44}
\end{equation*}
$$

Accordingly we can write the dynamical map as:

$$
\begin{equation*}
\mathcal{V}_{S}(t) \hat{\rho}_{S}(0)=\sum_{\alpha, \beta} \hat{W}_{S \alpha \beta}(t) \hat{\rho}_{S}(0) \hat{W}_{S \alpha \beta}^{\dagger}(t), \tag{2.45}
\end{equation*}
$$

where the operators $\hat{W}_{S \alpha \beta}(t)$ are defined as:

$$
\begin{equation*}
\hat{W}_{S \alpha \beta}(t)=\sqrt{\lambda_{\beta}}\left\langle\phi_{\alpha}\right| \hat{U}_{S \mathcal{E}}(t, 0)\left|\phi_{\beta}\right\rangle, \tag{2.46}
\end{equation*}
$$

and have the property:

$$
\begin{equation*}
\sum_{\alpha, \beta} \hat{W}_{S \alpha \beta}^{\dagger}(t) \hat{W}_{S \alpha \beta}(t)=\hat{\mathbb{I}}_{S}, \tag{2.47}
\end{equation*}
$$

which guarantees that $\mathcal{V}_{S}(t)$ is trace preserving.

For the sake of simplicity let us focus on the case where $\operatorname{dim}\left(\mathcal{H}_{S}\right)=d<\infty$. We can then define an orthonormal base of operators acting on $\mathcal{H}_{S}$ made out of $d^{2}$ elements $\left\{\hat{F}_{S i}\right\}$ fulfilling:

$$
\begin{equation*}
\left(\hat{F}_{S i}, \hat{F}_{S j}\right)=\operatorname{Tr}_{S}\left\{\hat{F}_{S i}^{\dagger} \hat{F}_{S j}\right\}=\delta_{i j} . \tag{2.48}
\end{equation*}
$$

We also choose the operator $\hat{F}_{S d^{2}}$ to be proportional to the identity operator, so that all
the other $\hat{F}_{S i}$ are traceless. Decomposing the operators $\mathcal{W}_{S \alpha \beta}(t)$ in this basis, we get:

$$
\begin{equation*}
\hat{W}_{S \alpha \beta}(t)=\sum_{i=1}^{d^{2}} \hat{F}_{S i}\left(\hat{F}_{S i}, \hat{W}_{S \alpha \beta}\right) \Rightarrow \mathcal{V}_{S}(t) \hat{\rho}_{S}(0)=\sum_{i j} c_{i j}(t) \hat{F}_{S i} \hat{\rho}_{S}(0) \hat{F}_{S j}^{\dagger} \tag{2.49}
\end{equation*}
$$

where the $c_{i j}$ are defined as:

$$
\begin{equation*}
c_{i j}(t)=\sum_{\alpha, \beta}\left(\hat{F}_{S i}, \hat{W}_{S \alpha \beta}(t)\right)\left(\hat{F}_{S j}, \hat{W}_{S \alpha \beta}(t)\right)^{*}, \tag{2.50}
\end{equation*}
$$

and form an Hermitian positive definite matrix. At this point we can go back to Eq. (2.43) and get from the definition:

$$
\begin{align*}
\mathcal{L} \hat{\rho}_{S} & =\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}\left[\mathcal{V}_{S}(\epsilon) \hat{\rho}_{S}(0)-\hat{\rho}_{S}(0)\right] \\
& =\lim _{\epsilon \rightarrow 0}\left[\frac{1}{d} \frac{c_{d^{2} d^{2}(\epsilon)-d}}{\epsilon} \hat{\rho}_{S}(t)+\frac{1}{\sqrt{d}} \sum_{i=1}^{d^{2}-1}\left(\frac{c_{i d^{2}}(\epsilon)}{\epsilon} \hat{F}_{S i} \hat{\rho}_{S}(t)+\frac{c_{d^{2} i}(\epsilon)}{\epsilon} \hat{\rho}_{S}(t) \hat{F}_{S i}^{\dagger}\right)\right. \\
& \left.+\sum_{i, j=1}^{d^{2}-1} \frac{c_{i j}(\epsilon)}{\epsilon} \hat{F}_{S i} \hat{\rho}_{S}(0) \hat{F}_{S j}^{\dagger}\right] . \tag{2.51}
\end{align*}
$$

In order to find the standard form of the Markovian generator $\mathcal{L}$ we define the coefficients:

$$
\begin{align*}
a_{d^{2} d^{2}} & =\lim _{\epsilon \rightarrow 0} \frac{c_{d^{2} d^{2}}(\epsilon)-d}{\epsilon}  \tag{2.52}\\
a_{i d^{2}} & =\lim _{\epsilon \rightarrow 0} \frac{c_{i d^{2}}(\epsilon)}{\epsilon}  \tag{2.53}\\
a_{i j} & =\lim _{\epsilon \rightarrow 0} \frac{c_{i j}(\epsilon)}{\epsilon} \tag{2.54}
\end{align*}
$$

where the matrix formed by the $a_{i j}$ is Hermitian and positive definite, since the $c_{i j}$ are. The coefficients $a_{i j}$ allow us to define the three operators:

$$
\begin{align*}
\hat{F}_{S} & =\frac{1}{\sqrt{d}} \sum_{i=1}^{d^{2}-1} a_{i d^{2}} \hat{F}_{S i}  \tag{2.55}\\
\hat{G}_{S} & =\frac{1}{2 d} a_{d^{2} d^{2}} \hat{\mathbb{I}}_{S}+\frac{1}{2}\left(\hat{F}_{S}^{\dagger}+\hat{F}_{S}\right)  \tag{2.56}\\
\hat{H} & =\frac{1}{2 i}\left(\hat{F}_{S}^{\dagger}-\hat{F}_{S}\right) \tag{2.57}
\end{align*}
$$

Thank to these operators we can write the Markovian generator as:

$$
\begin{equation*}
\mathcal{L} \hat{\rho}_{S}(t)=-i\left[\hat{H}, \hat{\rho}_{S}(t)\right]+\left\{\hat{G}_{S}, \hat{\rho}_{S}(t)\right\}+\sum_{i, j=1}^{d^{2}-1} a_{i j} \hat{F}_{S i} \hat{\rho}_{S}(t) \hat{F}_{j}^{\dagger} \tag{2.58}
\end{equation*}
$$

This equation can be further simplified by exploiting the fact that the dynamical semigroup elements are trace preserving:

$$
\begin{equation*}
\operatorname{Tr}_{S}\left\{\mathcal{L} \hat{\rho}_{S}(t)\right\}=0 \Rightarrow \hat{G}_{S}=-\frac{1}{2} \sum_{i, j=1}^{d^{2}-1} a_{i j} \hat{F}_{s j}^{\dagger} \hat{F}_{S i} \tag{2.59}
\end{equation*}
$$

so that substituting we can write the first standard form of the Markovian generator:

$$
\begin{equation*}
\mathcal{L} \hat{\rho}_{S}(t)=-i\left[\hat{H}, \hat{\rho}_{S}(t)\right]+\sum_{i, j=1}^{d^{2}-1} a_{i j}\left(\hat{F}_{S i} \hat{\rho}_{S}(t) \hat{F}_{S j}^{\dagger}-\frac{1}{2}\left\{\hat{F}_{S j}^{\dagger} \hat{F}_{S i}, \hat{\rho}_{S}(t)\right\}\right) . \tag{2.60}
\end{equation*}
$$

Because of its positivity, the matrix formed by the coefficients $a_{i j}$ can be diagonalized with the help of an appropriate unitary transformation $\hat{u}$ with matrix elements $u_{i j}$ such that:

$$
\begin{equation*}
\hat{u}^{\dagger} \hat{a} \hat{u}=\operatorname{Diag}\left\{\gamma_{1}, \gamma_{2}, \cdots, \gamma_{d^{2}-1}\right\} \quad \text { with } \gamma_{i} \geq 0 \tag{2.61}
\end{equation*}
$$

so that defining the operators $\hat{A}_{S k}$ through:

$$
\begin{equation*}
\hat{F}_{S i}=\sum_{k=1}^{d^{2}-1} u_{k i} \hat{A}_{S k} \tag{2.62}
\end{equation*}
$$

it is possible to write the generator $\mathcal{L}$ in its diagonal form:

$$
\begin{equation*}
\mathcal{L} \hat{\rho}_{S}(t)=-i\left[\hat{H}, \hat{\rho}_{S}(t)\right]+\sum_{k=1}^{d^{2}-1} \gamma_{k}\left(\hat{A}_{S k} \hat{\rho}_{S}(t) \hat{A}_{S k}^{\dagger}-\frac{1}{2}\left\{\hat{A}_{S k}^{\dagger} \hat{A}_{S k}, \hat{\rho}_{S}(t)\right\}\right) . \tag{2.63}
\end{equation*}
$$

Equation (2.63) is known as the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) equation, as it was first derived independently by Gorini, Kossakowski and Sudarshan [Gorini, Kossakowski, and Sudarshan 1976] and Lindblad [Lindblad 1976]. The operators $\hat{A}_{S k}$ are usually dubbed Lindblad operators.

The generator $\mathcal{L}$ does not fix univocally the form of $\mathcal{H}$ or the Lindblad operators $\hat{A}_{S k}$ : in fact there a two kinds of "gauge transformation" that leaves unchanged the generator:

- unitary transformations of the set of Lindblad operators such:

$$
\begin{equation*}
\sqrt{\gamma_{k}} \hat{A}_{S k} \rightarrow \sqrt{\gamma_{k}^{\prime}} \hat{A}_{s k}^{\prime}=\sum_{k i} u_{k i} \sqrt{\gamma_{i}} \hat{A}_{S i} \tag{2.64}
\end{equation*}
$$

with $u_{k i}$ the elements of a unitary matrix.

- inhomogeneous transformations of the form:

$$
\begin{align*}
\hat{A}_{S k} & \rightarrow \hat{A}_{s k}^{\prime}=\hat{A}_{S k}+a_{k}  \tag{2.65}\\
\hat{H} & \rightarrow \hat{H}^{\prime}=\hat{H}+\frac{1}{2 i} \sum_{j} \gamma_{j}\left(a_{j}^{*} \hat{A}_{S j}-a_{j} \hat{A}_{S j}^{\dagger}\right)+b, \tag{2.66}
\end{align*}
$$

with $a_{j} \in \mathbb{C}$ and $b \in \mathbb{R}$. This property allows one to choose traceless Lindblad operators.

Though perfectly legitimate, the axiomatic derivation of the GKSL equation leaves the physics "under the rug": just for instance, it is not clear what is the meaning of the coefficients $\gamma_{k}$, nor the origin and the role of $\hat{H}$, which though being Hermitian cannot be identified with the free Hamiltonian of the system.

Thus in the next section we are going to write down the GKSL equation using the so called microscopic derivation.

### 2.2.3. Microscopic derivation

The microscopic derivation of the Markovian generator [H. P. Breuer and Petruccione 2002] is an ab initio procedure that, starting from the interaction picture equation of motion of the joint density matrix $\hat{\rho}_{S \mathcal{E}}$ of the system, allows one to write down Eq. (2.63) through a series of approximations that highlight the physical conditions needed to derive a Markovian master equation.

The microscopic derivation is most easily performed in the interaction picture, which we shall adopt here. To start the derivation we assume the joint $S+\mathcal{E}$ system to be described by the Hamiltonian:

$$
\begin{equation*}
\hat{H}_{S \mathcal{E}}=\hat{H}_{S}+\hat{H}_{\mathcal{E}}+\hat{H}_{S-\mathcal{E}} \tag{2.67}
\end{equation*}
$$

and we assume the interaction Hamiltonian $\hat{H}_{S-\mathcal{E}}$ to represent a small perturbation.

In the interaction picture we have:

$$
\begin{align*}
\frac{d}{d t} \hat{\rho}_{S \mathcal{E}}(t) & =-i\left[\hat{H}_{S-\mathcal{E}}(t), \hat{\rho}_{S \mathcal{E}}(t)\right] \Rightarrow  \tag{2.68}\\
\hat{\rho}_{S \mathcal{E}}(t) & =\hat{\rho}_{S \mathcal{E}}(0)-i \int_{0}^{t} d s\left[\hat{H}_{S-\mathcal{E}}(d), \hat{\rho}_{S \mathcal{E}}(s)\right] \tag{2.69}
\end{align*}
$$

As usual we assume that the initial state of the joint system is a factorized state, i.e.:

$$
\begin{equation*}
\hat{\rho}_{S \mathcal{E}}(0)=\hat{\rho}_{S}(0) \otimes \hat{\rho}_{\mathcal{E}} . \tag{2.70}
\end{equation*}
$$

This assumption is crucial in order to get a Markovian evolution, as the presence of initial correlations between system and environment leads to non-Markovian dynamics and is still the object of several studies [Hayashi, Kimura, and Ota 2003; Modi 2012; Pollock et al. 2018; Ringbauer et al. 2015; Štelmachovič and Bužek 2001; Usha Devi, Rajagopal, and Sudha 2011].

We will also assume that the stability condition holds:

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{E}}\left\{\left[\hat{H}_{S-\mathcal{E}}, \hat{\rho}_{S \mathcal{E}}(0)\right]\right\}=0 \tag{2.71}
\end{equation*}
$$

For the stability condition to hold the environmental average of the interaction Hamiltonian must be null. With these assumptions, inserting Eq. (2.69) into Eq. (2.68) and tracing over the environmental degrees of freedom we get:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=-\int_{0}^{t} d s \operatorname{Tr}_{\mathcal{E}}\left\{\left[\hat{H}_{S-\mathcal{E}}(t),\left[\hat{H}_{S-\mathcal{E}}(s), \hat{\rho}_{S \mathcal{E}}(s)\right]\right]\right\} . \tag{2.72}
\end{equation*}
$$

Equation (2.72) still contains the joint $S+\mathcal{E}$ density matrix $\hat{\rho}_{S \mathcal{E}}$ : in order to solve this we perform the so called Born approximation. Within this approximation one assumes that, because of the weak-coupling assumption, the environment is only slightly affected by the interaction with the system $S$, and so is its density matrix, such that one can approximate the joint state of $S$ and $\mathcal{E}$ with a tensor product for all times $t$ :

$$
\begin{equation*}
\hat{\rho}_{S \mathcal{E}} \simeq \hat{\rho}_{S}(t) \otimes \hat{\rho}_{\mathcal{E}} . \tag{2.73}
\end{equation*}
$$

It is important to note that this assumption by no means states that there are no excitations in the environment: as it will be clearer with the Markovian approximation to be performed in a few passages and in the collisional derivation, we just assume
that the environmental excitations decay over a timescale which is far smaller than the coarse-grained timescale at which we look at system's dynamics.

Thanks to the Born approximation we can write:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=-\int_{0}^{t} d s \operatorname{Tr}_{\mathcal{E}}\left[\hat{H}_{S-\mathcal{E}}(t),\left[H_{S-\mathcal{E}}(s), \hat{\rho}_{S}(s) \otimes \hat{\rho}_{\mathcal{E}}\right]\right] . \tag{2.74}
\end{equation*}
$$

Equation (2.74) is manifestly non-Markovian, since it depends on $\hat{\rho}_{S}(s)$ : the Markov approximation consist exactly in substituting $\hat{\rho}_{S}(s)$ with $\hat{\rho}_{S}(t)$, so that one can write the Redfield equation [Redfield 1957; Schmidt 1981]:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=-\int_{0}^{t} d s \operatorname{Tr}_{\mathcal{E}}\left[\hat{H}_{S-\mathcal{E}}(t),\left[H_{S-\mathcal{E}}(s), \hat{\rho}_{S}(t) \otimes \hat{\rho}_{\mathcal{E}}\right]\right] \tag{2.75}
\end{equation*}
$$

The Redfield equation is local in time, but still depends on the initial preparation time, and thus may fail positivity in general, though this issue can be solved under appropriate hypothesis [Farina and Giovannetti 2019]. In order to solve this we want to substitute $s$ with $t-s$ and let the upper limit of the integral go to infinity: this is allowed as long as the timescale $\tau_{\mathcal{E}}$ at which the environmental correlations decay is much smaller than the relaxation time $\tau_{R}$. If this condition justifying the Markov approximation is fulfilled, then the integral decays sufficiently fast for $s \gg \tau_{\mathcal{E}}$ and we can let the upper limit of the integral to infinity. It is this we meant when we said that the Markovian description represents a coarse-grained description of the system. Performing the substitution into Eq. (2.75) we get:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=-\int_{0}^{\infty} d s \operatorname{Tr}_{\mathcal{E}}\left[\hat{H}_{S-\mathcal{E}}(t),\left[H_{S-\mathcal{E}}(t-s), \hat{\rho}_{S}(t) \otimes \hat{\rho}_{\mathcal{E}}\right]\right] . \tag{2.76}
\end{equation*}
$$

The approximations performed up to now are usually dubbed Born-Markov approximation, but still they do not guarantee that $\mathcal{L}$ is the generator of a dynamical semigroup. In order to attain this we must further approximate, introducing the secular approximation. In order to do so we write the interaction Hamiltonian as:

$$
\begin{equation*}
\hat{H}_{S-\mathcal{E}}=\sum_{\alpha} \hat{A}_{S \alpha} \otimes \hat{B}_{\mathcal{E} \alpha}, \tag{2.77}
\end{equation*}
$$

where the operators $\hat{A}_{S \alpha}$ and $\hat{B}_{\mathcal{E} \alpha}$ are Hermitian. We then define the eigenoperators of the Hamiltonian $\hat{H}_{S}$ : this is readily done by considering the projectors $\hat{\Pi}_{S}(\epsilon)$ onto the
eigenspace with energy $\epsilon$. Then we can define:

$$
\begin{equation*}
\hat{A}_{S \alpha}(\omega)=\sum_{\epsilon-\epsilon^{\prime}=\omega} \hat{\Pi}_{S}\left(\epsilon^{\prime}\right) \hat{A}_{S \alpha} \hat{\Pi}_{S}(\epsilon) . \tag{2.78}
\end{equation*}
$$

The operators $\hat{A}_{S \alpha}(\omega)$ are eigenoperators of $\hat{H}_{S}$ since it can be verified that:

$$
\begin{equation*}
\left[\hat{H}_{S}, \hat{A}_{S \alpha}(\omega)\right]=-\omega \hat{A}_{S \alpha}(\omega) \quad\left[\hat{H}_{S}, \hat{A}_{S \alpha}^{\dagger}(\omega)\right]=\omega \hat{A}_{S \alpha}^{\dagger}(\omega) \tag{2.79}
\end{equation*}
$$

The eigenoperators $\hat{A}_{S \alpha}(\omega)$ have the properties:

$$
\begin{align*}
& \hat{A}_{S \alpha}(\omega)=\hat{A}_{S \alpha}^{\dagger}(-\omega)  \tag{2.80}\\
& \hat{A}_{S \alpha}=\sum_{\omega} \hat{A}_{S \alpha}(\omega)=\sum_{\omega} \hat{A}_{S \alpha}^{\dagger}(\omega) \Rightarrow  \tag{2.81}\\
& \hat{H}_{S-\mathcal{E}}=\sum_{\alpha, \omega} \hat{A}_{S \alpha}(\omega) \otimes \hat{B}_{\mathcal{E} \alpha}=\sum_{\alpha, \omega} \hat{A}_{S \alpha}^{\dagger}(\omega) \otimes \hat{B}_{\mathcal{E} \alpha}^{\dagger} \tag{2.82}
\end{align*}
$$

where the first property comes directly from the definition and the second from the completeness relation. The advantage of working in the basis of the eigenoperators of $\hat{H}_{S}$ is that in the interaction picture they evolve in athe very simple fashion:

$$
\begin{equation*}
\hat{H}_{S-\mathcal{E}}(t)=\sum_{\alpha, \omega} e^{-i \omega t} \hat{A}_{S \alpha}(\omega) \otimes \hat{B}_{\mathcal{E} \alpha}(t)=\sum_{\alpha, \omega} e^{i \omega t} \hat{A}_{S \alpha}^{\dagger}(\omega) \otimes \hat{B}_{\mathcal{E} \alpha}^{\dagger}(t), \tag{2.83}
\end{equation*}
$$

where $\hat{B}_{\mathcal{E} \alpha}$ are the bath operators in the interaction picture. Note also that the stability condition in Eq. (2.71) now becomes:

$$
\begin{equation*}
\left\langle\hat{B}_{\mathcal{E} \alpha}(t)\right\rangle=\operatorname{Tr}\left\{\hat{B}_{\mathcal{E} \alpha}(t) \hat{\rho}_{\mathcal{E}}\right\}=0 \tag{2.84}
\end{equation*}
$$

We can now develop the commutators in Eq. (2.76) and get:

$$
\begin{align*}
\frac{d}{d t} \hat{\rho}_{S}(t) & =\int_{0}^{\infty} d s\left\{\left[\hat{H}_{S-\mathcal{E}}(t-s)\left(\hat{\rho}_{S}(t) \otimes \hat{\rho}_{\mathcal{E}}\right) \hat{H}_{S-\mathcal{E}}(t)\right.\right. \\
& \left.\left.-\left(\hat{\rho}_{S}(t) \otimes \hat{\rho}_{\mathcal{E}}\right) \hat{H}_{S-\mathcal{E}}(t-s) \hat{H}_{S-\mathcal{E}}(t)\right]+ \text { h.c. }\right\}  \tag{2.85}\\
& =\sum_{\omega, \omega^{\prime}} \sum_{\alpha, \beta} e^{i\left(\omega^{\prime}-\omega\right) t} \Gamma_{\alpha \beta}(\omega)\left(\hat{A}_{S \beta}(\omega) \hat{\rho}_{S}(t) \hat{A}_{S \alpha}^{\dagger}\left(\omega^{\prime}\right)\right. \\
& \left.-\hat{A}_{S \alpha}^{\dagger}\left(\omega^{\prime}\right) \hat{A}_{S \beta}(\omega) \hat{\rho}_{S}(t)\right)+ \text { h.c. } \tag{2.86}
\end{align*}
$$

where the quantities

$$
\begin{equation*}
\Gamma_{\alpha \beta}(\omega)=\int_{0}^{\infty} d s e^{i \omega s}\left\langle\hat{B}_{\mathcal{E} \alpha}^{\dagger}(t) \hat{B}_{\mathcal{E} \beta}(t-s)\right\rangle, \tag{2.87}
\end{equation*}
$$

are the one-sided Fourier transforms of the environmental correlation functions:

$$
\begin{equation*}
\left\langle\hat{B}_{\mathcal{E} \alpha}^{\dagger}(t) \hat{B}_{\mathcal{E} \beta}(t-s)\right\rangle=\operatorname{Tr}_{\mathcal{E}}\left\{\hat{B}_{\mathcal{E} \alpha}^{\dagger}(t) \hat{B}_{\mathcal{E} \beta}(t-s) \hat{\rho}_{\mathcal{E}}\right\} . \tag{2.88}
\end{equation*}
$$

Moreover, if $\hat{\rho}_{\mathcal{E}}$ is a stationary state of the environment, that is $\left[\hat{H}_{\mathcal{E}}, \hat{\rho}_{\mathcal{E}}\right]=0$, than the correlation functions are homogeneous in time, so that their Fourier transform is timeindependent. This is the case, for instance, when the environmental state is a thermal state, while it is not true if the environmental state is, say, a squeezed vacuum.

It is in Eq. (2.86) that the secular approximation comes into play: system $S$ is characterized by a timescale $\tau_{S} \simeq\left|\omega-\omega^{\prime}\right|^{-1}$ over which the state of $S$ changes appreciably. When $\tau_{S}$ is small compared with the relaxation time $\tau_{R}$ of the joint system, than the non-secular terms in Eq. (2.86) can be neglected, as they average out on timescale $\tau_{R}$. We can thus eliminate all the terms for which $\omega \neq \omega^{\prime}$ getting:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=\sum_{\omega} \sum_{\alpha, \beta}\left[\Gamma_{\alpha \beta}(\omega)\left(\hat{A}_{S \beta}(\omega) \hat{\rho}_{S}(t) \hat{A}_{S \alpha}^{\dagger}(\omega)-\hat{A}_{S \alpha}^{\dagger}(\omega) \hat{A}_{S \beta}(\omega) \hat{\rho}_{S}(t)\right)+h . c .\right] . \tag{2.89}
\end{equation*}
$$

The last step to do to write the Markovian generator in its first form is to divide the $\Gamma_{\alpha \beta}(\omega)$ as follows:

$$
\begin{equation*}
\Gamma_{\alpha \beta}(\omega)=\frac{1}{2} \gamma_{\alpha \beta}(\omega)+i \Sigma_{\alpha \beta}(\omega), \tag{2.90}
\end{equation*}
$$

where the coefficients $\Sigma_{\alpha \beta}(\omega)$ are defined as:

$$
\begin{equation*}
\Sigma_{\alpha \beta}(\omega)=-\frac{i}{2}\left(\Gamma_{\alpha \beta}(\omega)-\Gamma_{\beta \alpha}^{*}(\omega)\right), \tag{2.91}
\end{equation*}
$$

and at fixed $\omega$ form an Hermitian matrix, while the coefficients

$$
\begin{equation*}
\gamma_{\alpha \beta}(\omega)=\Gamma_{\alpha \beta}(\omega)+\Gamma_{\beta \alpha}^{*}(\omega)=\int_{-\infty}^{+\infty} d s e^{i \omega s}\left\langle\hat{B}_{\mathcal{E} \alpha}(s) \hat{B}_{\mathcal{E} \beta}(0)\right\rangle \tag{2.92}
\end{equation*}
$$

form a positive matrix. We can then write the Markovian master equation in the inter-
action picture as:

$$
\begin{align*}
\frac{d}{d t} \hat{\rho}_{S}(t) & =-i\left[\hat{H}_{L S}, \hat{\rho}_{S}(t)\right]  \tag{2.93}\\
& +\sum_{\omega} \sum_{\alpha, \beta} \gamma_{\alpha \beta}(\omega)\left(\hat{A}_{S \beta}(\omega) \hat{\rho}_{S}(t) \hat{A}_{S \alpha}^{\dagger}(\omega)-\frac{1}{2}\left\{\hat{A}_{S \alpha}^{\dagger}(\omega) \hat{A}_{S \beta}(\omega), \hat{\rho}_{S}(t)\right\}\right)
\end{align*}
$$

where the Hermitian operator $\hat{H}_{L S}$ is defined as:

$$
\begin{equation*}
\hat{H}_{L S}=\sum_{\omega} \sum_{\alpha \beta} \Sigma_{\alpha \beta}(\omega) \hat{A}_{S \alpha}^{\dagger}(\omega) \hat{A}_{S \beta}(\omega), \tag{2.94}
\end{equation*}
$$

and represents a renormalization contribution to the Hamiltonian, usually called Lamb shift Hamiltonian. The other part of the generator, usually dubbed the dissipator, can be brought in the GKSL form by diagonalizing the matrix $\gamma_{\alpha \beta}(\omega)$ through an appropriate unitary $u(\omega)$ and introducing the operators

$$
\begin{equation*}
\hat{A}_{\alpha}^{\prime}(\omega)=\sum_{\beta} u_{\alpha \beta}(\omega) \hat{A}_{S \beta}(\omega), \tag{2.95}
\end{equation*}
$$

so that we can write

$$
\begin{align*}
\frac{d}{d t} \hat{\rho}_{S}(t) & =-i\left[\hat{H}_{L S}, \hat{\rho}_{S}(t)\right]  \tag{2.96}\\
& +\sum_{\omega, \alpha} \gamma_{\alpha}(\omega)\left(\hat{A}_{S \alpha}^{\prime}(\omega) \hat{\rho}_{S}(t) \hat{A}_{S \alpha}^{\prime}(\omega)-\frac{1}{2}\left\{\hat{A}_{S \alpha}^{\prime}(\omega) \hat{A}_{S \alpha}^{\prime}(\omega), \hat{\rho}_{S}(t)\right\}\right)
\end{align*}
$$

We have finally derived the Markovian generator in the GKSL form through a microscopic derivation: during the procedure we invoked several approximations, the most important being:

- the weak coupling approximation: the coupling between $S$ and $\mathcal{E}$ is small, so that it affects only slightly the environment and we are able to work at the second order of perturbation theory;
- the Born approximation: because of the weak coupling we assume that it is possible to write the joint state of $S+\mathcal{E}$ as a tensor product at any time;
- the Markov approximation: thank to the fast decay of environmental correlation functions we can write an equation which is time local;
- the secular approximation: when the timescale $\tau_{S}$ over which the state of system $S$ varies appreciably is small compared to the relaxation time of the joint $S+\mathcal{E}$ system, then it is possible to neglect the counter rotating terms in Eq. (2.86).

The microscopic derivation, at glance with the axiomatic one, makes clear which are the physical assumptions entailing the possibility of writing a Markovian generator of the dynamics: nonetheless if only one of these assumptions is false, then the derivation is not valid anymore, and one would have to rely to other methods and approximations in order to write a master equation. This is completely different with what happens with collisional models, as we are going to see in the next section.

### 2.3. Collisional model

Collisional models were introduced long ago as a tool to describe open quantum systems [Rau 1963], but it was only until recently that they gained much attention from the community. This interest stems from the great flexibility in depicting the dynamics of an open quantum systems given by collisional models: just by changing a few parameters one can describe very different situation, from Markovian dynamics [Amato, H.-P. Breuer, and Vacchini 2019] to non-Markovian dynamics [Campbell et al. 2018; Kretschmer, Luoma, and Strunz 2016; Lorenzo, Ciccarello, Palma, and Vacchini 2017; McCloskey and Paternostro 2014; Pellegrini and Petruccione 2009], from feedback processes [Altamirano et al. 2017; Grimsmo 2015] to measurement processes [Seah et al. 2019]. Moreover, as we are going to see in Chap. 4, collisional models also entails the possibility of keeping track of the environmental degrees of freedom, a very important feature in the study of open quantum systems.

In collisional models one describes the environment $\mathcal{E}$ as a collection $\left\{E_{i}\right\}$ of quantum subsystems usually called ancillas. These ancillas interact in a collisional fashion with system $S$ for a short but finite time interval $\delta t$ according to some interaction Hamiltonian. The sequence of this collisions gives rise to a time discrete evolution of $S$, the continuous limit being recovered sending to zero the collision time $\delta t$ and to infinity the number $n$ of collisions.

Already from this simple description of collisional model we can observe that there are many knobs on which to intervene to modify the dynamics: one could change the state of the ancillas to describe different environments, introduce intra-ancilla collisions to introduce non-Markovian effects [Ciccarello, Palma, and Giovannetti 2013; Lorenzo,

Ciccarello, and Palma 2016] or change the order with which the ancillas interact with $S$ in order to obtain feedback dynamics and more.

Before seeing in Chap. 3 how a collisional model can be used to describe cascade systems dynamics, let us show how to derive the Markovian master equation through a collisional model.

We consider once again a system $S$ characterized by the Hamiltonian $\hat{H}_{S}$, while we describe the environment $\mathcal{E}$ as a collection of ancillas $\left\{E_{\ell}\right\}$ all in the same reference state $\hat{\eta}_{\ell}=\hat{\eta}$, characterized by the Hamiltonian $\hat{H}_{\mathcal{E}}=\sum_{\ell} \hat{H}_{E_{\ell}}$. The interaction between $S$ and $\mathcal{E}$ is described by the Hamiltonian $\hat{H}_{S-\mathcal{E}}=\sum_{\ell} \hat{H}_{S-E_{\ell}}$, which is the sum of the interaction Hamiltonians of $S$ and the ancillas $E_{\ell}$. We further assume the initial state to be factorized:

$$
\begin{equation*}
\hat{\rho}_{S \mathcal{E}}(0)=\hat{\rho}_{S}(0) \bigotimes_{\ell} \hat{\eta}_{\ell} \tag{2.97}
\end{equation*}
$$

Furthermore we assume, without loss of generality, the interaction picture interaction Hamiltonian between $S$ and an ancilla $E_{\ell}$ to be of the generic form:

$$
\begin{equation*}
\hat{H}_{S-E_{\ell}}=g \sum_{\alpha, \omega} \hat{A}_{S \alpha}(\omega) \otimes \hat{B}_{E_{\ell} \alpha}(\omega) \tag{2.98}
\end{equation*}
$$

with $\hat{A}_{S \alpha}, \hat{B}_{E_{i} \alpha}$ Hermitian and $g$ being a coefficient measuring the strength of the interaction. Assuming the $\hat{A}_{S \alpha}(\omega)$ to be eigenoperators of $\hat{H}_{S}$ one can write the evolution of the interaction Hamiltonian as:

$$
\begin{equation*}
\hat{H}_{S-E_{\ell}}=\sum_{\alpha, \omega} e^{-i \omega \ell \delta t} \hat{A}_{S \alpha}(\omega) \otimes \hat{B}_{E_{\ell}}(\ell \delta t, \omega) \tag{2.99}
\end{equation*}
$$

where the time evolution of the environmental operators is given by:

$$
\begin{equation*}
\hat{B}_{E_{\ell} \alpha}(\ell \delta t)=\hat{B}_{E_{\ell} \alpha}((\ell-1) \delta t, \omega)-i\left[\hat{H}_{E_{\ell}}, \hat{B}_{E_{\ell} \alpha}((\ell-1) \delta t, \omega)\right] \delta t \tag{2.100}
\end{equation*}
$$

Fig. 2.3 shows how the collisional model proceeds: the reduced density matrix $\hat{\rho}_{S}$ evolves in discrete steps. At the first step $S$ interacts with the first ancilla $E_{1}$ according to:

$$
\begin{equation*}
\hat{\rho}_{S}(0) \otimes \hat{\eta}_{1} \rightarrow \mathcal{U}_{S E_{1}}\left(\hat{\rho}_{S}(0) \otimes \hat{\eta}_{1}\right)=\hat{U}_{S E_{1}}\left(\hat{\rho}_{S}(0) \otimes \hat{\eta}_{1}\right) \hat{U}_{S E_{1}}^{\dagger} \tag{2.101}
\end{equation*}
$$



Figure 2.3.: A sketch resuming the dynamics as described by a collisional model. First $S$ interacts with the ancilla $E_{1}$ through $\mathcal{U}_{S E_{1}}$, as shown in panel (a). Then, as in panel (b), one traces away the degrees of freedom belonging to $E_{1}$ in order to get the state $\hat{\rho}_{S}(\delta t)$ of $S$ after the first collision. After it is traced away, the ancilla $E_{1}$ will partecipate to the dynamics no more. Then $S$ interacts with the second ancilla as in panel (c), which is then traced away in panel (d) in order to get the state $\hat{\rho}_{S}(2 \delta t)$ of $S$ after the second collision.
with

$$
\begin{equation*}
\hat{U}_{S E_{\ell}}=\exp \left[-i \hat{H}_{S E_{\ell}} \delta t\right] . \tag{2.102}
\end{equation*}
$$

At this point one traces away the ancilla $E_{1}$, which will not partecipate to the dynamics anymore, getting the reduced state after the first step of length $\delta t$ :

$$
\begin{equation*}
\hat{\rho}_{S}(\delta t)=\operatorname{Tr}_{E_{1}}\left\{\mathcal{U}_{S E_{1}}\left(\hat{\rho}_{S}(0) \otimes \hat{\eta}_{1}\right)\right\} \tag{2.103}
\end{equation*}
$$

Consider next the state $\hat{\rho}_{S}(\delta t) \otimes \hat{\eta}_{2}$ and iterates the procedure, so that we can write the recursive relation:

$$
\begin{equation*}
\hat{\rho}_{S}((\ell+1) \delta t)=\operatorname{Tr}_{E_{\ell}}\left\{\hat{U}_{S E_{\ell}}\left(\hat{\rho}_{S}(\ell \delta t) \otimes \hat{\eta}_{\ell}\right) \hat{U}_{S E_{\ell}}\right\} \tag{2.104}
\end{equation*}
$$

which, as we shall see, allows us to derive the master equation. First we expand the
unitary operator $\hat{U}_{S E_{\ell}}$ in powers of $g \delta t$ :

$$
\begin{equation*}
\hat{U}_{S E_{\ell}}=\hat{\mathbb{I}}_{S E_{\ell}}-i \delta t \hat{H}_{S E_{\ell}}-\frac{\delta t^{2}}{2} \hat{H}_{S E_{\ell}}^{2}+\mathcal{O}\left((g \delta t)^{3}\right) \tag{2.105}
\end{equation*}
$$

Inserting this expression in Eq. (2.104) and retaining terms up to second order in $g \delta t$ we can write:

$$
\begin{align*}
\hat{\rho}_{S}((\ell+1) \delta t) & =\operatorname{Tr}_{E_{\ell}}\left\{\hat{\rho}_{S}(\ell \delta t) \otimes \hat{\eta}_{\ell}-i \delta t\left[\hat{H}_{S E_{\ell}}, \hat{\rho}_{S}(\ell \delta t) \otimes \hat{\eta}_{\ell}\right]\right.  \tag{2.106}\\
& \left.-\frac{\delta t^{2}}{2}\left\{\hat{H}_{S E_{\ell}}, \hat{\rho}_{S}(\ell \delta t) \otimes \hat{\eta}_{\ell}\right\}+\delta t^{2} \hat{H}_{S E_{\ell}}\left(\hat{\rho}_{S}(\ell \delta t) \otimes \hat{\eta}_{\ell}\right) \hat{H}_{S E_{\ell}}\right\} .
\end{align*}
$$

As in the previous section, we now invoke a stability condition, which in the collisional model takes the form:

$$
\begin{equation*}
\operatorname{Tr}_{E_{\ell}}\left\{\hat{B}_{E_{\ell} \alpha} \hat{\eta}_{\ell}\right\}=0 \quad \forall \ell, \alpha \tag{2.107}
\end{equation*}
$$

Thank to Eq. (2.107) the first order term in Eq. (2.106) vanishes, leading to:

$$
\begin{aligned}
& \hat{\rho}_{S}((\ell+1) \delta t)=\hat{\rho}_{S}(\ell \delta t)+\delta t^{2} g^{2} \sum_{\substack{\alpha, \beta \\
\omega \omega^{\prime}}} \operatorname{Tr}_{E_{\ell}}\left\{\hat{B}_{E_{\ell} \beta}^{\dagger}\left(\ell \delta t, \omega^{\prime}\right) \hat{B}_{E_{\ell} \alpha}(\ell \delta t, \omega) \hat{\eta}_{\ell}\right\} . \\
& e^{-i\left(\omega-\omega^{\prime}\right) \ell \delta t}\left(\hat{A}_{S \alpha}(\omega) \hat{\rho}_{S}(\ell \delta t) \hat{A}_{S \beta}^{\dagger}\left(\omega^{\prime}\right)-\frac{1}{2}\left\{\hat{A}_{S \beta}^{\dagger}\left(\omega^{\prime}\right) \hat{A}_{S \alpha}(\omega), \hat{\rho}_{S}(\ell \delta t)\right\}\right) .
\end{aligned}
$$

This is the discrete form of the Markovian master equation, where we still did not invoke the secular approximation. If we enforce this approximation, i.e. we discard all the term with $\omega \neq \omega^{\prime}$ we get:

$$
\begin{align*}
& \hat{\rho}_{S}((\ell+1) \delta t)=\hat{\rho}_{S}(\ell \delta t)  \tag{2.108}\\
& +\delta t^{2} g^{2} \sum_{\substack{\alpha, \beta \\
\omega}} \operatorname{Tr}_{E_{\ell}}\left\{\hat{B}_{E_{\ell} \beta}^{\dagger}(\ell \delta t, \omega) \hat{B}_{E_{\ell} \alpha}(\ell \delta t, \omega) \hat{\eta}_{\ell}\right\} \\
& \left(\hat{A}_{S \alpha}(\omega) \hat{\rho}_{S}(\ell \delta t) \hat{A}_{S \beta}^{\dagger}(\omega)-\frac{1}{2}\left\{\hat{A}_{S \beta}^{\dagger}(\omega) \hat{A}_{S \alpha}(\omega), \hat{\rho}_{S}(\ell \delta t)\right\}\right) .
\end{align*}
$$

As in the microscopic derivation, if $\hat{\eta}_{E_{\ell}}$ is a stationary state of $\hat{H}_{E_{\ell}}$ then the environ-
mental correlation functions do not depend on time, and we can write:

$$
\begin{align*}
& \frac{\hat{\rho}_{S}((\ell+1) \delta t)-\hat{\rho}_{S}(\ell \delta t)}{\delta t}=  \tag{2.109}\\
& \delta t g^{2} \sum_{\substack{\alpha, \beta \\
\omega}} \gamma_{\alpha \beta}(\omega)\left(\hat{A}_{S \alpha}(\omega) \hat{\rho}_{S}(\ell \delta t) \hat{A}_{S \beta}^{\dagger}(\omega)-\frac{1}{2}\left\{\hat{A}_{S \beta}^{\dagger}(\omega) \hat{A}_{S \alpha}(\omega), \hat{\rho}_{S}(\ell \delta t)\right\}\right)
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\gamma_{\alpha \beta}(\omega)=\operatorname{Tr}_{E_{\ell}}\left\{\hat{B}_{E_{\ell} \beta}^{\dagger}(\omega) \hat{B}_{E_{\ell} \alpha}(\omega) \hat{\eta}_{\ell}\right\} . \tag{2.110}
\end{equation*}
$$

One can then diagonalize the matrix of coefficients $\gamma_{\alpha \beta}(\omega)$ through a unitary $u$ such that:

$$
\begin{equation*}
\hat{u} \gamma_{\alpha \beta}(\omega) \hat{u}^{\dagger}=\operatorname{Diag}\left(\gamma_{1}, \gamma_{2} \cdots \gamma_{d^{2}-1}\right) . \tag{2.111}
\end{equation*}
$$

After this operation we can write:

$$
\begin{align*}
& \frac{\hat{\rho}_{S}((\ell+1) \delta t)-\hat{\rho}_{S}(\ell \delta t)}{\delta t}=  \tag{2.112}\\
& \delta t g^{2} \sum_{\alpha, \omega} \gamma_{\alpha}(\omega)\left(\hat{A}_{S \alpha}(\omega) \hat{\rho}_{S}(\ell \delta t) \hat{A}_{S \alpha}^{\dagger}(\omega)-\frac{1}{2}\left\{\hat{A}_{S \alpha}^{\dagger}(\omega) \hat{A}_{S \alpha}(\omega), \hat{\rho}_{S}(\ell \delta t)\right\}\right)
\end{align*}
$$

Equation (2.112) is the discrete form of the Markovian generator in the GKSL form: it is identical to the standard Markovian generator, with the only difference that in this case the evolution of the reduced density matrix proceeds in discrete time steps of length $\delta t$. Any master equation derived via a collisional model will have this discrete feature before taking the continuous time limit.

To get a continuous time equation in a collision model, one has to consider the limit in which the finite time interval $\delta t$ becomes a differential. In order to get meaningful results one must, at the same time, consider the limit of an infinite number of collisions, so that:

$$
\begin{align*}
& \lim _{\delta t \rightarrow 0} \delta t=d t  \tag{2.113}\\
& \lim _{\substack{\delta \rightarrow 0 \\
\ell \rightarrow \infty}} \ell \delta t=t  \tag{2.114}\\
& \lim _{\substack{\delta t \rightarrow 0 \\
\ell \rightarrow \infty}} \delta t g^{2}=\gamma \tag{2.115}
\end{align*}
$$

Applying these limits to Eq. (2.112) we retrieve the continuous time Marokovian generator:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=\sum_{\alpha, \omega} \tilde{\gamma}_{\alpha}(\omega)\left(\hat{A}_{S \alpha}(\omega) \hat{\rho}_{S}(t) \hat{A}_{S \alpha}^{\dagger}(\omega)-\frac{1}{2}\left\{\hat{A}_{S \alpha}^{\dagger}(\omega) \hat{A}_{S \alpha}(\omega), \hat{\rho}_{S}(t)\right\}\right) \tag{2.116}
\end{equation*}
$$

where $\tilde{\gamma}_{\alpha}(\omega)=\gamma \gamma_{\alpha}(\omega)$.
Now that we have completed the derivation of the Markovian master equation through a collisional model, we can comment on similarities and differences between this derivation and the microscopic one we saw in the previous section.

In the microscopic derivation we first invoked the Born approximation, which allowed us to assume the reduced state and the environmental state to be in a product state for all time $t$ due to the weakness of the interaction. In the collision model one does not need such an approximation, because the environment is modeled as a collection of degrees of freedom, the ancillas, that are independent from each other and interact piecewise with the reduced system. In the collisional setting the markovianity of the reduced dynamics is dictated by the intra-ancilla interactions: in absence of such interactions, as we assumed, the dynamics is automatically Markovian. This also implies that in the collisional setting one does not need the Markov approximation, the one that in the microscopic derivation allows for a time-local generator: dynamics in the collisional model we used in this section is time local per se.

Then in both derivations we called in our help the stability condition in order to eliminate first order terms from the generator: it must however be noted that this condition is not restricting us, as the stability condition can always be enforced by moving to an appropriate rotating reference frame.

Finally in both derivations we invoked the secular approximation: though this approximation allows to simplify a lot the equations, it is actually not crucial in order to get a Markovian dynamics: as it can be found in literature [H. P. Breuer, Dietz, and Holthaus 1988; H. P. Breuer and Petruccione 2002; H.-P. Breuer and Petruccione 1997; Kohler, Dittrich, and Hänggi 1997], the strong coupling regime can be dealt with via Floquet theory. The approximations used in the two models are resumed in table 2.1.

The important point to note is that collisional models allow for greater elasticity in depicting the dynamics: as it can be seen from the literature, and as we are going to see in Chap. 3, by changing the order in which the ancilla interact with the reduced system $S$, or introducing intra-ancilla interactions, one can easily adapt the collisional model to many situations, ranging from cascade systems to non-Markovian dynamics.

| Approximation | Microscopic derivation | Collisional model |
| :--- | :--- | :--- |
| Born Approximation | $\hat{\rho}_{S \mathcal{E}}(t)=\hat{\rho}_{S}(t) \otimes \hat{\rho}_{\mathcal{E}}$ | Not needed |
| Stability condition | $\operatorname{Tr}_{\mathcal{E}}\left\{\left[\hat{H}_{S-\mathcal{E}}, \hat{\rho}_{S \mathcal{E}}(0)\right]\right\}=0$ | $\operatorname{Tr}_{E_{\ell}}\left\{\hat{B}_{E_{\ell} \alpha} \hat{\eta}_{\ell}\right\}=0$ |
| Markov approximation | $\hat{\rho}_{S}(s) \rightarrow \hat{\rho}_{S}(t)$ | Not needed, Markovian- <br> ity is provided by the ab- <br> sence of intra-ancilla inter- <br> actions |
| Secular approximation | $\tau_{S} \simeq\left\|\omega-\omega^{\prime}\right\|^{-1} \ll \tau_{R}$ | $\tau_{S} \simeq\left\|\omega-\omega^{\prime}\right\|^{-1} \ll \tau_{R}$ |

Table 2.1.: Table resuming the approximations performed in both the microscopic and collisional derivation of the Markovian generator.

Moreover, as we will see in Chap. 4, while in the microscopic derivation it is hard to keep track of the environmental degrees of freedom, in collisional models we have the freedom of not tracing away the ancilla after each interaction, but rather keep the joint system-ancilla state and proceed with the next collision. This allows one to monitor the correlations that are created between the system and the environment, a very precious feature when, for instance, one is interested in the transient dynamics and not only in the steady state.

In the following two chapters we will thus see some of the power of collisional models.

## CHAPTER 3

## Cascade systems

Cascade systems are multipartite quantum systems were two or more subsystems $S_{1}, S_{2}, \ldots$ are linked via their interaction with a common environment in a chiral fashion. By chiral we mean that there is a hierarchy between the subsystems $S_{1}, S_{2}, \ldots$, often called nodes: the simplest example of such hierarchy is given by the case of only two subsystems $S_{1}, S_{2}$ where the output from $S_{1}$ is fed as input to $S_{2}$, but not viceversa. This directional interaction can happen only thanks to the presence of the environment mediating the interaction, as a simple Hamiltonian coupling is inherently symmetric, and thus unable to induce a controller-idler dualism between the nodes.

It was just with this simple case that the study of cascade systems started: the inputoutput (IO) formalism was developed by Gardiner and collaborators [Carmichael 1993; C. W. Gardiner 1993; C. W. Gardiner and Collett 1985; C. W. Gardiner and Parkins 1994] in order to analyze situations where the output from a quantum system is used as an input for another quantum system, and was then extended to account for fermion statistics of the driving [C. Gardiner 2004; Grimsmo et al. 2016] and other situation such as ultra-strong coupling [Ciuti and Carusotto 2006] and pulsed driving [Kiilerich and Mølmer 2019].

With the development of 1D waveguides [Das et al. 2018; Fischer et al. 2018; Mahmoodian et al. 2018], the IO formalism has found a natural application in this scenario, where various quantum nodes interact in a circuit-like fashion, eventually leading to the development of the LSH formalism [Combes, Kerckhoff, and Sarovar 2017; J. E. Gough,

Gohm, and Yanagisawa 2008; J. Gough and James 2009], which can be used to describe and conceive a wide range of networks.

Though the IO formalism fits perfectly the goal of describing the signals propagating in such networks, in order to derive master equations for the dynamics of the nodes one has to deal with stochastic calculus, passing through both the Ito and Stratonovich definitions of the increment [C. Gardiner 2009; C. Gardiner, C. Gardiner, and Zoller 2000]. While this procedure leads to correct results, it is possible to use a collisional model to describe the dynamics of the network, which simplifies a lot the derivation of a master equation, especially for complicated networks.

Thus in this chapter we will show how a collisional model can be used to describe cascade networks, which are networks where the signals propagate unidirectionally between some quantum nodes, possibly passing through optical elements, such as beam splitters and phase shifters. We will then see how it is possible to use this formalism to study a network able to simulate various many-body dynamics by simply changing a few parameters of the optical elements.

### 3.1. A minimal example

The simplest, and widely studied [Giovannetti and Palma 2012a,b; Lorenzo, Farace, et al. 2015], setting of a cascade system consists in having two quantum systems $S_{1}$ and $S_{2}$ interacting with the same environment $\mathcal{E}$ in a chiral fashion: by this we mean that there is a hierarchy between $S_{1}$ and $S_{2}$, in the sense that the environment first interact with $S_{1}$ and only then with $S_{2}$, and there is no backscattering. Thus $S_{2}$ is influenced by $S_{1}$, but viceversa is not true, see Fig. 3.1.

Let us show how to model this situation in a collisional model setting. The Hamiltonian of the two systems $S_{1}$ and $S_{2}$ is:

$$
\begin{equation*}
\hat{H}_{S}=\hat{H}_{S_{1}}+\hat{H}_{S_{2}} \tag{3.1}
\end{equation*}
$$

Note that there is no direct interaction between $S_{1}$ and $S_{2}$. In the spirit of collisional models we depict the environment $\mathcal{E}$ as a collection of independent ancillas $\left\{E_{1}, E_{2}, \cdots E_{n}, \cdots\right\}$, all in the same reference state $\hat{\eta}_{E_{n}}$, whose free Hamiltonian reads:

$$
\begin{equation*}
\hat{H}_{\mathcal{E}}=\sum_{n} \hat{H}_{E_{n}} \tag{3.2}
\end{equation*}
$$



Figure 3.1.: A minimal example of cascade system: a cascade system's characteristic feature is the unidirectionality of the signal propagation, thus excluding backscattering and feedback effects. This feature is reflected in the collisional model thrugh the causal structure under which the ancillas collide with the nodes, i.e. all the ancillas interact first with $S_{1}$ and only then with $S_{2}$.

Finally, as both systems interact with the environment, we write the interaction Hamiltonian:

$$
\begin{equation*}
\hat{H}_{S-\mathcal{E}}=\hat{H}_{S_{1}-\mathcal{E}}+\hat{H}_{S_{2}-\mathcal{E}}, \tag{3.3}
\end{equation*}
$$

where we have treated the environment as a unique block. Considering that the environment is made out of a collection of ancillas we rewrite the interaction with each $S_{m}$ as:

$$
\begin{equation*}
\hat{H}_{S_{m}-\mathcal{E}}=\sum_{n} \hat{H}_{S_{m}-E_{n}}, \tag{3.4}
\end{equation*}
$$

where the Hamiltonian describing the interaction between $S_{m}$ and a single ancilla can be written as:

$$
\begin{equation*}
\hat{H}_{S_{m}-E_{n}}=\sum_{\ell} \hat{A}_{S_{m}}^{(\ell)} \otimes \hat{B}_{E_{n}}^{(\ell, m)} \tag{3.5}
\end{equation*}
$$

where the $\hat{A}_{S_{m}}^{(\ell)}$ act on $S_{m}$ and the $\hat{B}_{E_{n}}^{(\ell, m)}$ act on the ancilla $E_{n}$. A subsystem $S_{m}$ and an ancilla $E_{n}$ interact collisionally for a short time interval $\delta t$, so that the unitary interaction between them is described by the superoperator $\mathcal{U}_{S_{m}, E_{n}}$ :

$$
\begin{equation*}
\mathcal{U}_{S_{m}, E_{n}}(\cdots)=\hat{U}_{S_{m}, E_{n}}(\cdots) \hat{U}_{S_{m}, E_{n}}^{\dagger} \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{U}_{S_{m}, E_{n}}=\exp \left[-i g \delta t \sum_{\ell} \hat{A}_{S_{m}}^{(\ell)} \otimes \hat{B}_{E_{n}}^{(\ell, m)}\right] \tag{3.7}
\end{equation*}
$$

where $g$ is a coupling constant gauging the strength of the interaction.
After each collision between the nodes and the ancillas we introduce the possibility of acting on the ancillas through the CPT maps $\mathcal{M}_{E_{n}}$ : these maps might represent, for instance, the action of noise on the ancillas or the action of some optical elements as beam splitters and phase shifters, as we will see in the next sections.

To represent the cascade nature of the interaction we further impose that the ancillas interact with the subsystems in an ordered way: at each step of the evolution, each ancilla interacts first with $S_{1}$, and only after with $S_{2}$. This reflects practically in the fact that the evolution of the whole system during a step of the evolution is given by:

$$
\begin{equation*}
\mathcal{C}_{S, E_{n}}=\mathcal{U}_{S_{2}, E_{n}} \circ \mathcal{M}_{E_{n}} \circ \mathcal{U}_{S_{1}, E_{n}}, \tag{3.8}
\end{equation*}
$$

where $\mathcal{C}_{S, E_{n}}$ is the superoperator defined by the ordered composition of the maps describing the interaction between the nodes and the ancilla: first the ancilla $E_{n}$ interacts with $S_{1}$, then it undergoes an evolution dictated by the map $\mathcal{M}_{E_{n}}$, and finally it interacts with $S_{2}$. This interaction scheme can be represented in a circuit like fashion, as shown in Fig. 3.2.
Thus, for the joint state of the nodes and the environment $\hat{\rho}_{S \mathcal{E}}(n)$, we have the recursive relation:

$$
\begin{equation*}
\hat{\rho}_{S \mathcal{E}}(n+1)=\mathcal{C}_{S, E_{n+1}}\left(\hat{\rho}_{S \mathcal{E}}(n) \otimes \eta_{E_{n+1}}\right) \tag{3.9}
\end{equation*}
$$

In order to derive a master equation for the nodes we want to expand the superoperator $\mathcal{C}_{S, E_{n}}$ in power series of $g \delta t$. In order to do so we first expand the superoperator $\mathcal{U}_{S_{m}, E_{n}}$ :

$$
\begin{equation*}
\mathcal{U}_{S_{m}, E_{n}}=\mathcal{I}_{S_{m}, E_{n}}+(g \delta t) \mathcal{U}_{S_{m}, E_{n}}^{\prime}+(g \delta t)^{2} \mathcal{U}_{S_{m}, E_{n}}^{\prime \prime}+\mathcal{O}\left((g \delta t)^{3}\right) \tag{3.10}
\end{equation*}
$$



Figure 3.2.: A circuit-like representation of the dynamics: the nodes $S_{1}$ and $S_{2}$ sequentially interact with the ancillas $E_{1}, E_{2}, \ldots$, with the difference that the ancillas interact with $S_{2}$ only after they interacted with $S_{1}$, so that when an ancilla collides with $S_{2}$ it contains information about $S_{1}$, in this way inducing an interaction between the two nodes. In between the collisions with the nodes, each ancilla is subject to an evolution described by the CPT map $\mathcal{M}_{E_{n}}$.
where $\mathcal{I}_{S_{m}, E_{n}}$ is the identity superoperator and the superoperators in the expansion are defined as:

$$
\begin{align*}
& \mathcal{U}_{S_{m}, E_{n}}^{\prime}(\cdots)=-i\left[\hat{H}_{S_{m}, E_{n}}, \cdots\right]  \tag{3.11}\\
& \mathcal{U}_{S_{m}, E_{n}}^{\prime \prime}(\cdots)=\hat{H}_{S_{m}, E_{n}}(\cdots) \hat{H}_{S_{m}, E_{n}}-\frac{1}{2}\left\{\hat{H}_{S_{m}, E_{n}}^{2}, \cdots\right\} . \tag{3.12}
\end{align*}
$$

With the expansion in Eq. (3.10) it is possible to write the superoperator $\mathcal{C}_{S, E_{n}}$ as:

$$
\begin{equation*}
\mathcal{C}_{S, E_{n}}=\mathcal{C}_{S, E_{n}}^{(0)}+(g \delta t) \mathcal{C}_{S, E_{n}}^{\prime}+(g \delta t)^{2} \mathcal{C}_{S, E_{n}}^{\prime \prime}+\mathcal{O}\left((g \delta t)^{3}\right) \tag{3.13}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathcal{C}_{S, E_{n}}^{(0)}=\mathcal{M}_{E_{n}}  \tag{3.14}\\
& \mathcal{C}_{S, E_{n}}^{\prime}=\mathcal{U}_{S_{2}, E_{n}}^{\prime} \circ \mathcal{M}_{E_{n}}+\mathcal{U}_{S_{1}, E_{n}}^{\prime}  \tag{3.15}\\
& \mathcal{C}_{S, E_{n}}^{\prime \prime}=\mathcal{U}_{S_{2}, E_{n}}^{\prime \prime} \circ \mathcal{M}_{E_{n}}+\mathcal{U}_{S_{1}, E_{n}}^{\prime \prime}+\mathcal{U}_{S_{2}, E_{n}}^{\prime} \circ \mathcal{M}_{E_{n}} \circ \mathcal{U}_{S_{1}, E_{n}}^{\prime} \tag{3.16}
\end{align*}
$$

Now, in order to derive the master equation for the nodes we have to trace out the ancillas' degrees of freedom. Let us show this procedure term by term. From the zeroth order term we get:

$$
\begin{equation*}
\operatorname{Tr}_{E_{n}}\left\{\mathcal{C}_{S, E_{n}}^{(0)}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{E_{n}}\right)\right\}=\hat{\rho}_{S}(n-1) \tag{3.17}
\end{equation*}
$$

since $\mathcal{M}_{E_{n}}$ is a CPT map acting on $E_{n}$ only.
From the first order term we get:

$$
\begin{align*}
\operatorname{Tr}_{E_{n}}\left\{\mathcal{C}_{S, E_{n}}^{\prime}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{E_{n}}\right)\right\} & =\sum_{\ell} \operatorname{Tr}_{E_{n}}\left\{\hat{B}_{E_{n}}^{(\ell, 2)} \mathcal{M}_{E_{n}} \hat{\eta}_{n}\right\}\left[\hat{A}_{S_{2}}^{(\ell)}, \hat{\rho}_{S}(n-1)\right] \\
& +\operatorname{Tr}_{E_{n}}\left\{\hat{B}_{E_{n}}^{(\ell, 1)} \hat{\eta}_{E_{n}}\right\}\left[\hat{A}_{S_{1}}^{(\ell)}, \hat{\rho}_{S}(n-1)\right] \tag{3.18}
\end{align*}
$$

This term nullifies if we impose the stability condition, which in this setting has the form:

$$
\begin{align*}
& \operatorname{Tr}_{E_{n}}\left\{\hat{B}_{E_{n}}^{(\ell, 1)} \hat{\eta}_{E_{n}}\right\}=0  \tag{3.19}\\
& \operatorname{Tr}_{E_{n}}\left\{\hat{B}_{E_{n}}^{(\ell, 2)} \mathcal{M}_{E_{n}} \hat{\eta}_{E_{n}}\right\}=0 \tag{3.20}
\end{align*}
$$

We are then left with the second order term $\mathcal{C}_{S, E_{n}}^{\prime \prime}$, in which two different contributions can be individuated: one has two local terms given by $\mathcal{U}_{S_{m}, E_{n}}^{\prime \prime}$, where by local we mean that only one node $S_{m}$ is involved; the other second order contribution is instead given by the combination of the two first order terms $\mathcal{U}_{S_{m}, E_{n}}^{\prime}$, and thus is non-local, by this meaning that this term introduces an indirect interaction between the nodes provided by the cascade nature of the environment.

In facts, tracing away the environmental degrees of freedom in the local contributions leads to:

$$
\begin{align*}
& \operatorname{Tr}_{E_{n}}\left\{\mathcal{U}_{S_{1}, E_{n}}^{\prime \prime}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{E_{n}}\right)\right\}=  \tag{3.21}\\
& \sum_{\ell, \ell^{\prime}} \frac{\gamma_{1}^{\left(\ell, \ell^{\prime}\right)}}{2}\left\{2 \hat{A}_{S_{1}}^{(\ell)} \hat{\rho}_{S}(n-1) \hat{A}_{S_{1}}^{\left(\ell_{1}\right)}-\left\{\hat{A}_{S_{1}}^{\left(\ell_{1}^{\prime}\right)} \hat{A}_{S_{1}}^{(\ell)}, \hat{\rho}_{S}(n-1)\right\}\right\} \\
& \operatorname{Tr}_{E_{n}}\left\{\mathcal{U}_{S_{2}, E_{n}}^{\prime \prime} \circ \mathcal{M}_{E_{n}}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{E_{n}}\right)\right\}= \\
& \sum_{\ell, \ell^{\prime}} \frac{\gamma_{2}^{\left(\ell, \ell^{\prime}\right)}}{2}\left\{2 \hat{A}_{S_{2}}^{(\ell)} \hat{\rho}_{S}(n-1) \hat{A}_{S_{2}}^{\left(\ell^{\prime}\right)}-\left\{\hat{A}_{S_{2}}^{\left(\ell^{\prime}\right)} \hat{A}_{S_{2}}^{(\ell)}, \hat{\rho}_{S}(n-1)\right\}\right\}, \tag{3.22}
\end{align*}
$$

where we have defined:

$$
\begin{align*}
\gamma_{1}^{\left(\ell, \ell^{\prime}\right)} & =\operatorname{Tr}_{E_{n}}\left\{\hat{B}_{E_{n}}^{\left(\ell^{\prime}, 1\right)} \hat{B}_{E_{n}}^{(\ell, 1)} \hat{\eta}_{E_{n}}\right\}  \tag{3.23}\\
\gamma_{2}^{\left(\ell, \ell^{\prime}\right)} & =\operatorname{Tr}_{E_{n}}\left\{\hat{B}_{E_{n}}^{\left(\ell^{\prime}, 2\right)} \hat{B}_{E_{n}}^{(\ell, 2)} \mathcal{M}_{E_{n}}\left(\hat{\eta}_{E_{n}}\right)\right\} . \tag{3.24}
\end{align*}
$$

One can immediately see that both contributions in Eqs. ( $3.21,3.22$ ) involve only local operators, so that the first term only affects $S_{1}$ and the other only $S_{2}$. The same is not true when tracing away the environment from the remaining contribution:

$$
\begin{align*}
& \operatorname{Tr}_{E_{n}}\left\{\mathcal{U}_{S_{2}, E_{n}}^{\prime} \circ \mathcal{M}_{E_{n}} \circ \mathcal{U}_{S_{1}, E_{n}}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{n}\right)\right\}= \\
& \sum_{\ell, \ell^{\prime}}\left\{\zeta_{12}^{\left(\ell, \ell^{\prime}\right)} \hat{A}_{S_{1}}^{(\ell)}\left[\hat{\rho}_{S}(n-1), \hat{A}_{S_{2}}^{\left(\ell^{\prime}\right)}\right]-\xi_{12}^{\left(\ell, \ell^{\prime}\right)}\left[\hat{A}_{S_{2}}^{\left(\ell^{\prime}\right)}, \hat{\rho}_{S}(n-1)\right] \hat{A}_{S_{1}}^{(\ell)}\right\}, \tag{3.25}
\end{align*}
$$

where

$$
\begin{align*}
\zeta_{12}^{\left(\ell, \ell^{\prime}\right)} & =\operatorname{Tr}\left\{\hat{B}_{E_{n}}^{\left(\ell^{\prime}, 2\right)} \mathcal{M}_{E_{n}}\left(\hat{B}_{E_{n}}^{(\ell, 1)} \hat{\eta}_{E_{n}}\right)\right\}  \tag{3.26}\\
\xi_{12}^{\left(\ell, \ell^{\prime}\right)} & =\operatorname{Tr}\left\{\hat{B}_{E_{n}}^{\left(\ell^{\prime}, 2\right)} \mathcal{M}_{E_{n}}\left(\hat{\eta}_{E_{n}} \hat{B}_{E_{n}}^{(\ell, 1)}\right)\right\} . \tag{3.27}
\end{align*}
$$

At glance with the previous terms, the contribution in Eq. (3.25) contains operators acting on both $S_{1}$ and $S_{2}$, thus introducing an interaction between the two nodes which is induced by the common interaction with the environment. We will see later that upon diagonalizing the master equation in order to put it in Lindblad form, cross terms like the one in Eq. (3.25) give rise to a unitary contribution to the dynamics which is chiral, by this meaning that the induced Hamiltonian changes sign upon exchange of $S_{1}$ and $S_{2}$.

In the end, substituting the terms we have just computed in Eq. (3.9), we are left with a discrete master equation of the form:

$$
\begin{equation*}
\frac{\hat{\rho}_{S}(n+1)-\hat{\rho}_{S}(n)}{\delta t}=g^{2} \delta t\left[\mathcal{L}_{1}+\mathcal{L}_{2}+\mathcal{D}_{12}\right]\left(\hat{\rho}_{S}(n)\right) \tag{3.28}
\end{equation*}
$$

where we have defined

$$
\begin{array}{r}
\mathcal{L}_{1}(\cdots)=\sum_{\ell, \ell^{\prime}} \frac{\gamma_{1}^{\left(\ell, \ell^{\prime}\right)}}{2}\left\{2 \hat{A}_{S_{1}}^{(\ell)}(\cdots) \hat{A}_{S_{1}}^{\left(\ell_{1}\right)}-\left\{\hat{A}_{S_{1}}^{\left(\ell^{\prime}\right)} \hat{A}_{S_{1}}^{(\ell)}, \cdots\right\}\right\} \\
\mathcal{L}_{2}(\cdots)=\sum_{\ell, \ell^{\prime}} \frac{\gamma_{2}^{\left(\ell, \ell^{\prime}\right)}}{2}\left\{2 \hat{A}_{S_{2}}^{(\ell)}(\cdots) \hat{A}_{S_{2}}^{\left(\ell^{\prime}\right)}-\left\{\hat{A}_{S_{2}}^{\left(\ell^{\prime}\right)} \hat{A}_{S_{2}}^{(\ell)}, \cdots\right\}\right\} \\
\mathcal{D}_{12}(\cdots)=\sum_{\ell, \ell^{\prime}}\left\{\zeta_{12}^{\left(\ell, \ell^{\prime}\right)} \hat{A}_{S_{1}}^{(\ell)}\left[\cdots, \hat{A}_{S_{2}}^{\left(\ell^{\prime}\right)}\right]-\xi_{12}^{\left(\ell, \ell^{\prime}\right)}\left[\hat{A}_{S_{2}}^{\left(\ell^{\prime}\right)}, \cdots\right] \hat{A}_{S_{1}}^{(\ell)}\right\} \tag{3.31}
\end{array}
$$

Rearranging the terms in Eq. (3.28) and performing the continuous time limit the same way we did in Sec. 2.3 we can finally write the master equation for a two nodes cascade system:

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}_{S}(t)=\gamma\left[\mathcal{L}_{1}+\mathcal{L}_{2}+\mathcal{D}_{12}\right]\left(\hat{\rho}_{S}(t)\right)=\gamma \mathcal{C}_{S}\left(\hat{\rho}_{S}(t)\right) \tag{3.32}
\end{equation*}
$$

It can be seen that this master equation contains three terms: the two terms $\mathcal{L}_{1,2}$ describe the local dissipation due to the interaction of the nodes with the environment, while the term $\mathcal{D}_{12}$ is characteristic of cascade systems, and describe the interaction between the two nodes due to their common interaction with the environment. This is even more evident if one tries to trace away one node from the master equation: if one tries to trace away the second node, he finds that the dynamics of the first node is fully contained in the term $\mathcal{L}_{1}$. Conversely, tracing away the second node does not nullify the term $\mathcal{D}_{12}$, and as a result one would obtain a master equation containing the local term $\mathcal{L}_{2}$ and another term, obtained from the trace over $\mathcal{D}_{12}$, describing the influence of $S_{1}$ on $S_{2}$.

Once we have analyzed this very simple cascade system and highlighted its main features, we are ready to make a step further and complicate things, moving to the analisys of a cascade network.

### 3.2. Cascade networks

As already said in the introduction to this chapter, a cascade network consists in an ensemble of $M$ quantum systems $\left\{S_{1}, S_{2}, \cdots, S_{M}\right\}$, often called the nodes, connected by one or more transmission lines, each described as a distinct environment $\left\{\mathcal{E}^{(1)}, \mathcal{E}^{(2)}, \cdots, \mathcal{E}^{(K)}\right\}$. These environments can moreover interact between themselves through optical elements, such as beam splitters and phase shifters, which introduce in-
terference effects in the signal propagation, thus influencing the dynamics of the nodes. A very simple sketch of this kind of systems is shown in Fig. 3.3. In analogy with the example exposed in the previous section, we expect to find a master equation made out of local terms, describing the local dissipative dynamics of the nodes, and non-local terms describing the cascade interaction between the nodes and containing the information over the hierarchy between the nodes. Furthermore, we expect these non-local terms to be influenced by the optical elements and the interference effects induced by their presence. In this section we are first going to expose our model to derive the Markovian master equation, highlighting some features of the master equation, before finally recasting it in the GKSL form.

### 3.2.1. The model

In this section we are going to see how it is possible, through a collisional model, to describe the presence of more than one environment and the interference effects given by their interaction through optical elements.

In the spirit of collisional models, we divide each of the environments in an ensemble of ancillas, $\mathcal{E}^{(k)}=\left\{E_{n}^{(k)}, n=1,2, \cdots\right\}$. It will also turn out to be useful to regroup the ancillas according to the index $n$, i.e. defining the sets $\mathcal{E}_{n}=\left\{E_{n}^{(1)}, E_{n}^{(2)}, \cdots, E_{n}^{(K)}\right\}$ : this amounts to dividing the ancillas in "temporal slices", that is, grouping the ancillas according to the time they enter the dynamics. Associating the index $n$ with a temporal label can however be done only under the assumption that the traveling time between one node and another, i.e. the time it takes for an ancilla to move from a node $S_{m}$ to a node $S_{m^{\prime}}$, is negligible. This is a necessary assumption in order to keep the dynamics Markovian, as time delays unavoidably introduce non-Markovian features due to feedback effects. We also note that this assumption is necessary only when dealing with a network where more transmission lines are present: for the case of a series of nodes connected through a linear chain, like the minimal one we examined in the previous section, one can redefine the operators acting on the nodes such that the phase shift gained during the traveling time is absorbed into the new definition, leaving the expectation values of any Hermitian operator unchanged [C. W. Gardiner 1993].

Once the time-delays have been assumed to be negligible, it is then possible to enforce a causal structure on the network by simply imposing that the superoperator $\mathcal{U}_{S_{m}, \mathcal{E}_{n}}$ describing the collisional event involving the node $S_{m}$ and the ancillas belonging to the set $\mathcal{E}_{n}$ should precede both $\mathcal{U}_{S_{m+1}, \mathcal{E}_{n}}$ and $\mathcal{U}_{S_{m}, \mathcal{E}_{n+1}}$, as the ancillas from $\mathcal{E}_{n}$ see $S_{m+1}$ only


Figure 3.3.: A very simple representation of a cascade network: in the left panel we sketch the typical structure of a cascade network, namely an ensemble of nodes (blue dots) connected by various transmission lines (i.e. environmental channels) that can interact through optical elements such as beam splitters and phase shifters (yellow boxes). On the right panel we sketch the same network in a collisional model setting: each environmental channel is depicted as a collection of ancillas that interact collisionally with the nodes, but also interact with each other through the optical elements. This collisions between ancillas are the ones giving rise to interference effects.
after they interacted with $S_{m}$, and the elements of $\mathcal{E}_{n}$ enter the network before the ones from $\mathcal{E}_{n+1}$. No ordering is instead required between $\mathcal{U}_{S_{m+1}, \mathcal{E}_{n}}$ and $\mathcal{U}_{S_{m}, \mathcal{E}_{n+1}}$, as they act on different systems and thus commute with each other.

In analogy with the previous section we assume $S$ to have free Hamiltonian $\hat{H}_{S}=$ $\sum_{m} \hat{H}_{S_{m}}$, while the Hamiltonian of the environment is $\hat{H}_{\mathcal{E}}=\sum_{k, n} \hat{H}_{E_{n}^{(k)}}$. We also assume once again the interaction Hamiltonian between a node and an ancilla to be of
the form:

$$
\begin{equation*}
\hat{H}_{S_{m}-E_{n}^{(k)}}=\sum_{\ell} \hat{A}_{S_{m}}^{(\ell, k)} \otimes \hat{B}_{E_{n}^{(k)}}^{(\ell, m)}, \tag{3.33}
\end{equation*}
$$

with $\hat{A}_{S_{m}}^{(\ell, k)}$ and $\hat{B}_{E_{n}^{(k)}}^{(\ell, m)}$ Hermitian. This assumption however is only imposed in order to simplify the derivation, but it could be relaxed leading to equivalent expressions that render less explicit the mathematical and physical features of the model.

Once the interaction Hamiltonian has been defined we can write the superoperator $\mathcal{U}_{S_{m}, \mathcal{E}_{n}}$ as:

$$
\begin{gather*}
\mathcal{U}_{S_{m}, \mathcal{E}_{n}}(\cdots)=\hat{U}_{S_{m}, \mathcal{E}_{n}}(\cdots) \hat{U}_{S_{m}, \mathcal{E}_{n}}^{\dagger},  \tag{3.34}\\
\hat{U}_{S_{m}, \mathcal{E}_{n}}=\exp \left[-i g \delta t \sum_{k=1}^{K} \hat{H}_{S_{m}, E_{n}^{(k)}}\right], \tag{3.35}
\end{gather*}
$$

where as usual $g$ is a coupling constant gauging the strength of the interaction and $\delta t$ is the time interval over which the collisions take place.

At this point we want to write the superoperator $\mathcal{C}_{S, \mathcal{E}_{n}}$ describing the $n$-th step of the dynamics:

$$
\begin{equation*}
\hat{\rho}_{S \mathcal{E}}(n)=\mathcal{C}_{S, \mathcal{E}_{n}}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{\mathcal{E}_{n}}\right) . \tag{3.36}
\end{equation*}
$$

At glance with the previous case, here with the symbol $\hat{\eta}_{\mathcal{E}_{n}}$ we mean the joint state of the ancillas belonging to the set $\mathcal{E}_{n}$. It is important to note at this point that in the following we will assume the state $\hat{\eta}_{\mathcal{E}_{n}}$ to be independent of $n$, that is, we will assume the environments $\mathcal{E}^{(k)}$ to form a stationary medium. On the same footing we will assume also the couplings $\mathcal{U}_{S_{m}, \mathcal{E}_{n}}$ and the maps $\mathcal{M}_{\mathcal{E}_{n}^{(m)}}$ to be independet from $n$. These hypothesis can however be relaxed, given the condition that the changes are slow compared with the characteristic time scale of the node $S_{m}$.

Within the above scenario, we can write the superoperator $\mathcal{C}_{S, \mathcal{E}_{n}}$ by looking at the circuit-like representation of the dynamics shown in Fig. 3.4: The ancillas belonging to the set $\mathcal{E}_{n}$ enter the network and interact first with $S_{1}$, then they undergo some evolution dictated by the CPT map $\mathcal{M}_{\mathcal{E}_{n}}^{(1)}$ before interacting with $S_{2}$ and so forth. Thus, using the symbol $\overleftarrow{\Pi}$ to indicate the ordered product of superoperators from left to right, we can

temporal axis for the subsystems
Figure 3.4.: A circuit-like representation of the cascade network model under examination: the ancillas belonging to the set $\mathcal{E}_{n}$ enter the network first interacting with $S_{1}$, then undergo an evolution dictated by the CPT map $\mathcal{M}_{\mathcal{E}_{n}}^{(1)}$ before interacting with $S_{2}$ and so forth. On the other hand the node $S_{m}$ interact with the ensemble $\mathcal{E}_{n}$ only after the latter has interacted with the previous nodes $S_{m^{\prime}}$ with $m^{\prime}<m$. This feature, together with the inclusion of interaction between the ancillas belonging to the same $\mathcal{E}_{n}$ described by the maps $\mathcal{M}_{\mathcal{E}_{n}}^{(m)}$, give rise to interference effects, at glance with the example from the previous section.
write:

$$
\begin{equation*}
\mathcal{C}_{S, \mathcal{E}_{n}}=\overleftarrow{\Pi}_{m=1}^{M}\left[\mathcal{M}_{\mathcal{E}_{n}}^{(m)} \circ \mathcal{U}_{S_{m}, \mathcal{E}_{n}}\right] . \tag{3.37}
\end{equation*}
$$

When writing Eq. (3.37) we are implicitly assuming that there is no temporal correlation between the ancillas, i.e. the input state of the ancillas is factorized with respect to the grouping $\mathcal{E}_{1}, \mathcal{E}_{2}, \cdots$. In fact admitting temporal correlations between the ancillas
would lead to non-Markovian effects: this kind of situations actually still represents an open problem in the field of open quantum system dynamics, and a rich literature on the topic exists [H.-P. Breuer 2012; Li, Hall, and Wiseman 2018], but for the scope of this work we will keep the assumption of no temporal correlations among ancillas.

As in the previous section we want to expand the superoperator $\mathcal{C}_{S, \mathcal{E}_{n}}$ in power series of $g \delta t$ up to second order and then perform the continuous time limit. In order to be able to power expand $\mathcal{C}_{S, \mathcal{E}_{n}}$ we must first compute the power expansion of $\mathcal{U}_{S_{m}, \mathcal{E}_{n}}$, which is similar to the one in Eq. (3.10):

$$
\begin{equation*}
\mathcal{U}_{S_{m}, \mathcal{E}_{n}}=\mathcal{I}_{S_{m}, \mathcal{E}_{n}}+(g \delta t) \mathcal{U}_{S_{m}, \mathcal{E}_{n}}^{\prime}+(g \delta t)^{2} \mathcal{U}_{S_{m}, \mathcal{E}_{n}}^{\prime \prime}+\mathcal{O}\left((g \delta t)^{3}\right), \tag{3.38}
\end{equation*}
$$

where $\mathcal{I}_{S, \mathcal{E}_{n}}$ is once again the identity superoperator and now we have:

$$
\begin{align*}
& \mathcal{U}_{S, \mathcal{E}_{n}}^{\prime}(\cdots)=-i \sum_{k=1}^{K}\left[\hat{H}_{S_{m}, E_{n}^{(k)}},(\cdots)\right]  \tag{3.39}\\
& \mathcal{U}_{S, \mathcal{E}_{n}}^{\prime \prime}(\cdots)=\sum_{k, k^{\prime}=1}^{K}\left\{\hat{H}_{S_{m}, E_{n}^{(k)}}(\cdots) \hat{H}_{S_{m}, E_{n}^{\left(k^{\prime}\right)}}-\frac{1}{2}\left\{\hat{H}_{S_{m}, E_{n}^{\left(k^{\prime}\right)}} \hat{H}_{S_{m}, E_{n}^{(k)}},(\cdots)\right\}\right\} . \tag{3.40}
\end{align*}
$$

These two terms of the power expansion of $\mathcal{U}_{S_{m}, \mathcal{E}_{n}}$ have the same form of the ones in Eq. (3.11) and Eq. (3.12) respectively, with the only difference that in this case we need to sum up the Hamiltonians of all the environmental channels with which the node $S_{m}$ interacts.

Given the expansion of $\mathcal{U}_{S_{m}, \mathcal{E}_{n}}$ we can perform the series expansion of $\mathcal{C}_{S, \mathcal{E}_{n}}$, which leads to:

$$
\begin{equation*}
\mathcal{C}_{S, \mathcal{E}_{n}}=\mathcal{C}_{S, \mathcal{E}_{n}}^{(0)}+(g \delta t) \mathcal{C}_{S, \mathcal{E}_{n}}^{\prime}+(g \delta t)^{2} \mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime}+\mathcal{O}\left((g \delta t)^{3}\right) \tag{3.41}
\end{equation*}
$$

where now:

$$
\begin{align*}
\mathcal{C}_{S, \mathcal{E}_{n}}^{(0)} & =\mathcal{M}_{\mathcal{E}_{n}}^{(M \leftarrow 1)}  \tag{3.42}\\
\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime} & =\sum_{m=1}^{M} \mathcal{M}_{\mathcal{E}_{n}}^{(M \leftarrow m)} \circ \mathcal{U}_{S_{m}, \mathcal{E}_{n}}^{\prime} \circ \mathcal{M}_{\mathcal{E}_{n}}^{(m \leftarrow 1)}  \tag{3.43}\\
\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime} & =\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime(a)}+\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime(b)} \tag{3.44}
\end{align*}
$$

with

$$
\begin{align*}
\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime(a)} & =\sum_{m=1}^{M} \mathcal{M}_{\mathcal{E}_{n}}^{(M \leftarrow m)} \circ \mathcal{U}_{S_{m} \mathcal{E}_{n}}^{\prime \prime} \circ \mathcal{M}_{\mathcal{E}_{n}}^{m-1 \leftarrow 1},  \tag{3.45}\\
\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime(b)} & =\sum_{m^{\prime}=m+1}^{M} \sum_{m=1}^{M-1} \mathcal{M}_{\mathcal{E}_{n}}^{\left(M \leftarrow m^{\prime}\right)} \circ \mathcal{U}_{S_{m}^{\prime}, \mathcal{E}_{n}}^{\prime} \circ \mathcal{M}_{\mathcal{E}_{n}}^{\left(m^{\prime}-1 \leftarrow m\right)} \circ \mathcal{U}_{S_{m}, \mathcal{E}_{n}}^{\prime} \circ \mathcal{M}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)} . \tag{3.46}
\end{align*}
$$

In writing the above equations we have defined

$$
\mathcal{M}_{\mathcal{E}_{n}}^{\left(m_{2} \leftarrow m_{1}\right)}=\left\{\begin{array}{cl}
\overleftarrow{\Pi}_{m=m_{1}}^{m_{2}} \mathcal{M}_{\mathcal{E}_{n}}^{(m)} & \text { for } m_{2} \geq m_{1}  \tag{3.47}\\
\mathcal{I} & \text { for } m_{2}<m_{1}
\end{array}\right.
$$

In order to derive the master equation for the reduced density matrix, just as we did for the case of only two nodes, we must insert the expansion of Eq. (3.41) into Eq. (3.36) and trace away the environmental degrees of freedom.

The zeroth order term in Eq. (3.42), being a composition of CPT maps acting only on the ancillas, gives the very simple contribution:

$$
\begin{equation*}
\operatorname{Tr}\left\{\mathcal{C}_{S, \mathcal{E}_{n}}^{(0)}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{\mathcal{E}_{n}}\right)\right\}=\hat{\rho}_{S}(n-1) \tag{3.48}
\end{equation*}
$$

We then turn to the first order term: from Eq. (3.43) it is immediately seen that the CPT maps acting after the evolution superoperator $\mathcal{U}_{S_{m}, \mathcal{E}_{n+1}}^{\prime}$ have no effects. Then, after the trace operations, we are left with:

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{\mathcal{E}_{n}}\right)\right\}=-i \sum_{m, k, \ell} \gamma_{m(k)}^{(\ell)}\left[\hat{A}_{S_{m}}^{(\ell, k)}, \hat{\rho}_{S}(n-1)\right], \tag{3.49}
\end{equation*}
$$

where we have defined:

$$
\begin{equation*}
\gamma_{m(k)}^{(\ell)}=\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{B}_{E_{n}^{(k)}}^{(m, \ell)} \mathcal{M}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\} . \tag{3.51}
\end{equation*}
$$

As explained in Chap. 2, in order to avoid the explosion of this first order contribution in the final expression, we want to impose a stability condition on the environmental degrees of freedom, which in this case amounts to nullify the coefficients of the first order
contributions, i.e.:

$$
\begin{equation*}
\gamma_{m(k)}^{\ell}=0 \quad \forall m, k, \ell . \tag{3.52}
\end{equation*}
$$

Thus, in the final expression we want to derive, we will not insert the first order term, having already assumed this condition.

At this point we are left with the second order contribution, which we have divided in two parts: the first contribution, $\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime(a)}$ contains all the local contributions to the dissipative dynamics, while the second contribution $\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime}$ (b) gives rise to the cross terms like the one in Eq. (3.31).

Let us start from $\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime(a)}$. Just as for the first order contribution, the CPT maps acting on the left of $\mathcal{U}_{S_{m}, \mathcal{E}_{n}}^{\prime \prime}$ give in facts no contribution after the trace operation. After some straightforward algebra it is possible to write:

$$
\begin{align*}
& \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime(a)}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{\mathcal{E}_{n}}\right)\right\}=  \tag{3.53}\\
& \frac{1}{2} \sum_{m=1}^{M} \sum_{k, k^{\prime}} \sum_{\ell, \ell^{\prime}} \gamma_{m\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}\left\{2 \hat{A}_{S_{m}}^{(\ell, k)} \hat{\rho}_{S}(n-1) \hat{A}_{S_{m}}^{\left(\ell^{\prime}, k^{\prime}\right)}-\left\{\hat{A}_{S_{m}}^{\left(\ell^{\prime}, k^{\prime}\right)} \hat{A}_{S_{m}}^{(\ell, k)}, \hat{\rho}_{S}(n-1)\right\}\right\},
\end{align*}
$$

where the coefficients $\gamma_{m\left(k, k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ are worth:

$$
\begin{equation*}
\gamma_{m\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}=\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{B}_{E_{n}^{\left(\ell^{\prime}\right)}}^{\left(\ell^{\prime}, m\right)} \hat{B}_{E_{n}^{(k)}}^{(\ell, m)} \mathcal{M}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\} . \tag{3.54}
\end{equation*}
$$

On a similar footing one can compute the non-local contributions stemming from the term $\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime}$ : once again the CPT maps acting after $\mathcal{U}_{S_{m^{\prime}}, \mathcal{E}_{n}}^{\prime}$ give no contribution after the trace operation, so that we can write:

$$
\begin{align*}
& \operatorname{Tr}\left\{\mathcal{C}_{S, \mathcal{E}_{n}}^{\prime \prime(b)}\left(\hat{\rho}_{S}(n-1) \otimes \hat{\eta}_{\mathcal{E}_{n}}\right)\right\}=  \tag{3.55}\\
& \sum_{m^{\prime}=m+1}^{M} \sum_{m=1}^{M-1} \sum_{\substack{k, k^{\prime} \\
\ell, \ell^{\prime}}}\left\{\zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)} \hat{A}_{S_{m}}^{(\ell, k)}\left[\hat{\rho}_{S}(n-1), \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)}\right]-\xi_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}\left[\hat{\rho}_{S}(n-1), \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)}\right] \hat{A}_{S_{m}}^{(\ell, k)}\right\}
\end{align*}
$$

where we have defined:

$$
\begin{gather*}
\zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}=\operatorname{Tr}\left\{\hat{B}_{E_{n}^{\left(\ell^{\prime}\right)}}^{\left(\ell^{\prime}, m^{\prime}\right)} \mathcal{M}_{\mathcal{E}_{n}}^{\left(m^{\prime}-1 \leftarrow m\right)} \hat{B}_{E_{n}^{(k)}}^{(\ell, m)} \mathcal{M}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\},  \tag{3.56}\\
\xi_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}=\operatorname{Tr}\left\{\hat{B}_{E_{n}^{\left(\ell^{\prime}, m^{\prime}\right)}}^{\left(k^{\prime}\right)} \mathcal{M}_{\mathcal{E}_{n}}^{\left(m^{\prime}-1 \leftarrow m\right)}\left(\mathcal{M}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{\mathcal{E}}_{n}\right) \hat{B}_{E_{n}^{(k)}}^{(\ell, m)}\right)\right\} . \tag{3.57}
\end{gather*}
$$

Once all the contributions have been computed, and taking the continuous time limit as in Chap. 2, we can write the master equation for $S$ as:

$$
\begin{equation*}
\frac{d \hat{\rho}_{S}(t)}{d t}=\gamma \mathcal{C}\left(\hat{\rho}_{S}(t)\right)=\gamma\left[\sum_{m} \mathcal{L}_{m}+\sum_{m^{\prime}=m+1}^{M} \sum_{m} \mathcal{D}_{m m^{\prime}}\right]\left(\hat{\rho}_{S}(t)\right) . \tag{3.58}
\end{equation*}
$$

This is a Markovian master equation describing the dissipative dynamics of an ensemble of nodes connected through chiral environments in a cascade fashion. Being a Markovian master equation it can be recast in GKSL form by properly rearranging the various terms on the right hand side of Eq. (3.58): before doing this, it is worth to look at the various terms in the master equation and understand their meaning.

The local terms $\mathcal{L}_{m}$ describe a local dissipative dynamics due to the interaction of the nodes $S$ with the environments $\mathcal{E}^{(k)}$. As each $\mathcal{L}_{m}$ contains operators acting on the node $S_{m}$ only, these terms do not create correlations among the various nodes, they only account for dissipative behaviours.

On the other hand, as we anticipated in Sec. 3.1, the terms $\mathcal{D}_{m m^{\prime}}$ are characteristic of cascade systems: in facts they describe an interaction between node $S_{m}$ and node $S_{m^{\prime}}$ which is due to a common interaction of the nodes with the same environment. Thus, at glance with what would happen in presence of an Hamiltonian coupling between $S_{m}$ and $S_{m^{\prime}}$, the $\mathcal{D}_{m m^{\prime}}$ terms are intrinsically asymmetric, in accordance with the cascade nature of the network. This can be seen by looking at the structure of these non local terms: first of all only terms with $m^{\prime}>m$ are present, due to the fact that the ancillas interact with $S_{m^{\prime}}$ after they have interacted with $S_{m}$, but note viceversa. To see the fact that $S_{m^{\prime}}$ has no influence over $S_{m}$, one can simply trace away $S_{m^{\prime}}$ from $\mathcal{D}_{m m^{\prime}}$ getting:

$$
\begin{equation*}
\operatorname{Tr}\left\{\mathcal{D}_{m m^{\prime}}\left(\hat{\rho}_{S}(t)\right)\right\}=0 . \tag{3.59}
\end{equation*}
$$

The opposite, as already anticipated, is not true: if we were to trace away $S_{m}$, we would get a term describing the effects of $S_{m}$ on $S_{m^{\prime}}$, in accordance with the causal structure described.

Another thing to be noted is that the information about interactions between ancillas belonging to different environmental channels $\mathcal{E}^{(k)}$ is stored into the coefficients $\gamma_{m\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$, $\zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ and $\zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$, as these are the result of the trace over the ancillary degrees of freedom.

### 3.2.2. GKSL form of the master equation

After these considerations, it is time to see how the rhs of Eq. (3.58) can be recast in order to get a Markovian generator in the GKSL form and understand another feature of cascade systems by looking at the Hamiltonian terms induced by the open dynamics.

We start this operation by noticing that, as we assumed both the $\hat{A}_{S_{m}}^{(\ell, k)}$ and the $\hat{B}_{E_{n}^{(k)}}^{(\ell, m)}$ to be Hermitean, it holds:

$$
\begin{align*}
\gamma_{m\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)} & =\left[\gamma_{m\left(k^{\prime} k\right)}^{\left(\ell^{\prime}, \ell\right)}\right]^{*}  \tag{3.60}\\
\xi_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)} & =\left[\zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}\right]^{*} \tag{3.61}
\end{align*}
$$

Both these relations will turn out to be useful in the derivation of the GKSL form of the Markovian generator. Our goal is to write the $\mathcal{C}(\cdots)$ superoperator in Eq. (3.58) in the form:

$$
\begin{equation*}
\mathcal{C}(\cdots)=-i[\hat{H},(\cdots)]+\sum_{i} 2 \hat{L}^{(i)}(\cdots) \hat{L}^{(i) \dagger}-\left\{\hat{L}^{(i) \dagger} \hat{L}(i),(\cdots)\right\}, \tag{3.62}
\end{equation*}
$$

with $\hat{H}$ being a self-adjoint operator and the $\hat{L}^{(i)}$ 's being a collection of operators acting on $S$. We start from the local terms $\mathcal{L}_{m}$ : from Eq. (3.60) we note that, dubbing $j$ the joint index $(\ell, k)$, the matrix $\theta_{j j^{\prime}}$ whose elements are the $\gamma_{\left.m\left(k k^{\prime}\right)^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)} 2$ is Hermitian. Moreover, since the $\hat{B}_{E_{n}^{(k)}}^{(\ell, m)}$ are Hermitian and the definition of the $\gamma_{m\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ in Eq. (3.54), $\Theta_{j j^{\prime}}$ is also semi-positive definite. As a consequence of this, it follows immediately that we can rewrite the local terms $\mathcal{L}_{m}$ as purely dissipative terms:

$$
\begin{equation*}
\mathcal{L}_{m}(\cdots)=\sum_{s} \lambda_{s}\left\{2 \hat{\Lambda}_{S_{m}}^{(s)}(\cdots) \hat{\Lambda}_{S_{m}}^{(s) \dagger}-\left\{\hat{\Lambda}_{S_{m}}^{(s) \dagger} \hat{\Lambda}_{S_{m}}^{(s)},(\cdots)\right\}\right\} \tag{3.63}
\end{equation*}
$$

where the $\lambda_{s}$ are the eigenvalues of $\Theta_{j j^{\prime}}$ and the operators $\hat{\Lambda}_{S_{m}}^{(s)}$ are defined as:

$$
\begin{equation*}
\hat{\Lambda}_{S_{m}}^{(s)}=\sum_{k, \ell} v_{(\ell, k), s} \hat{A}_{S_{m}}^{(\ell, k)}, \tag{3.64}
\end{equation*}
$$

$v_{j, s}$ being the unitary matrix that allows to diagonalize $\Theta_{j j^{\prime}}$, that is $\Theta_{j j^{\prime}}=\sum_{s} v_{j, s} \lambda_{s} v_{s, j^{\prime}}^{*}$. In the end, the $\hat{\Lambda}_{S_{m}}^{(s)}$ are linear combinations of the $\hat{A}_{S_{m}}^{(\ell, k)}$, and if it were not for the non local terms $\mathcal{D}_{m m^{\prime}}$, the procedure would have already been completed, identifying the Lindblad operators $\hat{L}^{(i)}$ in Eq. (3.62) with $\sqrt{\lambda_{s}} \hat{\Lambda}_{S_{m}}^{(s)}$ and $\hat{H}=0$.

We then need to analyze the non local contributions. Looking at these terms it would
seem that they cannot directly produce terms in the Lindblad form. However, with little algebra, it is possible to derive the identities

$$
\begin{align*}
\hat{A}_{S_{m}}^{(\ell, k)}\left[(\cdots), \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)}\right] & =-\frac{1}{2}\left[\hat{A}_{S_{m}}^{(\ell, k)} \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)},(\cdots)\right]  \tag{3.65}\\
& +\hat{A}_{S_{m}}^{(\ell, k)}(\cdots) \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)}-\frac{1}{2}\left\{\hat{A}_{S_{m}}^{(\ell, k)} \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)},(\cdots)\right\}, \\
{\left[(\cdots), \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)}\right] \hat{A}_{S_{m}}^{(\ell, k)} } & =-\frac{1}{2}\left[\hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)} \hat{A}_{S_{m}}^{(\ell, k)},(\cdots)\right]  \tag{3.66}\\
& -\hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)}(\cdots) \hat{A}_{S_{m}}^{(\ell, k)}+\frac{1}{2}\left\{\hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)} \hat{A}_{S_{m}}^{(\ell, k)},(\cdots)\right\} .
\end{align*}
$$

Thanks to these expressions it is now possible to rearrange the non local contributions into two pieces:

$$
\begin{equation*}
\mathcal{D}_{m m^{\prime}}(\cdots)=-i\left[\hat{H}_{m m^{\prime}},(\cdots)\right]+\Delta \mathcal{L}_{m m^{\prime}}(\cdots) . \tag{3.67}
\end{equation*}
$$

The first contribution on the rhs of Eq. (3.67) has the form of an effective Hamiltonian and is worth:

$$
\begin{array}{r}
\hat{H}_{m m^{\prime}}=\sum_{k, k^{\prime}=1}^{K} \sum_{\ell, \ell^{\prime}} \frac{\xi_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}-\zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}}{2 i} \hat{A}_{S_{m}}^{(\ell, k)} \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)}  \tag{3.68}\\
=\sum_{k, k^{\prime}=1}^{K} \sum_{\ell, \ell^{\prime}} \operatorname{Im}\left[\xi_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}\right] \hat{A}_{S_{m}}^{(\ell, k)} \hat{A}_{S_{m^{\prime}}\left(\ell^{\prime}, k^{\prime}\right)}
\end{array}
$$

where in passing from the first to the second line we made use of Eq. (3.61).
We then turn our attention to the second contribution on the rhs of Eq. (3.67), which reads:

$$
\begin{equation*}
\Delta \mathcal{L}_{m m^{\prime}}=\sum_{m, m^{\prime}} \sum_{k, k^{\prime}=1}^{K} \sum_{\ell, \ell^{\prime}} \Delta D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}\left\{2 \hat{A}_{S_{m}}^{(\ell, k)}(\cdots) \hat{A}_{S_{m^{\prime}}^{\left(\ell^{\prime}, k^{\prime}\right)}}-\left\{\hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)} \hat{A}_{S_{m}}^{(\ell, k)},(\cdots)\right\}\right\}, \tag{3.69}
\end{equation*}
$$

where we have defined:

$$
\Delta D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}=\frac{1}{2}\left\{\begin{array}{cl}
\zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)} & \text { for } m<m^{\prime},  \tag{3.70}\\
0 & \text { for } m=m^{\prime}, \\
\xi_{m^{\prime} m\left(k^{\prime} k\right)}^{\left(\ell^{\prime} \ell\right)} & \text { for } m>m^{\prime} .
\end{array}\right.
$$

Exploiting once again Eq. (3.61) one can immediately see that the matrix $\Delta \Omega_{j j^{\prime}}$ of elements $\Delta D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$, this time $j$ being the joint index $(\ell, k, m)$, is Hermitian. Still, there is no guarantee that $\Delta \Omega_{j j^{\prime}}$ is semi-positive definite, and this prevents us from directly diagonalizing $\Delta \Omega_{j j^{\prime}}$ and expressing directly the $\Delta \mathcal{L}_{m m^{\prime}}$ contributions as dissipative contributions as we did for the local terms. Nonetheless, inserting Eq. (3.67) into Eq. (3.58) we are able to write:

$$
\begin{align*}
& \mathcal{C}(\cdots)=-i[\hat{H},(\cdots)]  \tag{3.71}\\
& +\sum_{m, m^{\prime}} \sum_{k, k^{\prime}=1}^{K} \sum_{\ell, \ell^{\prime}} D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}\left\{2 \hat{A}_{S_{m}}^{(\ell, k)}(\cdots) \hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)}-\left\{\hat{A}_{S_{m^{\prime}}}^{\left(\ell^{\prime}, k^{\prime}\right)} \hat{A}_{S_{m}}^{(\ell, k)}, \cdots\right\}\right\},
\end{align*}
$$

where now the effective Hamiltonian $\hat{H}$ is worth

$$
\begin{equation*}
\hat{H}=\sum_{m^{\prime}>m} \sum_{m=1}^{M} \hat{H}_{m m^{\prime}}, \tag{3.72}
\end{equation*}
$$

and the coefficients $D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \prime^{\prime}\right)}$ have been defined as:

$$
D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}=\left\{\begin{array}{cc}
\Delta D_{m m^{\prime}}^{\left(\ell, \ell^{\prime}\right)}\left(k k^{\prime}\right) & \text { for } m \neq m^{\prime},  \tag{3.73}\\
\gamma_{m\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)} & \text { for } m=m^{\prime} .
\end{array}\right.
$$

In order to cast the master equation in GKSL form we are only left to demonstrate that the matrix $\Omega_{j j^{\prime}}$ of elements $D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}, j$ being still the joint index $(\ell, k, m)$, is semipositive definite. As the demonstration is quite long and gives no particular insight on the problem, we report it in App. A.1.

Given the semi-positive definiteness of $\Omega_{j j^{\prime}}$ we can compute its eigenvalues $\kappa_{i}$ and the matrix $w_{j, i}$ that diagonalizes it, finally identifying the Lindblad operators for the generator of the master equation (3.58) with:

$$
\begin{equation*}
\hat{L}^{(i)}=\sqrt{k_{i}} \sum_{\ell, k, m} w_{(\ell, k, m), i} \hat{A}_{S_{m}}^{(\ell, k)} . \tag{3.74}
\end{equation*}
$$

In this section we have derived the master equation for a network of cascade systems, highlighting its main feature and showing its main mathematical properties. We are now ready to move to the next section, where we will see two simple but yet illuminating examples of cascade network with non trivial topology, i.e. where the nodes are not simply ordered in a linear chain, but instead more than one transmission line is present
together with interference effects. In particular we will first see a cascade network made out of two nodes and two transmission lines that behaves like a Mach-Zehnder interferometer, then we will focus on a three nodes network where the relative strengths of the interactions among the nodes can be tuned thanks to interference effects.

### 3.3. Simple non-trivial cascade networks

In this section we are going to show two simple applications of the formalism presented in the previous section. These two examples allow us to show how, thanks to the presence of only passive elements, interference effects can arise in cascade systems, what is their effect and how it is manifested in the master equation.

### 3.3.1. A cascade Mach-Zehner interferometer

The first example we are going to analyze is the network shown in Fig. 3.5. In this network we have $M=2$ nodes $S_{1}$ and $S_{2}$ that interact via $K=2$ unidirectional channels $\mathcal{E}^{(1)}$ and $\mathcal{E}^{(2)}$ that are interweaved to form a Mach-Zehnder interferometer. The two nodes can be thought either as monochromatic quantum electrodynamical cavities (QED) of frequency $\omega$ or as two levels systems (TLS) of energy gap $\hbar \omega$.

In this model the first node $S_{1}$ interacts with $\mathcal{E}^{(1)}$, which is assumed to be in a thermal state at temperature $T_{1}$, through a standard excitation hopping interaction Hamiltonian. The output from $S_{1}$ is then mixed via a first beam splitter $B S_{1}$ with the channel $\mathcal{E}^{(2)}$ which we also assume to be in a thermal state at temperature $T_{2}$. The two signals then propagate in the interferometer along paths of different length, accumulating a phase shift $P S$. Then the two states are mixed once again in the second beam splitter $B S_{2}$ before the output from one of the two ports is fed into $S_{2}$.

In order to apply the formalism of Sec. 3.2 we model the two environmental channels as a collection of quantum ancillas $\left\{E_{n}^{(1)} ; n=1,2, \cdots\right\}\left(E_{n}^{(2)} ; n=1,2, \cdots\right.$ respectively $)$ described by bosonic annihilation operators $\left\{\hat{b}_{E_{n}^{(1)}} ; n=1,2, \cdots\right\}\left(\left\{\hat{b}_{E_{n}^{(2)}} ; n=1,2, \cdots\right\}\right)$. Each ancilla is initialized in the Gibbs state of temperature $T_{1}\left(T_{2}\right)$ :

$$
\begin{equation*}
\hat{\eta}_{E_{n}^{(1)}}=\frac{\exp \left[-\beta_{1} \hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{b}_{E_{n}^{(1)}}\right]}{\operatorname{Tr}\left\{\exp \left[-\beta_{1} \hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{b}_{E_{n}^{(1)}}\right]\right\}}, \tag{3.75}
\end{equation*}
$$

where $\beta_{1}=\hbar \omega / k_{B} T_{1}\left(\beta_{2}=\hbar \omega / k_{B} T_{2}\right.$ for $\left.\hat{\eta}_{E_{n}^{(2)}}\right)$. Accordingly, the input states $\hat{\eta}_{\mathcal{E}_{n}}$ at each


Figure 3.5.: Left panel: a sketch of the system under examination. The signal propagates along two different environmental channels that interact through passive optical elements, in particular two beam splitters and a phase shifter. The node $S_{1}$ interact with the channel $\mathcal{E}^{(1)}$, then the output from $S_{1}$ interferes first with the signal propagating along $\mathcal{E}^{(2)}$ through the first beam splitter ( $B S_{1}$ in figure), then the signal along $\mathcal{E}^{(1)}$ is phase shifted $(P S)$ before interfering once again with $\mathcal{E}^{(2)}$ via another beam splitter $\left(B S_{2}\right)$. Then the signal along $\mathcal{E}_{1}$ interacts with the node $S_{2}$. Right panel: circuit-like representation of the dynamics under the collisional model approach.
step $n$ are expressed as:

$$
\begin{equation*}
\hat{\eta}_{\mathcal{E}_{n}}=\hat{\eta}_{E_{n}^{(1)}} \otimes \hat{\eta}_{E_{n}^{(2)}} . \tag{3.76}
\end{equation*}
$$

We want to describe the dynamics following the scheme shown in the right panel of Fig. 3.5. According to this we set to zero the interaction Hamiltonian between the nodes and $\mathcal{E}^{(2)}, \hat{H}_{S_{m}, E_{n}^{(2)}}=0$. On the other hand, as already anticipated, we assume an excitation hopping coupling between the nodes and $\mathcal{E}^{(1)}$, which takes the form:

$$
\begin{equation*}
\hat{H}_{S_{m}, E_{n}^{(1)}}=\hat{a}_{m}^{\dagger} \hat{b}_{E_{n}^{(1)}}+\hat{a}_{m} \hat{b}_{E_{n}^{(1)}}^{\dagger}, \tag{3.77}
\end{equation*}
$$

where the operators $\hat{a}_{m}, \hat{a}_{m}^{\dagger}$ are bosonic annihilation and creation operators for the cavity $S_{m}$, or the corresponding raising and lowering Pauli operators in case we are dealing with TLS. The last thing to do is to define the action of the CPT map $\mathcal{M}_{\mathcal{E}_{n}}^{(1)}$ acting on the ancillas between their collisions with $S_{1}$ and $S_{2}$. This map describes the action of the beam splitters and the phase shift: more specifically it is given by
the concatenation of three unitary terms $\hat{V}_{B S_{2}} \hat{V}_{P S} \hat{V}_{B S_{1}}$, where the first and the third operator describe the action of the two beam splitters, while the second describes the phase shift. The map $\mathcal{M}_{\mathcal{E}_{n}}^{(1)}$ acts on states as:

$$
\begin{equation*}
\mathcal{M}_{\mathcal{E}_{n}}^{(1)}(\cdots)=\hat{V}_{B S_{2}} \hat{V}_{P S} \hat{V}_{B S_{1}}(\cdots) \hat{V}_{B S_{1}}^{\dagger} \hat{V}_{P S}^{\dagger} \hat{V}_{B S_{2}}^{\dagger} . \tag{3.78}
\end{equation*}
$$

Thanks to the cyclicity properties of the trace operation, we can move the effects of $\mathcal{M}_{\mathcal{E}_{n}}^{(1)}$ on the environmental operators, i.e.:

$$
\begin{equation*}
\tilde{\mathcal{M}}_{\mathcal{E}_{n}}^{(1)}(\hat{B})=\hat{V}_{B S_{1}}^{\dagger} \hat{V}_{P S}^{\dagger} \hat{V}_{B S_{2}}^{\dagger}(\hat{B}) \hat{V}_{B S_{2}} \hat{V}_{P S} \hat{V}_{B S_{1}}, \tag{3.79}
\end{equation*}
$$

where we have indicated with $\tilde{\mathcal{M}}_{\mathcal{E}_{n}}^{(1)}$ the complementary to $\mathcal{M}_{\mathcal{E}_{n}}^{(1)}$, which acts on operators instead of density matrices.

The action of a beam splitter, indicating with $\epsilon_{j}$ the transmissivity of $B S_{j}$, can be described using the identities:

$$
\begin{gather*}
\hat{V}_{B S_{j}}^{\dagger} \hat{b}_{E_{2}^{(1)}} \hat{V}_{B S_{j}}=\sqrt{\epsilon_{j}} \hat{b}_{E_{n}^{(1)}}-i \sqrt{1-\epsilon_{j}} \hat{b}_{E_{n}^{(2)}},  \tag{3.80}\\
\hat{V}_{B S_{j}}^{\dagger} \hat{b}_{E_{n}^{(2)}} \hat{V}_{B S_{j}}=-i \sqrt{1-\epsilon_{j}} \hat{b}_{E_{n}^{(1)}}+\sqrt{\epsilon_{j}} \hat{b}_{E_{n}^{(2)}} . \tag{3.81}
\end{gather*}
$$

Similarly, the action of the phase shift is described via:

$$
\begin{array}{r}
\hat{V}_{P S}^{\dagger} \hat{b}_{E_{n}^{(1)}} \hat{V}_{P S}=e^{-i \varphi} \hat{b}_{E_{n}^{(1)}}, \\
\hat{V}_{P S}^{\dagger} \hat{b}_{E_{n}^{(2)}} \hat{V}_{P S}=\hat{b}_{E_{n}^{(2)}} . \tag{3.83}
\end{array}
$$

Before proceeding and compute the master equation for the nodes, it is worth noticing that in the limit $\epsilon_{1}=\epsilon_{2}=1$, corresponding to beam splitters with unit transmissivity, the model reduces to the one shown in Sec. 3.1.

We then observe that with the input choice in Eq. (3.75) the stability condition is automatically fulfilled, as both the annihilation and creation operators have zero expectation value on a Gibbs state. In facts, has the interaction Hamiltonian with $\mathcal{E}^{(2)}$ is zero, we have automatically that $\gamma_{m(2)}^{(\ell)}=0$. Moreover, from the expression of the interaction

Hamiltonian in Eq. (3.77), we can make the following identifications:

$$
\begin{gather*}
\hat{A}_{S_{m}}^{(\ell, k)}=\delta_{k, 1} \begin{cases}\hat{a}_{m}^{\dagger} & \text { for } \ell=1, \\
\hat{a}_{m} & \text { for } \ell=2,\end{cases}  \tag{3.84}\\
\hat{B}_{E_{n}^{(k)}}^{(\ell, m)}=\delta_{k, 1} \begin{cases}\hat{b}_{E_{n}^{(k)}}^{(k)} & \text { for } \ell=1, \\
\hat{b}_{E_{n}^{(k)}} & \text { for } \ell=2,\end{cases} \tag{3.85}
\end{gather*}
$$

from which we have that:

$$
\begin{equation*}
\gamma_{1(1)}^{(1)}=\left[\gamma_{1(1)}^{(2)}\right]^{*}=\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \hat{\mathcal{E}}_{n}\right\}=\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \hat{\eta}_{E_{n}^{(1)}}\right\}=0 . \tag{3.86}
\end{equation*}
$$

We can also compute $\gamma_{2(1)}^{(\ell)}$ as:

$$
\begin{align*}
\gamma_{2(1)}^{(1)} & =\left[\gamma_{2(1)}^{(2)}\right]^{*}=\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\}=\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\tilde{\mathcal{M}}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}}\right) \hat{\eta}_{\mathcal{E}_{n}}\right\} \\
& =c(\varphi) \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \hat{\eta}_{E_{n}^{(1)}}\right\}+s(\varphi) \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(2)}} \hat{\eta}_{E_{n}^{(2)}}\right\}=0, \tag{3.87}
\end{align*}
$$

where we have defined:

$$
\begin{array}{r}
c(\varphi)=e^{-i \varphi} \sqrt{\epsilon_{1} \epsilon_{2}}-\sqrt{\left(1-\epsilon_{1}\right)\left(1-\epsilon_{2}\right)} \\
s(\varphi)=-i e^{-i \varphi} \sqrt{\left(1-\epsilon_{1}\right) \epsilon_{2}}-i \sqrt{\epsilon_{1}\left(1-\epsilon_{2}\right)} \tag{3.89}
\end{array}
$$

In an analogous way we can compute the remaining coefficients $\gamma_{m\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}, \zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$, $\xi_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$. In order to achieve this goal we first note that, as $\hat{H}_{S_{m}, E_{n}^{(2)}}=0$, then only those terms for which $k=k^{\prime}=1$ will be non null.

Then, indicating the mean photon numbers in the environments with:

$$
\begin{equation*}
N_{k}=\operatorname{Tr}\left\{b_{E_{n}^{(k)}}^{\dagger} \hat{b}_{E_{n}^{(k)}} \hat{\eta}_{E_{n}^{(k)}}\right\}=\left(e^{\beta_{k}}-1\right)^{-1}, \tag{3.90}
\end{equation*}
$$

we can compute the local coefficients for $S_{1}$ as:

$$
\begin{array}{r}
\gamma_{1(11)}^{\left(k k^{\prime}\right)}=\left[\gamma_{1\left(k k^{\prime}\right)}^{(2,2)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{b_{E_{n}^{(1)}}^{2} \hat{\eta}_{\left.E_{n}^{( } 1\right)}\right\}=0 \\
\gamma_{1\left(k k^{\prime}\right)}^{(2,1)}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{b_{E_{n}^{(1)}}^{\dagger} \hat{b}_{E_{n}^{(1)}}^{\left(\hat{\eta}_{\left.E_{n}^{( } 1\right)}^{(1)}\right\}=\delta_{k, 1} \delta_{k^{\prime}, 1} N_{1}}\right. \\
\gamma_{1\left(k k^{\prime}\right)}^{(1,2)}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{b_{E_{n}^{(1)}} \hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{\eta}_{\left.E_{n}^{( } 1\right)}\right\}=\delta_{k, 1} \delta_{k^{\prime}, 1}\left(N_{1}+1\right) . \tag{3.93}
\end{array}
$$

From this expression we can write the local dissipative term for $S_{1}$ as:

$$
\begin{align*}
\mathcal{L}_{1}(\cdots) & =\left(N_{1}+1\right)\left\{\hat{a}_{1}(\cdots) \hat{a}_{1}^{\dagger}-\frac{1}{2}\left\{\hat{a}_{1}^{\dagger} \hat{a}_{1},(\cdots)\right\}\right\} \\
& +N_{1}\left\{\hat{a}_{1}^{\dagger}(\cdots) \hat{a}_{1}-\frac{1}{2}\left\{\hat{a}_{1} \hat{a}_{1}^{\dagger},(\cdots)\right\}\right\} . \tag{3.94}
\end{align*}
$$

The form of this local term is quite standard, it is already in GKSL form, and it describes a thermalization process with a thermal bath at temperature $T_{1}$.

The local coefficients for $S_{2}$ can be computed in a similar way as:

$$
\begin{align*}
& \gamma_{2\left(k k^{\prime}\right)}^{(1,1)}=\left[\gamma_{2\left(k k^{\prime}\right)}^{(2,2)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{b_{E_{n}^{(1)}}^{2} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\}  \tag{3.95}\\
& =\delta_{k, 1} \delta k^{\prime}, 1 \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c(\varphi) \hat{b}_{E_{n}^{(1)}}+s(\varphi) \hat{b}_{E_{n}^{(2)}}\right)^{2} \hat{\eta}_{\mathcal{E}_{n}}\right\}=0 \\
& \gamma_{2\left(k k^{\prime}\right)}^{(2,1)}=\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\}  \tag{3.96}\\
& =\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c^{*}(\varphi) \hat{b}_{E_{n}^{(1)}}^{\dagger}+s^{*}(\varphi) \hat{b}_{E_{n}^{(2)}}^{\dagger}\right)\left(c(\varphi) \hat{b}_{E_{n}^{(1)}}+s(\varphi) \hat{b}_{E_{n}^{(2)}}\right) \hat{\eta}_{\mathcal{E}_{n}}\right\}=\delta_{k, 1} \delta_{k^{\prime}, 1} N_{12}(\varphi) \\
& \gamma_{2\left(k k^{\prime}\right)}^{(1,2}=\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\mathcal{E}}_{n}\right)\right\}=  \tag{3.97}\\
& \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c(\varphi) \hat{b}_{E_{n}^{(1)}}+s(\varphi) \hat{b}_{E_{n}^{(2)}}\right)\left(c^{*}(\varphi) \hat{b}_{E_{n}^{(1)}}^{\dagger}+s^{*}(\varphi) \hat{b}_{E_{n}^{(2)}}^{\dagger}\right) \hat{\eta}_{\mathcal{E}_{n}}\right\}=\delta_{k, 1} \delta_{k^{\prime}, 1}\left(N_{12}(\varphi)+1\right),
\end{align*}
$$

where it has been defined:

$$
\begin{equation*}
N_{12}(\varphi)=|c(\varphi)|^{2} N_{1}+|s(\varphi)|^{2} N_{2}=N_{2}+\left(N_{1}-N_{2}\right)|c(\varphi)|^{2} \tag{3.98}
\end{equation*}
$$

and in the second equality we exploited $|c(\varphi)|^{2}+|s(\varphi)|^{2}=1$. At this point we can write the local dissipator for $S_{2}$ as:

$$
\begin{align*}
\mathcal{L}_{2}(\cdots) & =\left(N_{12}(\varphi)+1\right)\left\{\hat{a}_{2}(\cdots) \hat{a}_{2}^{\dagger}-\frac{1}{2}\left\{\hat{a}_{2}^{\dagger} \hat{a}_{2},(\cdots)\right\}\right\} \\
& +N_{12}(\varphi)\left\{\hat{a}_{2}^{\dagger}(\cdots) \hat{a}_{2}-\frac{1}{2}\left\{\hat{a}_{2} \hat{a}_{2}^{\dagger},(\cdots)\right\}\right\} \tag{3.99}
\end{align*}
$$

This term, similarly to $\mathcal{L}_{1}$, is already in GKSL form, and describes a thermalization process with a thermal bath at an intermidiate temperature between $T_{1}$ and $T_{2}$, depending on the transmissivity of the two beam splitters and on the phase shift through $N_{12}(\varphi)$.

We are thus left with evaluating the non-local term $\mathcal{D}_{12}$. Computing the coefficients
leads to:

$$
\begin{align*}
\zeta_{12\left(k k^{\prime}\right)}^{(1,1)} & =\left[\xi_{12\left(k k^{\prime}\right)}^{(2,2)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}} \hat{\eta}_{\mathcal{E}_{n}}\right)\right\}  \tag{3.100}\\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c(\varphi) \hat{b}_{E_{n}^{(1)}}+s(\varphi) \hat{b}_{E_{n}^{(2)}}^{(2)} \hat{b}_{E_{n}^{(1)}} \hat{\eta}_{\mathcal{E}_{n}}\right\}=0,\right. \\
\zeta_{12\left(k k^{\prime}\right)}^{(2,2)} & =\left[\xi_{12\left(k k^{\prime}\right)}^{(1,1)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{\mathcal{E}}_{\mathcal{E}_{n}}\right)\right\}  \tag{3.101}\\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c^{*}(\varphi) \hat{b}_{E_{n}^{(1)}}^{\dagger}+s^{*}(\varphi) \hat{b}_{E_{n}^{(2)}}^{\dagger}\right) \hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{\mathcal{E}}_{n}\right\}=0,
\end{align*}
$$

for the terms with $\ell=\ell^{\prime}$, while for $\ell \neq \ell^{\prime}$ we get:

$$
\begin{align*}
\zeta_{12\left(k k^{\prime}\right)}^{(1,2)} & =\left[\xi_{12\left(k k^{\prime}\right)}^{(2,1)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}} \hat{\eta}_{\mathcal{E}_{n}}\right)\right\}  \tag{3.102}\\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c^{*}(\varphi) \hat{b}_{E_{n}^{(1)}}^{\dagger}+s^{*}(\varphi) \hat{b}_{E_{n}^{(2)}}^{\dagger}\right) \hat{b}_{E_{n}^{(1)}} \hat{\eta}_{\mathcal{E}_{n}}\right\}=\delta_{k, 1} \delta_{k^{\prime}, 1} c^{*}(\varphi) N_{1}, \\
\zeta_{12\left(k k^{\prime}\right)}^{(2,1)} & =\left[\xi_{12\left(k k^{\prime}\right)}\right]^{(1,2)}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{(1)} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{\eta}_{\mathcal{E}_{n}}\right)\right\}  \tag{3.103}\\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c(\varphi) \hat{b}_{E_{n}^{(1)}}+s(\varphi) \hat{b}_{E_{n}^{(2)}}\right) \hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{\mathcal{E}}_{\mathcal{E}_{n}}\right\}=\delta_{k, 1} \delta_{k^{\prime}, 1} c(\varphi)\left(N_{1}+1\right) .
\end{align*}
$$

Once we computed these expressions, we can write the non-local term as:

$$
\begin{align*}
\mathcal{D}_{12}(\cdots) & =N_{1}\left\{c^{*}(\varphi) \hat{a}_{1}^{\dagger}\left[(\cdots), \hat{a}_{2}\right]-c(\varphi)\left[(\cdots), \hat{a}_{2}^{\dagger}\right] \hat{a}_{1}\right\}  \tag{3.104}\\
& +\left(N_{1}+1\right)\left\{c(\varphi) \hat{a}_{1}\left[(\cdots), \hat{a}_{2}^{\dagger}\right]-c^{*}(\varphi)\left[(\cdots), \hat{a}_{2}\right] \hat{a}_{1}^{\dagger}\right\} .
\end{align*}
$$

Now, it must be noted that, at glance with the local term for $S_{1}$ in Eq. (3.94), both the local term $\mathcal{L}_{2}$ and the non-local term $\mathcal{D}_{12}$ depend on the phase $\varphi$, i.e. the dissipative dynamics of the second node is tunable. More specifically, setting $\epsilon_{1}=\epsilon_{2}=1 / 2, c(\varphi)$ acquires an oscillating behavior, since:

$$
\begin{equation*}
c(\varphi)=-i e^{-i \frac{\varphi}{2}} \sin (\varphi / 2) \quad \text { for } \epsilon_{1}=\epsilon_{2}=\frac{1}{2} . \tag{3.105}
\end{equation*}
$$

It must be stressed however that the local term $\mathcal{L}_{2}$ never nullifies, in accordance with the fact that a system is always interacting with the vacuum. On the contrary, the nonlocal term can nullify, since if the outputs from $S_{1}$ interfere destructively before being fed to $S_{2}$, then no interaction between the two systems is allowed.

Following the model, we can finally write the superoperator $\mathcal{L}_{1}+\mathcal{L}_{2}+\mathcal{D}_{12}$ in the GKSL form. Following the receipt of Sec. 3.2, we can compute the Hamiltonian contribution
to the dynamics in Eq. (3.68) as:

$$
\begin{align*}
\hat{H}_{12} & =-\frac{i}{2}\left(c(\varphi) \hat{a}_{1} \hat{a}_{2}^{\dagger}-c^{*}(\varphi) \hat{a}_{1}^{\dagger} \hat{a}_{2}\right) \\
& =-\frac{i}{2}|c(\varphi)|\left(e^{i \arg [c(\varphi)]} \hat{a}_{1} \hat{a}_{2}^{\dagger}-e^{-i \arg [c(\varphi)]} \hat{a}_{1}^{\dagger} \hat{a}_{2}\right), \tag{3.106}
\end{align*}
$$

while the $\Delta \mathcal{L}_{12}$ contribution of Eq. (3.69) can be written as:

$$
\begin{align*}
\Delta \mathcal{L}_{12}(\cdots) & =N_{1} c^{*}(\varphi)\left\{\hat{a}_{1}^{\dagger}(\cdots) \hat{a}_{2}-\frac{1}{2}\left\{\hat{a}_{1}^{\dagger} \hat{a}_{2},(\cdots)\right\}\right\} \\
& +\left(N_{1}+1\right) c(\varphi)\left\{a_{1}(\cdots) \hat{a}_{2}^{\dagger}-\frac{1}{2}\left\{\hat{a}_{1} \hat{a}_{2}^{\dagger},(\cdots)\right\}\right\} \tag{3.107}
\end{align*}
$$

In order to find the GKSL expression of the master equation, we note that in this case the matrix $\Delta D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ reduces to $\Delta D_{m m^{\prime}(1,1)}^{\left(\ell, \ell^{\prime}\right)}$, so that we can write:

$$
\Delta D_{m m^{\prime}(1,1)}^{\left(\ell, \ell^{\prime}\right)}=\left[\begin{array}{cc|cc}
0 & 0 & N_{1} c^{*}(\varphi) & 0  \tag{3.108}\\
0 & 0 & 0 & \left(N_{1}+1\right) c(\varphi) \\
\hline N_{1} c(\varphi) & 0 & 0 & 0 \\
0 & \left(N_{1}+1\right) c^{*}(\varphi) & 0 & 0
\end{array}\right]
$$

where the top left and bottom right $2 \times 2$ blocks refer to $m=m^{\prime}=1,2$ respectively. As already said in the previous section, this matrix is Hermitean but not in principle positive semi-definite. On the other hand, adding the coefficients $\gamma_{m(1,1)}^{\left(\ell, \ell^{\prime}\right)}$ along the diagonal, we can write the matrix $D_{m m^{\prime}(1,1)}^{\left(\ell, \ell^{\prime}\right)}$, which is positive semi-definite:

$$
D_{m m^{\prime}(1,1)}^{\left(\ell, \prime^{\prime}\right)}=\left[\begin{array}{cc|cc}
N_{1} & 0 & N_{1} c^{*}(\varphi) & 0  \tag{3.109}\\
0 & N_{1}+1 & 0 & \left(N_{1}+1\right) c(\varphi) \\
\hline N_{1} c(\varphi) & 0 & N_{12}(\varphi) & 0 \\
0 & \left(N_{1}+1\right) c^{*}(\varphi) & 0 & N_{12}(\varphi)+1
\end{array}\right] .
$$

The eigenvalues of $D_{m m^{\prime}(1,1)}^{\left(\ell, \ell^{\prime}\right)}$ can be easily found:

$$
\begin{align*}
\kappa_{1, \pm} & =\frac{1}{2}\left(N_{1}+N_{12}(\varphi)+2 \pm \sqrt{\left(N_{1}-N_{1} 2(\varphi)\right)^{2}+4\left(N_{1}+1\right)^{2}|c(\varphi)|^{2}}\right) \\
\kappa_{2, \pm} & =\frac{1}{2}\left(N_{1}+N_{12}(\varphi) \pm \sqrt{\left(N_{1}-N_{1} 2(\varphi)\right)^{2}+4 N_{1}^{2}|c(\varphi)|^{2}}\right) \tag{3.110}
\end{align*}
$$

and can be easily seen to be non-negative for any choice of $N_{1}, N_{2}, \varphi$. Then, exploiting Eq. (3.74), we can write the Lindblad operators for the system under examination as:

$$
\begin{aligned}
& \hat{L}^{(1,+)}=\sqrt{\kappa_{1,+}} \frac{w_{1,+} \hat{a}_{1}+\hat{a}_{2}}{\sqrt{1+\left|w_{1,+}\right|^{2}}}, \quad \hat{L}^{(1,-)}=\sqrt{\kappa_{1,-}} \frac{w_{1,-1} \hat{a}_{1}^{\dagger}+\hat{a}_{2}^{\dagger}}{\sqrt{1+\left|w_{1,-}\right|^{2}}}, \\
& \hat{L}^{(2,+)}=\sqrt{\kappa_{2,+}} \frac{w_{2,+} \hat{a}_{1}+\hat{a}_{2}}{\sqrt{1+\left|w_{2,+}\right|^{2}}}, \quad \hat{L}^{(2,-)}=\sqrt{\kappa_{2,-}} \frac{w_{2,-} \hat{a}_{1}^{\dagger}+\hat{a}_{2}^{\dagger}}{\sqrt{1+\left|w_{2,-}\right|^{2}}},
\end{aligned}
$$

where:

$$
\begin{align*}
w_{1, \pm} & =\frac{N_{1}-N_{12}(\varphi) \pm \sqrt{\left(N_{1}-N_{12}(\varphi)\right)^{2}+4\left(N_{1}+1\right)^{2}|c(\varphi)|^{2}}}{2\left(N_{1}+1\right) c^{*}(\varphi)}  \tag{3.111}\\
w_{2, \pm} & =\frac{N_{1}-N_{12}(\varphi) \pm \sqrt{\left(N_{1}-N_{12}(\varphi)\right)^{2}+4 N_{1}^{2}|c(\varphi)|^{2}}}{2 N_{1} c(\varphi)} \tag{3.112}
\end{align*}
$$

We stress once again that setting $\epsilon_{1}=\epsilon_{2}=1$ leads to the same model studied in Sec. 3.1. More specifically, setting also $T_{1}=0$, one would find that only $\kappa_{1,+}=2$ would be different from zero, leading to a unique collective operator $L^{(\hat{1},+)}=\hat{a}_{1}+\hat{a}_{2}$, which is a signature of super radiance effects.

With this very simple system we were able to expose practically the features of the model shown in Sec. 3.2, seeing how the presence of interactions among ancillas from different environments can lead to interference effects, and how they manifest themselves in the master equation and the expressions of the Lindblad operators.

### 3.3.2. Interference controlled topology

In this section we will move further with respect to the previous example, examining the system with three nodes illustrated in Fig. 3.6. This system is somehow similar to the Mach-Zehnder interferometer analyzed before, but the presence of the third node implies the appearance of three new terms in the master equation, namely $\mathcal{L}_{3}, \mathcal{D}_{13}$ and $\mathcal{D}_{23}$.

Since we will need to make comparison with the previous section, in this case we dub the nodes $Q_{1}, Q_{2}$ and $Q_{3}$ : as it can be seen from the figure, the nodes $Q_{1}$ and $Q_{3}$ occupies the positions of $S_{1}$ and $S_{2}$ of the previous section respectively. The node $Q_{2}$ lays instead inside the interferometer, and thus in this network there will be two first-neighbor terms, the $\mathcal{D}_{12}$ and $\mathcal{D}_{23}$ terms, plus a non-local term describing the second-neighbor interaction $\mathcal{D}_{13}$ between $Q_{1}$ and $Q_{3}$.


Figure 3.6.: Left panel: a sketch of the system under examination: once again there are two environmental channels $\mathcal{E}^{(1)}, \mathcal{E}^{(2)}$, two beam splitters and a phase shifter. The only difference with the Mach-Zehnder interferometer analyzed in the previous section is the presence of a third node in the circuit. Right panel: circuit-like representation of the dynamics in the collisional model approach.

Just as in the previous example we assume the nodes to be interacting only with channel $\mathcal{E}^{(1)}$, so that we write the interaction Hamiltonian between the nodes and the environments as:

$$
\begin{equation*}
\hat{H}_{Q_{i}, E_{n}^{(1)}}=\hat{a}_{i}^{\dagger} \hat{b}_{E_{n}^{(1)}}+\hat{a}_{i} \hat{b}_{E_{n}^{(1)}}^{\dagger}, \quad \hat{H}_{Q_{i}, E_{n}^{(2)}}=0 . \tag{3.113}
\end{equation*}
$$

We also assume once again the environmental states $\hat{\eta}_{E_{n}^{(1)}}$ and $\hat{\eta}_{E_{n}^{(2)}}$ to be Gibbs states at temperature $T_{1}$ and $T_{2}$ respectively. As the computation of the various terms of the master equation is all in all similar to the one performed in Sec. 3.3.1, we report the explicit calculations for the various coefficients in App. A.2.

We start our analysis of this network from the local terms $\mathcal{L}_{i}$, which can be written
explicitly as:

$$
\begin{align*}
\mathcal{L}_{1}(\cdots) & =\left(N_{1}+1\right)\left\{\hat{a}_{1}(\cdots) \hat{a}_{1}^{\dagger}-\frac{1}{2}\left\{\hat{a}_{1}^{\dagger} \hat{a}_{1},(\cdots)\right\}\right\} \\
& +N_{1}\left\{\hat{a}_{1}^{\dagger}(\cdots) \hat{a}_{1}-\frac{1}{2}\left\{\hat{a}_{1} \hat{a}_{1}^{\dagger},(\cdots)\right\}\right\},  \tag{3.114}\\
\mathcal{L}_{2}(\cdots) & =\left(\bar{N}_{12}+1\right)\left\{\hat{a}_{2}(\cdots) \hat{a}_{2}^{\dagger}-\frac{1}{2}\left\{\hat{a}_{2}^{\dagger} \hat{a}_{2},(\cdots)\right\}\right\} \\
& +\bar{N}_{12}\left\{\hat{a}_{2}^{\dagger}(\cdots) \hat{a}_{2}-\frac{1}{2}\left\{\hat{a}_{2} \hat{a}_{2}^{\dagger},(\cdots)\right\}\right\},  \tag{3.115}\\
\mathcal{L}_{3}(\cdots) & =\left(N_{12}(\varphi)+1\right)\left\{\hat{a}_{3}(\cdots) \hat{a}_{3}^{\dagger}-\frac{1}{2}\left\{\hat{a}_{3}^{\dagger} \hat{a}_{3},(\cdots)\right\}\right\} \\
& +N_{12}(\varphi)\left\{\hat{a}_{3}^{\dagger}(\cdots) \hat{a}_{3}-\frac{1}{2}\left\{\hat{a}_{3} \hat{a}_{3}^{\dagger},(\cdots)\right\}\right\}, \tag{3.116}
\end{align*}
$$

where $N_{12}(\varphi)$ is the same of Eq. (3.98) and we have defined:

$$
\begin{equation*}
\bar{N}_{12}=\epsilon_{1} N_{1}+\left(1-\epsilon_{1}\right) N_{2}=N_{2}+\epsilon_{1}\left(N_{1}-N_{2}\right), \tag{3.117}
\end{equation*}
$$

as the mean photon number of the environment perceived by node $Q_{2}$.

We note immediately that Eq. (3.114) is identical to Eq. (3.94), and this come as no surprise as $S_{1}$ and $Q_{1}$ occupy the same position in the network. For the same reason the local term $\mathcal{L}_{3}$ in Eq. (3.116) is formally identical to Eq. (3.99). On the other hand the local term $\mathcal{L}_{2}$ does not depend upon $\varphi$, but only on the transmissivity of the first beam splitter $B S_{1}$, as the node $Q_{2}$ is placed before the phase shift.

We can then turn our focus on the non-local terms, starting from the first-neighbors couplings between nodes $Q_{1}$ and $Q_{2}$ and between $Q_{2}$ and $Q_{3}$, which can be written as:

$$
\begin{align*}
\mathcal{D}_{12}(\cdots) & =\sqrt{\epsilon_{1}} N_{1}\left\{\hat{a}_{1}^{\dagger}\left[(\cdots), \hat{a}_{2}\right]+\left[\hat{a}_{2}^{\dagger},(\cdots)\right] \hat{a}_{1}\right\}  \tag{3.118}\\
& +\sqrt{\epsilon_{1}}\left(N_{1}+1\right)\left\{\hat{a}_{1}\left[(\cdots), \hat{a}_{2}^{\dagger}\right]+\left[\hat{a}_{2},(\cdots)\right] \hat{a}_{1}^{\dagger}\right\} \\
\mathcal{D}_{23}(\cdots) & =M_{12}^{*}(\varphi) \hat{a}_{2}^{\dagger}\left[(\cdots), \hat{a}_{3}\right]+M_{12}(\varphi)\left[\hat{a}_{3}^{\dagger},(\cdots)\right] \hat{a}_{2}  \tag{3.119}\\
& +\left(M_{12}(\varphi)+\lambda(\varphi)\right) \hat{a}_{2}\left[(\cdots), \hat{a_{3}^{\dagger}}\right]+\left(M_{12}^{*}(\varphi)+\lambda^{*}(\varphi)\right)\left[\hat{a_{3}},(\cdots)\right] \hat{a}_{2}^{\dagger},
\end{align*}
$$

where we have introduced:

$$
\begin{align*}
M_{12}(\varphi) & =\sqrt{\epsilon_{1}} c(\varphi) N_{1}+i \sqrt{1-\epsilon_{1}} s(\varphi) N_{2},  \tag{3.120}\\
\lambda(\varphi) & =\sqrt{\epsilon_{1}} c(\varphi)+i \sqrt{1-\epsilon_{1}} s(\varphi), \tag{3.121}
\end{align*}
$$

and $c(\varphi), s(\varphi)$ as in Eq. (3.88) and (3.89) respectively.
Finally we can write the second-neighbor term describing the interaction between $Q_{1}$ and $Q_{3}$ :

$$
\begin{align*}
\mathcal{D}_{13}(\cdots) & =N_{1}\left\{c^{*}(\varphi) \hat{a}_{1}^{\dagger}\left[(\cdots), \hat{a}_{3}\right]+c(\varphi)\left[\hat{a}_{3}^{\dagger},(\cdots)\right] \hat{a}_{1}\right\}  \tag{3.122}\\
& +\left(N_{1}+1\right)\left\{c(\varphi) \hat{a}_{1}\left[(\cdots), \hat{a}_{3}^{\dagger}\right]+c^{*}(\varphi)\left[\hat{a}_{3},(\cdots)\right] \hat{a}_{1}^{\dagger}\right\}
\end{align*}
$$

which formally coincides with the $\mathcal{D}_{12}$ of Sec. 3.3.1.
From Eqs. $(3.118,3.119,3.122)$ it is evident that the coupling terms connecting the various nodes have all a different functional dependence on the phase $\varphi$. To better highlight the properties of this network, we find it useful to focus on the zero temperature regime (i.e. $T_{1}=T_{2}=0$ ) and set the transmissivity of both beam splitters to $50 \%$ (i.e. $\left.\epsilon_{1}=\epsilon_{2}=1 / 2\right)$. In this case the local contributions describe a purely dissipative process, acquiring the very simple form:

$$
\begin{equation*}
\mathcal{L}_{m}(\cdots)=\hat{a}_{m}(\cdots) \hat{a}_{m}^{\dagger}-\frac{1}{2}\left\{\hat{a}_{m}^{\dagger} \hat{a}_{m},(\cdots)\right\} \tag{3.123}
\end{equation*}
$$

Conversely, the non-local terms become:

$$
\begin{align*}
& \mathcal{D}_{12}(\cdots)=\frac{1}{\sqrt{2}}\left\{\hat{a}_{1}\left[(\cdots), \hat{a}_{2}^{\dagger}\right]+\left[\hat{a}_{2},(\cdots)\right] \hat{a}_{1}^{\dagger}\right\},  \tag{3.124}\\
& \mathcal{D}_{23}(\cdots)=\frac{1}{\sqrt{2}}\left\{e^{-i \varphi} \hat{a}_{2}\left[(\cdots), \hat{a}_{3}^{\dagger}\right]+e^{i \varphi}\left[\hat{a}_{3},(\cdots)\right] \hat{a}_{2}^{\dagger}\right\},  \tag{3.125}\\
& \mathcal{D}_{13}(\cdots)=-i \sin \frac{\varphi}{2}\left\{e^{-i \frac{\varphi}{2}} \hat{a}_{1}\left[(\cdots), \hat{a}_{3}^{\dagger}\right]+e^{i \frac{\varphi}{2}}\left[\hat{a}_{3},(\cdots)\right] \hat{a}_{1}^{\dagger}\right\} . \tag{3.126}
\end{align*}
$$

From the expressions of the non-local terms one can infer that the phase $\varphi$ gives two kinds of contributions to the dynamics: first it introduces a relative phase between the three nodes that cannot be eliminated by simply absorbing it into a redefinition of the annihilation and creation operators. Second, it allows for a selective modulation of the strength of the interactions between the nodes. This can be seen easier by looking at the expression of the induced Hamiltonian one finds after recasting the master equation


Figure 3.7.: A scheme resuming the phase dependence of the relative strengths of the interactions among the nodes $Q_{1}, Q_{2}$ and $Q_{3}$. In the left panel we can see the situation for $\varphi=0$ : as the sine function nullifies, there are only first-neighbor interactions among the nodes. The central panel shows instead the situation for $\varphi=\pi / 2$ : in this case the second-neighbor interaction is present and it has the same weight of the first-neighbor interactions. Finally, the right panel shows the situation as $\varphi=\pi$ : not only the second-neighbor interaction is present, but it is also stronger than the first-neighbor interactions.
into the GKSL form (see App. A.2):

$$
\begin{align*}
\hat{H}_{12} & =-\frac{i}{2 \sqrt{2}}\left(\hat{a}_{1} \hat{a}_{2}^{\dagger}-\hat{a}_{1}^{\dagger} \hat{a}_{2}\right),  \tag{3.127}\\
\hat{H}_{23} & =-\frac{i}{2 \sqrt{2}}\left(e^{i \frac{\varphi}{2}} \hat{a}_{2} \hat{a}_{3}^{\dagger}-e^{-i \frac{\varphi}{2}} \hat{a}_{2}^{\dagger} \hat{a}_{2}\right),  \tag{3.128}\\
\hat{H}_{13} & =-\frac{i}{2} \sin \frac{\varphi}{2}\left(e^{i \frac{\varphi+\pi}{2}} \hat{a}_{1} \hat{a}_{3}^{\dagger}-e^{-i \frac{\varphi+\pi}{2}} \hat{a}_{1}^{\dagger} \hat{a}_{3}\right) . \tag{3.129}
\end{align*}
$$

By looking at this expressions, we realize that tuning $\varphi$ it is possible to modify the topology of the interactions between the nodes, as resumed schematically in Fig. 3.7: for instance, by setting $\varphi=0$ we can shut down the interaction between $Q_{1}$ and $Q_{3}$, while setting $\varphi=\pi$ we move to a situation where the second-neighbor interaction is stronger than the first neighbor interactions. We can move continuously from both extreme into intermediate situations, like $\varphi=\pi / 2$ where the first and second neighbor interactions have the same strength.

This example allowed us to show more features of cascade networks and the formalism we developed: as we are going to see in the next section, the network we studied in this section can be scaled up, giving rise to a complex-many-body network where all the interactions are in principle completely tunable.

### 3.4. A complex cascade network

It is time now to explore the last issue of cascade network we will meet in this work: in Sec. 3.3.2 we saw how it is possible, via interference effects, to tailor the interactions between the nodes of a quantum cascade network. Specifically we saw how, with the aid of beam splitters and phase shifts only, it is possible to obtain very different topologies of the intra nodes interactions, from suppressing second neighbor interactions to situations where second neighbor interactions were stronger than the first neighbor ones.

### 3.4.1. Path-dependent coupling constants

We want to show now that it is possible to scale up such network to an arbitrary number of sites, obtaining a network like the one shown in Fig. 3.8: we consider a set of $M$ nodes $\left\{S_{1}, S_{2}, \cdots, S_{m}\right\}$ connected through a set of $M$ multimode unidirectional environmental channels $\left\{\mathcal{E}^{(1)}, \mathcal{E}^{(2)}, \cdots, \mathcal{E}^{(M)}\right\}$, each one being described by the set of annihilation operators $\left\{\hat{\mathcal{E}}_{\mathcal{E}_{n}^{(m)}}\right\}$ fulfilling the following commutation relations:

$$
\begin{equation*}
\left[\hat{b}_{\mathcal{E}_{n}^{(m)}}, \hat{b}_{\mathcal{E}_{n^{\prime}}^{\left(m^{\prime}\right)}}^{\dagger}\right]=\delta_{m m^{\prime}} \delta_{n n^{\prime}}, \quad\left[\hat{b}_{\mathcal{E}_{n}^{(m)}}, \hat{\mathcal{E}}_{n_{n^{\prime}}^{\left(m^{\prime}\right)}}\right]=0, \tag{3.130}
\end{equation*}
$$

where the index $n$ accounts for the mode degeneracy of each channel. At variance with the previous section, all throughout this section we will assume all the environmental modes to be in the vacuum state.

As shown in Fig. 3.8 the environmental channels $\mathcal{E}^{(m)}$ and $\mathcal{E}^{\left(m^{\prime}\right)}$ intercept at the beam splitter $B S_{m m^{\prime}}$, whose effects are described by the unitary transformation $\hat{U}_{m m^{\prime}}$ acting on the environmental operators as:

$$
\begin{array}{r}
\hat{b}_{\mathcal{E}_{n}^{(m)}} \rightarrow \hat{U}_{m m^{\prime}}^{\dagger} \hat{b}_{\mathcal{E}_{n}^{(m)}} \hat{U}_{m m^{\prime}}=\sqrt{t_{m m^{\prime}}} \hat{\underline{\mathcal{E}}}_{n}^{(m)}-i \sqrt{1-t_{m m^{\prime}}} \hat{b}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}}, \\
\hat{b}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}} \rightarrow \hat{U}_{m m^{\prime}}^{\dagger} \hat{b}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}} \hat{U}_{m m^{\prime}}=e^{-i \varphi_{m m^{\prime}}}\left(\sqrt{t_{m m^{\prime}}} \hat{b}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}}-i \sqrt{1-t_{m m^{\prime}}} \hat{b}_{\mathcal{E}_{n}^{(m)}}\right), \tag{3.132}
\end{array}
$$

where $t_{m m^{\prime}} \in[0,1]$ is the transmissivity of $B S_{m m^{\prime}}$ and we have included a phase difference between the two ports of $B S_{m m^{\prime}}$ described by $\varphi_{m m^{\prime}} \in[0,2 \pi]$, as resumed in Fig. 3.9 on page 71 .

In analogy with the choice of the previous sections, we assume the interaction between


Figure 3.8.: A schematic representation of the network under examination: the interactions between the nodes $\left\{S_{1}, S_{2}, \cdots\right\}$ (blue dots) are mediated by a network of multimode environmental channels $\left\{\mathcal{E}^{(1)}, \mathcal{E}^{(2)}, \cdots\right\}$ (colored arrows) interfering via a series of beam splitters $B S_{i j}$ (yellow squares) while moving unidirectionally along the network, from top to bottom, crossing the various levels of the network (horizontal solid lines).
the nodes and the environments to be described by the exchange Hamiltonian:

$$
\begin{equation*}
\hat{H}_{S_{m}, \mathcal{E}^{\left(m^{\prime}\right)}}=\delta_{m m^{\prime}} \sum_{n} g_{n}\left(\hat{a}_{m}^{\dagger} \hat{\mathcal{E}}_{n}^{\left(m^{\prime}\right)}+\hat{a}_{m} \hat{b}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}}^{\dagger}\right), \tag{3.133}
\end{equation*}
$$

where the $g_{n}$ are the coupling constants between node $S_{m}$ and the mode described by $\hat{b}_{\mathcal{E}_{n}^{(m)}}$, and $\hat{a}_{m}$ is the annihilation operator for the node $S_{m}$.

Within the assumptions made, the master equation of the system can be written as:

$$
\begin{equation*}
\frac{d \hat{\rho}_{S}(t)}{d t}=\sum_{m} \mathcal{L}_{m}\left(\hat{\rho}_{S}(t)\right)+\sum_{m^{\prime}>m} \mathcal{D}_{m m^{\prime}}\left(\hat{\rho}_{S}(t)\right), \tag{3.134}
\end{equation*}
$$

where the $\mathcal{L}_{m}$ terms as usual describe local dissipation processes:

$$
\begin{equation*}
\mathcal{L}_{m}(\cdots)=\frac{\gamma}{2}\left\{2 \hat{a}_{m}(\cdots) \hat{a}_{m}^{\dagger}-\left\{\hat{a}_{m}^{\dagger} \hat{a}_{m},,\right\}(\cdots)\right\}, \tag{3.135}
\end{equation*}
$$

while the $\mathcal{D}_{m m^{\prime}}$ are worth:

$$
\begin{equation*}
\mathcal{D}_{m m^{\prime}}(\cdots)=\gamma\left\{\zeta_{m m^{\prime}} \hat{a}_{m}\left[(\cdots), \hat{a}_{m^{\prime}}^{\dagger}\right]+\zeta_{m m^{\prime}}^{*}\left[\hat{a}_{m^{\prime}},(\cdots)\right] \hat{a}_{m}^{\dagger}\right\} . \tag{3.136}
\end{equation*}
$$

Here it must be noted that the local terms are not tunable, i.e. they do not depend upon the transmissivities and the phases of the beam splitters $B S_{m m^{\prime}}$. On the contrary the coefficients $\zeta_{m m^{\prime}}$ do depend on the transmissivities and the phases: this fact entails the possibility of tuning the interactions among the nodes induced by the presence of the environmental channel. As we are going to see in a while, the coefficients $\zeta_{m m^{\prime}}$ depend strictly on the paths connecting node $S_{m}$ and node $S_{m^{\prime}}$.

Even if this will not be the focus of this section, we note that the master equation in Eq. (3.134) could be recast in GKSL form. Following the method exposed in Sec. 3.2, we would find that the matrix $\Omega_{m m^{\prime}}$ is worth:

$$
\Omega_{m m^{\prime}}=\left\{\begin{array}{cl}
\gamma & \text { for } m=m^{\prime}  \tag{3.137}\\
\gamma \zeta_{m m^{\prime}} & \text { for } m^{\prime}>m, \\
\gamma \zeta_{m m^{\prime}}^{*} & \text { for } m^{\prime}>m,
\end{array}\right.
$$

so that upon diagonalization it would yield the Lindblad operators:

$$
\begin{equation*}
\hat{L}_{i}=\sqrt{\kappa_{i}} \sum_{m} w_{m, i}^{*} \hat{a}_{m}, \tag{3.138}
\end{equation*}
$$

where $\kappa_{i}$ are the eigenvalues of $\Omega_{m m^{\prime}}$ and the $w_{m, i}$ are the elements of the matrix diagonalizing $\Omega_{m m^{\prime}}$, i.e. it holds:

$$
\begin{equation*}
\kappa_{i}=\sum_{m, m^{\prime}} w_{m i}^{*} \Omega_{m m^{\prime}} w_{m^{\prime} i} \tag{3.139}
\end{equation*}
$$

While we are going to see in the following some cases where an explicit expression for the $\hat{L}_{i}$ can be written, this is in general not true for arbitrary choices of the network parameters, i.e. arbitrary choices of the transmissivities and phases of the beam splitters $B S_{m m^{\prime}}$. However, in general the $\hat{L}_{i}$ will be non-local, giving rise to cooperative emission processes like Dicke superradiance. An explicit computation of the operators


Figure 3.9.: A scheme resuming the input-output relations induced by the beam splitter $B S_{m m^{\prime}}$ that couples channels $\mathcal{E}^{(m)}$ and $\mathcal{E}^{\left(m^{\prime}\right)}$. As one can see the two outputs are combinations of the inputs weighted according to the transmissivity of the beam splitter. Moreover the two outputs gain a relative phase $\varphi$.
in Eq. (3.138) is given in App. A.3.

### 3.4.2. Computing the coefficients $\zeta_{m m^{\prime}}$

As we anticipated in the previous section, the coefficients $\zeta_{m m^{\prime}}$ dictating the interaction between the nodes depend on the paths connecting the two nodes, and thus on the parameters of the beam splitters, namely the transmissivities $t_{m m^{\prime}}$ and their induced relative phases $\varphi_{m m^{\prime}}$.

In fact, according to our model, these coefficients can be written as:

$$
\begin{equation*}
\zeta_{m m^{\prime}}=\operatorname{Tr}\left\{\hat{b}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}} \mathcal{M}_{\mathcal{E}}^{\left(m^{\prime}-1 \leftarrow m\right)}\left(\hat{b}_{\mathcal{E}_{n}^{(m)}} \mathcal{M}_{\mathcal{E}}^{(m-1 \leftarrow 1)}\left(\hat{\eta}_{\mathcal{E}}\right)\right)\right\} \tag{3.140}
\end{equation*}
$$

where $\hat{\eta}_{\mathcal{E}}$ is the joint initial state of the environmental channels (which we assumed to be the vacuum), and $\mathcal{M}_{\mathcal{E}}^{\left(m^{\prime} \leftarrow m\right)}$ is the CPT map describing the evolution of the environmental state, in the absence of the nodes $S$, from level $m$ to level $m^{\prime}$ of the network, see Fig. 3.8. This map can be described via the unitary transformations $\hat{U}_{m m^{\prime}}$ induced by the beam splitters $B S_{m m^{\prime}}$. In order to do this we use:

$$
\begin{equation*}
\hat{V}_{m}=\cdots \hat{U}_{m+3, m} \hat{U}_{m+2, m} \hat{U}_{m+1, m}, \tag{3.141}
\end{equation*}
$$

to indicate the product of the beam splitter unitary operators coupling channel $\mathcal{E}^{(m)}$
with the following ones, so that we define

$$
\begin{equation*}
\hat{V}_{m^{\prime} \leftarrow m}=\hat{V}_{m^{\prime}} \cdots \hat{V}_{m+1} \hat{V}_{m}, \tag{3.142}
\end{equation*}
$$

the ordered product of the $\hat{V}$ operators from level $m$ to level $m^{\prime}>m$, so that the CPT map $\mathcal{M}_{\mathcal{E}}^{m^{\prime} \leftarrow m}$ can be expressed as:

$$
\begin{equation*}
\mathcal{M}_{\mathcal{E}}^{m^{\prime} \leftarrow m}(\cdots)=\hat{V}_{m^{\prime} \leftarrow m}(\cdots) \hat{V}_{m^{\prime} \leftarrow m}^{\dagger} \tag{3.143}
\end{equation*}
$$

Since, as it can be verified directly, the composition rule:

$$
\begin{equation*}
\hat{V}_{m^{\prime \prime} \leftarrow m^{\prime}} \hat{V}_{m^{\prime} \leftarrow m}=\hat{V}_{m^{\prime \prime} \leftarrow m}, \tag{3.144}
\end{equation*}
$$

holds for any $m^{\prime \prime}>m^{\prime}>m$, then Eq. (3.140) can be rewritten as:

$$
\begin{equation*}
\zeta_{m m^{\prime}}=\operatorname{Tr}_{\mathcal{E}}\left\{\hat{c}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}} \hat{c}_{\mathcal{E}_{n}^{(m)}}^{\dagger} \hat{\eta}_{\mathcal{E}}\right\}, \tag{3.145}
\end{equation*}
$$

where the operator $\hat{\mathcal{E}}_{n}^{(m)}$ is the operator $\hat{b}_{\mathcal{E}_{n}^{(m)}}$ evolved from level 1 to level $m$ of the network in the Heisenberg picture:

$$
\begin{equation*}
\hat{c}_{\mathcal{E}_{n}^{(m)}}=\hat{V}_{m \leftarrow 1}^{\dagger} \hat{b}_{\mathcal{E}_{n}^{(m)}} \hat{V}_{m \leftarrow 1}, \tag{3.146}
\end{equation*}
$$

where we included the case $m=1$ by identifying $\hat{V}_{0 \leftarrow 1}$ with the identity operator, so that $\hat{c}_{\mathcal{E}_{n}^{(1)}}=\hat{b}_{\mathcal{E}_{n}^{(1)}}$. To understand the meaning of Eq. (3.146), consider for instance the case $m=2$ :

$$
\begin{equation*}
\hat{c}_{\mathcal{E}_{n}^{(2)}}=\hat{U}_{12}^{\dagger} \hat{b}_{\mathcal{E}_{n}^{(2)}} \hat{U}_{12}=e^{-i \varphi_{12}}\left(\sqrt{t_{12}} \hat{b}_{\mathcal{E}_{n}^{(2)}}-i \sqrt{1-t_{12}} \hat{b}_{\mathcal{E}_{n}^{(1)}}\right), \tag{3.147}
\end{equation*}
$$

where the fact that for $m>3$ the operator $\hat{U}_{1 m}$ commutes with $\hat{b}_{\mathcal{E}_{n}^{(2)}}$ has been used. Analogously for $m=3$ we get:

$$
\begin{align*}
\hat{c}_{\mathcal{E}_{n}^{(3)}} & =\hat{U}_{12}^{\dagger} \hat{U}_{13}^{\dagger} \hat{U}_{23}^{\dagger} \hat{b}_{\mathcal{E}_{n}^{(3)}} \hat{U}_{23} \hat{U}_{13} \hat{U}_{12}=e^{-i \varphi_{23}}\left\{e^{-i \varphi_{13}} \sqrt{t_{13} t_{23}} \hat{b}_{\mathcal{E}_{n}^{(3)}}\right.  \tag{3.148}\\
& +\left[-i e^{-i \varphi_{12}} \sqrt{t_{12}\left(1-t_{23}\right)}-e^{-i \varphi_{13}} \sqrt{\left(1-t_{12}\right)\left(1-t_{13}\right) t_{23}}\right] \hat{b}_{\mathcal{E}_{n}^{(2)}} \\
& \left.+\left[e^{-i \varphi_{12}} \sqrt{\left(1-t_{12}\right)\left(1-t_{23}\right)}-i e^{-i \varphi_{13}} \sqrt{t_{12}\left(1-t_{13}\right) t_{23}}\right] \hat{b}_{\mathcal{E}_{n}^{(1)}}\right\} .
\end{align*}
$$

As one can verify by direct inspection of the above expressions, the operator $\hat{\mathcal{E}}_{n}^{(m)}$ can


Figure 3.10.: Illustration of the paths (bold curves) contributing to the coupling constants $\zeta_{m m^{\prime}}$. In panel (a) we see that for a first neighbor coupling there is only one path contributing to the coupling, while already for secondneighbor interactions there are two different paths connecting the nodes, as shown in panel (b). The number of paths contributing to the coupling clearly increases exponentially with the distance between the nodes, as exemplified in the other two panels (c) and (d), which show the paths connecting third-neighboring and fourth-neighboring sites respectively.
be written as:

$$
\begin{equation*}
\hat{c}_{\mathcal{E}_{n}^{(m)}}=\sum_{k=1}^{m} A_{m \leftarrow 1}^{(k)} \hat{b}_{\mathcal{E}_{n}^{(k)}} \tag{3.149}
\end{equation*}
$$

where with $\hat{A}_{m \leftarrow 1}^{(k)}$ we indicate the probability amplitudes obtained by coherently summing all the paths that bring the input mode $\hat{b}_{\mathcal{E}_{n}^{(k)}}$ from level 1 to level $m$ of the network
(see Fig. 3.8). Inserting expression (3.149) in Eq. (3.140) we get:

$$
\begin{equation*}
\zeta_{m m^{\prime}}=\sum_{k^{\prime}=1}^{m^{\prime}} \sum_{k=1}^{m} A_{m^{\prime} \leftarrow 1}^{\left(k^{\prime}\right)}\left[A_{m \leftarrow 1}^{(k)}\right]^{*} \operatorname{Tr}\left\{\hat{b}_{\mathcal{E}_{n}^{\left(k^{\prime}\right)}} \hat{b}_{\mathcal{E}_{n}^{(k)}} \hat{\eta}_{\mathcal{E}}\right\} . \tag{3.150}
\end{equation*}
$$

For the special case where the input modes state is a zero-mean factorized one, Eq. (3.150) can be further simplified. Specifically, under our assumption of having the input modes in the vacuum state $|\varnothing\rangle$, we have:

$$
\begin{equation*}
\langle\varnothing| \hat{b}_{\mathcal{E}_{n}^{\left(k^{\prime}\right)}} \hat{b}_{\mathcal{E}_{n}^{(k)}}^{\dagger}|\varnothing\rangle=\delta_{k k^{\prime}}, \tag{3.151}
\end{equation*}
$$

so that Eq. (3.150) becomes:

$$
\begin{equation*}
\zeta_{m m^{\prime}}=\sum_{k=1}^{m} A_{m^{\prime} \leftarrow 1}^{(k)}\left[A_{m \leftarrow-1}^{(k)}\right]^{*} . \tag{3.152}
\end{equation*}
$$

Indeed the expression can be simplified further, thanks to the properties of the amplitudes $A_{m \leftarrow 1}$. As a matter of fact we can write the compact form:

$$
\begin{equation*}
\zeta_{m m^{\prime}}=A_{m^{\prime} \leftarrow m}^{(m)} . \tag{3.153}
\end{equation*}
$$

This expression shows that for the case of vacuum input modes, the coupling between sites $S_{m}, S_{m^{\prime}}$ is identical to the probability amplitudes associated with the propagation of signals from $S_{m}$ to $S_{m^{\prime}}$, as exemplified in Fig. 3.10.

To derive Eq. (3.153) we go back to Eq. 3.145 and note that the vacuum states are invariant under the action of the beam splitter operators $\hat{U}_{m m^{\prime}}$, so that we are allowed to write:

$$
\begin{align*}
\zeta_{m m^{\prime}} & =\langle\emptyset|\left(\hat{V}_{m^{\prime}-1 \leftarrow m} \hat{b}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}} \hat{V}_{m^{\prime}-1 \leftarrow m}^{\dagger}\right) \hat{b}_{\mathcal{E}_{n}^{(m)}}^{\dagger}|\varnothing\rangle \\
& =\sum_{k=m}^{m^{\prime}} A_{m^{\prime} \leftarrow k}^{(k)}\langle\varnothing| \hat{b}_{\mathcal{E}_{n}^{(k)}} \hat{\mathcal{E}}_{n}^{(m)} \tag{3.154}
\end{align*}|\emptyset\rangle=A_{m^{\prime} \leftarrow m}^{(m)} .
$$

To derive Eq. (3.154) we used the identity:

$$
\begin{equation*}
\hat{V}_{m^{\prime}-1 \leftarrow m}^{\dagger} \hat{b}_{\mathcal{E}_{n}^{\left(m^{\prime}\right)}} \hat{V}_{m^{\prime}-1 \leftarrow m}=\sum_{k=m}^{m^{\prime}} A_{m^{\prime} \leftarrow k}^{(k)} \hat{b}_{\mathcal{E}_{n}^{(k)}}, \tag{3.155}
\end{equation*}
$$



Figure 3.11.: Illustration of the network in the presence of losses: these can be modeled by adding auxiliary beam splitters interacting with auxiliary environments initialized in the vacuum state in the place indicated by black elements in figure. This induces a $(1-\nu)^{m^{\prime}-m}$ damping factor on the coupling coefficients $\zeta_{m, m^{\prime}}^{(\text {loss })}$
which is a straightforward generalization of Eq. (3.149).
We conclude this section by asserting that noise phenomena in the signal transmission, which have been ignored up to know, can be easily included in this formalism. Any form of disturbance can in fact be included by properly including it in the definition of the $\operatorname{map} \mathcal{M}_{\mathcal{E}_{n}^{\left(m^{\prime} \leftarrow m\right)}}$. Consider for instance the case, illustrated in Fig. 3.11, where each path composing the network is characterized by a probability $\nu \in[0,1]$ of losing the signal transmitting through it. We can then easily account for this effect in the expression of the coefficients $\zeta_{m m^{\prime}}$, where an extra factor exponentially decreasing with the sites distance appears:

$$
\begin{equation*}
\zeta_{m m^{\prime}}^{(\text {loss })}=(1-\nu)^{m^{\prime}-m} A_{m^{\prime} \leftarrow m}^{(m)} . \tag{3.156}
\end{equation*}
$$

This expression can be easily verified by representing the losses via the action of extra beam splitters placed along the network in correspondence of the black elements of Fig. 3.11 that mix the signal with an auxiliary environments initialized in the vacuum state.

### 3.4.3. Regular Network

In Sec. 3.4.1 we have seen how the couplings between the nodes of the network shown in Fig. 3.8 depend on the coherent sum of the paths connecting them. We have also seen that for generic parameters $t_{m m^{\prime}}$ and $\varphi_{m m^{\prime}}$, the computation of the coefficients $\zeta_{m m^{\prime}}$ quickly becomes extremely hostile.

In order to see some practical instances, we want to focus in this section on the case of a regular network, like the one shown in Fig. 3.12, where the beam splitters dictating the n-th neighbor interaction are assumed to be identical, i.e. the beam splitters are grouped according to their index difference, so that for instance $\left\{B S_{12}, B S_{23}, \ldots, B S_{m, m+1}\right\}$ have all the same transmissivity $t_{1}$ and the same relative phase $\varphi_{1}$, so that in general we set:

$$
\begin{equation*}
t_{m, m+k}=\tau_{k} \quad \varphi_{m, m+k}=\varphi_{k} \quad \forall m, k . \tag{3.157}
\end{equation*}
$$

Under these assumptions the coefficients $\zeta_{m m^{\prime}}$ become invariant under translation of the indexes:

$$
\begin{equation*}
\zeta_{m m^{\prime}}=\zeta_{1, m^{\prime}-m+1} \quad \forall m^{\prime}>m, \tag{3.158}
\end{equation*}
$$

so that we are allowed to write the master equation as:

$$
\begin{equation*}
\frac{d \hat{\rho}_{S}(t)}{d t}=\sum_{m} \mathcal{L}_{m}\left(\hat{\rho}_{S}(t)\right)+\sum_{k} \mathcal{D}_{k}\left(\hat{\rho}_{S}(t)\right) \tag{3.159}
\end{equation*}
$$

where now the superoperators $\mathcal{D}_{k}$ are translationally invariant:

$$
\begin{equation*}
\mathcal{D}_{k}(\cdots)=\gamma \sum_{m} \xi_{k} \hat{a}_{m}\left[(\cdots), \hat{a}_{m+k}^{\dagger}\right]+\xi_{k}^{*}\left[\hat{a}_{m+k},(\cdots)\right] \hat{a}_{m}^{\dagger}, \tag{3.160}
\end{equation*}
$$

and we have defined

$$
\begin{equation*}
\xi_{k}=\zeta_{1, k+1}=A_{k+1 \leftarrow 1}^{(1)}, \tag{3.161}
\end{equation*}
$$



Figure 3.12.: Illustration of the regular network under examination: the beam splitters laying on the same diagonal, as the labels suggest, have the same properties, i.e. they have the same transmissivity $t_{k}$ and they induce the same relative phase $\varphi_{k}$. This implies, for instance, that beam splitters $B S_{12}, B S_{23}, \ldots, B S_{m, m+1}$ all have the same transmissivity $\tau_{k=1}$ and relative phase $\varphi_{k=1}$, as well as the elements $B S_{13}, B S_{24}, \ldots, B S_{m, m+2}$ are characterized by transmissivity $\tau_{k=2}$ and relative phase $\varphi_{k=2}$.
which become

$$
\begin{equation*}
\xi_{k}^{\text {(loss) }}=(1-\nu)^{k} A_{k+1 \leftarrow 1}^{(k)} \tag{3.162}
\end{equation*}
$$

in presence of losses (see Eq. (3.156)). The translational invariance of the $\mathcal{D}_{k}$ manifests itself also in the expression of the induced effective Hamiltonian, which is worth:

$$
\begin{equation*}
\hat{H}=\sum_{k} \hat{H}_{k}, \quad \hat{H}_{k}=-\frac{i \gamma}{2} \sum_{m}\left(\xi_{k} \hat{a}_{m} \hat{a}_{m+k}^{\dagger}-\xi_{k}^{*} \hat{a}_{m}^{\dagger} \hat{a}_{m+k}\right) . \tag{3.163}
\end{equation*}
$$

It is also clear by construction that $\xi_{k}$ will depend upon the $\tau_{k^{\prime}}$ and $\varphi_{k^{\prime}}$ with $k^{\prime}<k$, so that tuning appropriately these parameters one is able to tailor the dynamics of the


Figure 3.13.: Finite size network where $t_{1}=0$ has been set. This choice gives rise to a uniform chain of nodes connected through the one chiral channel $\mathcal{E}^{(1)}$. As a consequence any node interacts with all the other, giving rise to the interaction topology shown in figure.
network. Still, writing explicitly the functional dependence of the $\xi_{k}$ is quite difficult, due to the complexity of this dependence. However, for some special cases we are going to analyze it is possible to find manageable analytic expressions. We thus consider two special instances of the regular network we have just shown: the case of a finite size network, and the case where we want to retain only one kind of interaction, i.e. only first-neighbor interactions or only second.neighbor and so on and so forth.

## Finite size networks

Consider the case where the transmissivity of the beam splitters $B S_{m, m+1}$ coupling first neighboring sites is set to zero, $\tau_{1}=0$, as illustrated in Fig. 3.13. With this choice the
network splits up in two: one part is made out of the nodes $S$ communicating through the chiral channel $\mathcal{E}^{(1)}$, the other part being the composed by the remaining environmental channels that do not interact with the nodes.

Under this hypothesis the couplings $\xi_{k}$ are easily computed. As a metter of fact we have:

$$
\begin{equation*}
\xi_{k}=\left(-i e^{-i \varphi_{1}}\right)^{k}=e^{-i k\left(\varphi_{1}+\pi / 2\right)} \tag{3.164}
\end{equation*}
$$

showing that the nodes interact all with the same strenght independently of the distance between them. This comes as no surprise, since with the choice made we just recovered the many-body generalization of the model in Sec. 3.1, where $M$ sites are coupled to a single chiral channel. This can be seen even better by looking at the effective Hamiltonian, which looks:

$$
\begin{equation*}
\hat{H}_{k}=-\frac{i \gamma}{2} \sum_{m}\left(e^{-i k\left(\varphi_{1}+\pi / 2\right)} \hat{a}_{m} \hat{a}_{m+k}^{\dagger}-\text { h.c. }\right)=-\frac{i \gamma}{2} \sum_{m}\left(\hat{d}_{m} \hat{d}_{m+k}^{\dagger}-\text { h.c. }\right), \tag{3.165}
\end{equation*}
$$

where in the second equality we show explicitly how the relative phase $\varphi_{1}$ is in this case irrelevant, as it can be reabsorbed into the system operators through the transformation:

$$
\begin{equation*}
\hat{a}_{m} \rightarrow \hat{d}_{m}=\hat{a}_{m} e^{-i m\left(\varphi_{1}+\pi / 2\right)}, \tag{3.166}
\end{equation*}
$$

which leaves the other contributions to the master equation unchanged. A similar behavior is observed when we leave $\tau_{1}$ arbitrary but we still assume all the other beam splitters of the network to have unitary transmissivity, i.e. $\tau_{k}=1$ for $k>1$. This choice implies that a signal which gets transmitted through $B S_{m, m+1}$ will never have the opportunity to interact with a node, so that the overall effect of this choice of parameters implies an exponential depression of the couplings,

$$
\begin{equation*}
\xi_{k}=e^{-i k\left(\varphi_{1}+\pi / 2\right)}\left(1-\tau_{1}\right)^{k / 2} \tag{3.167}
\end{equation*}
$$

which is the same expression one would get considering the case $\tau_{1}=0$ in presence of losses, upon the identification of $\sqrt{1-\tau_{1}}$ with the factor $(1-\nu)$.

Actually, this is not the end of the story: Eq. (3.164) can be generalized to the case where, for a given integer $K \geq 2$, the transmissivity of beam splitters $B S_{m, m+K}$ is set equal to zero, i.e. $\tau_{K}=0$. As in the previous case, the network splits up in two parts,


Figure 3.14.: Schematic illustration of the components of the vectors $\vec{V}_{\ell}$ for the case $K=3$. For $\ell$ and $k$ integer, the component $V_{\ell}^{(k)}$ describes the probability amplitude associated to the path connecting the first entry of level 1 and the $k$-th entry of level $\ell$ (upper panel). In the lower panel we highlight the paths contributing to $V_{3}^{(2)}$.
the first on containing the nodes and the first $K$ chiral channels, the other containing all the rest of the network, which does not contribute to the dynamics.

To show this we introduce a $K$ dimensional vector $\vec{V}_{\ell}$ having as components the probability amplitudes associated with the propagation of $\mathcal{E}^{(1)}$ from level 1 of the network up to the first $K$ entries of level $\ell$ (see Fig. 3.14):

$$
\begin{align*}
& \vec{V}_{\ell}^{T}=\left(V_{\ell}^{(1)}, V_{\ell}^{(2)}, \ldots, V_{\ell}^{(K)}\right) \quad \text { for } \ell \geq 2,  \tag{3.168}\\
& \vec{V}_{1}^{T}=(1,0, \ldots, 0) \tag{3.169}
\end{align*}
$$

To better understand this notation we highlight that the amplitude $A_{k+1 \leftarrow 1}^{(1)}$, which basically determines the coupling $\xi_{k}$, corresponds to the first entry of $\vec{V}_{k+1}$, so that we have:

$$
\begin{equation*}
A_{k+1 \leftarrow 1}^{(1)}=V_{k+1}^{(1)}=\vec{V}_{1}^{T} \cdot \vec{V}_{k+1} . \tag{3.170}
\end{equation*}
$$

Moreover the vectors $\vec{V}_{\ell}$ and $\vec{V}_{\ell+1}$ are clearly not independent, but instead they are related via:

$$
\begin{equation*}
\vec{V}_{\ell+1}=T \vec{V}_{\ell}, \tag{3.171}
\end{equation*}
$$

where $T$ is a $K \times K$ matrix describing the propagation of a signal from one level of the network to the next whose elements are worth:

$$
T_{i j}=\left\{\begin{array}{cc}
e^{-i \varphi_{i}} \sqrt{\tau_{i}} & \text { for } j=i+1,  \tag{3.172}\\
e^{-i \varphi_{i}}\left(-i \sqrt{1-\tau_{i}}\right)\left(-i \sqrt{1-\tau_{i-1}}\right) & \text { for } i=j \\
e^{-i \varphi_{i}}\left(-i \sqrt{1-\tau_{j-1}}\right)\left(\prod_{\ell=j}^{i-1} \sqrt{\tau_{\ell}}\right)\left(-i \sqrt{1-\tau_{i}}\right) & \text { for } j<i, \\
0 & \text { otherwise }
\end{array}\right.
$$

where we adopted the convention $-i \sqrt{1-\tau_{0}} \rightarrow 1$ for ease of notation. Writing the matrix $T=U D U^{\dagger}$, where $D$ is the diagonal matrix formed by the eigenvalues of $T$ and $U$ the unitary operator diagonalizing $T$, whose rows are the corresponding eigenvectors, we can write from Eq. (3.171):

$$
\begin{equation*}
\vec{V}_{\ell+1}=T^{\ell} \vec{V}_{1}=U D^{\ell} U^{\dagger} \vec{V}_{1} . \tag{3.173}
\end{equation*}
$$

Inserting this into Eq. (3.170) we get the expression for the $\xi_{k}$ :

$$
\begin{equation*}
\xi_{k}=A_{k+1 \leftarrow 1}^{(1)}=\vec{V}_{1}^{T} \cdots \vec{V}_{k+1}=\vec{V}_{1}^{T} U D^{k} U^{\dagger} \vec{V}_{1} \tag{3.174}
\end{equation*}
$$

This is a general formula allowing one to compute the coupling $\xi_{k}$ for the general case where the transmissivities of beam splitters $B S_{m, m+K}$ have been set to zero. Consider for instance the case $K=2$. In this case $T$ is a $2 \times 2$ matrix which is worth:

$$
T=\left(\begin{array}{cc}
-i \sqrt{1-\tau_{1}} e^{-i \varphi_{1}} & \sqrt{\tau_{1}} e^{-i \varphi_{1}}  \tag{3.175}\\
-i \sqrt{\tau_{2}} e^{-i \varphi_{2}} & -\sqrt{1-\tau_{1}} e^{-i \varphi_{2}}
\end{array}\right)=U D U^{\dagger}
$$

where the matrices $D$ and $U$ can be expressed as:

$$
D=\left(\begin{array}{cc}
e^{i \theta_{+}} & 0  \tag{3.176}\\
0 & e^{i \theta_{-}}
\end{array}\right), \quad U=\left(\begin{array}{cc}
\frac{u_{+}}{\sqrt{\tau_{1}+\left|u_{+}\right|^{2}}} & \frac{u_{-}}{\sqrt{\tau_{1}}+\left|u_{-}\right|^{2}} \\
\frac{\sqrt{\tau_{1}}}{\sqrt{\tau_{1}+\left|u_{+}\right|^{2}}} & \frac{\sqrt{\tau_{1}}}{\sqrt{\tau_{1}+\left|u_{-}\right|^{2}}}
\end{array}\right),
$$

with:

$$
\begin{align*}
e^{i \theta_{ \pm}} & =\frac{1}{2}\left[-\sqrt{1-\tau_{1}}\left(i e^{-i \varphi_{1}}+e^{-i \varphi_{2}}\right)\right. \\
& \left. \pm \sqrt{\left(e^{-i \varphi_{2}}-i e^{-i \varphi_{1}}\right)^{2}-\tau_{1}\left(i e^{-i \varphi_{1}}+e^{-i \varphi_{2}}\right)^{2}}\right]  \tag{3.177}\\
u_{ \pm} & =\sqrt{1-\tau_{1}}\left(e^{-i\left(\varphi_{1}-\varphi_{2}\right)}+i\right) \\
& \pm i \sqrt{\left(1-\tau_{1}\right)\left(1-e^{-i 2\left(\varphi_{1}-\varphi_{2}\right)}\right)-2 i e^{-i\left(\varphi_{1}-\varphi_{2}\right)}\left(1+\tau_{1}\right)} . \tag{3.178}
\end{align*}
$$

From Eq. (3.174) it then follows:

$$
\begin{equation*}
\xi_{k}=\frac{u_{+} e^{i k \theta_{+}}-u_{-} e^{i k \theta_{-}}}{u_{+}-u_{-}} \tag{3.179}
\end{equation*}
$$

from which we deduce an oscillatory behavior of the $\xi_{k}$ and a complex functional dependence on the beam splitter characteristics. To better illustrate the functional dependence of the $\xi_{k}$ upon the beam splitter parameters, in Fig. 3.15 we plot the modulus of the couplings $\left|\xi_{1}\right|,\left|\xi_{2}\right|,\left|\xi_{3}\right|$ and $\left|\xi_{4}\right|$ as a function of $\tau_{1}$ and $\varphi_{2}$, assuming $\varphi_{1}=0$. As one can see from the plots, there is a rich variety of behaviors depending on the choice of $\tau_{1}, \varphi_{1}$ and $\varphi_{2}$.

For instance it suffices to set $\tau_{1}=0$ to find $u_{-}=0$ and recover the case in Eq. (3.164). On the other hand, setting $\tau_{1}=1$ we have $u_{+}=u_{-}$and $e^{i \theta_{ \pm}}= \pm e^{-i\left(\frac{2 \varphi_{1}+2 \varphi_{2}+\pi}{4}\right)}$, so that:

$$
\xi_{k}=e^{-i k\left(\frac{2 \varphi_{1}+2 \varphi_{2}+\pi}{4}\right)} \times \begin{cases}0 & \text { for } k \text { odd }  \tag{3.180}\\ 1 & \text { for } k \text { even }\end{cases}
$$

which implies that odd (even) sites interact with odd (even) sites only. Another interesting feature of Eq. (3.179) is that, by setting $\varphi_{2}=\varphi_{1}+\pi / 2$, it becomes:

$$
\xi_{k}=e^{-i k\left(\varphi_{1}+\pi / 2\right)} \times\left\{\begin{array}{cc}
\sqrt{1-\tau_{1}} & \text { for } k \text { odd }  \tag{3.181}\\
1 & \text { for } k \text { even }
\end{array}\right.
$$

so that under this parameters choice two nodes belonging to the same set (even or odd sites) interact with strength 1, while the interactions among nodes of different species


Figure 3.15.: Plots of the modulus of the first four couplings $\xi_{k}$ for the case $\tau_{2}=0$ and $\varphi_{1}=0$, as a function of $\tau_{1}$ and $\varphi_{2}$. As one can notice, for $\tau_{1}=0$ all the couplings have unitary modulus, in agreement with Eq. (3.164). On the other hand, for $\tau_{1}=1$ the odd terms $\xi_{1}$ and $\xi_{3}$ nullify, the even ones getting their maximum value.
are suppressed by a factor $\sqrt{1-\tau_{1}}$. Under these hypotheses the master equation for the nodes becomes:

$$
\begin{align*}
\frac{d \hat{\rho}_{S}(t)}{d t} & =\sum_{m} \frac{\gamma}{2}\left\{2 \hat{a}_{m} \hat{\rho}_{S} \hat{a}_{m}^{\dagger}-\left\{\hat{a}_{m}^{\dagger} \hat{a}_{m}, \hat{\rho}_{S}\right\}\right\}+\sum_{k \text { even }} \gamma\left\{\hat{a}_{m}\left[\hat{\rho}_{S}, \hat{a}_{m+k}^{\dagger}\right]+\left[\hat{a}_{m+k}, \hat{\rho}_{S}\right] \hat{a}_{m}^{\dagger}\right\} \\
& +\sum_{k \text { odd }} \gamma \sqrt{1-\tau_{1}}\left\{\hat{a}_{m}\left[\hat{\rho}_{S}, \hat{a}_{m+k}^{\dagger}\right]+\left[\hat{a}_{m+k}, \hat{\rho}_{S}\right] \hat{a}_{m}^{\dagger}\right\} . \tag{3.182}
\end{align*}
$$

It is possible to diagonalize this master equation obtaining analytical expressions for
both the effective Hamiltonian and the Lindblad operators. The former reads:

$$
\begin{align*}
\hat{H}= & -\frac{i \gamma}{2} \sum_{k, \text { even }} \sum_{m}\left(\hat{a}_{m} \hat{a}_{m+k}^{\dagger}-h . c .\right)  \tag{3.183}\\
& -\frac{i \gamma}{2} \sqrt{1-\tau_{1}} \sum_{k \text { odd }} \sum_{m}\left(\hat{a}_{m} \hat{a}_{m+k}^{\dagger}-h . c .\right),
\end{align*}
$$

illustrating once more the fact that the nodes interact among them differently according to the set they belong to. As for the Lindblad operators $\hat{L}_{i}$ and their associated eigenvalues $\kappa_{i}$, it turns out that, independently of the number of nodes $M$, only two of them are non-null. More specifically, the expressions of these Lindblad operators change depending on the parity of $M$ itself. For $M$ even we have in fact:

$$
\begin{gather*}
\hat{L}_{j}=\frac{1}{\sqrt{M}} \sum_{m=1}^{M}(-1)^{m j} \hat{a}_{m}  \tag{3.184}\\
\kappa_{j}=M \gamma \frac{1+(-1)^{j} \sqrt{1-\tau_{1}}}{2} \tag{3.185}
\end{gather*}
$$

which for the particular choice $\tau_{1}=1$ become:

$$
\begin{align*}
\hat{L}_{1} & =\sqrt{\frac{2}{M}} \sum_{j=0}^{M / 2-1} \hat{a}_{2 j+1}, \quad \hat{L}_{2}=\sqrt{\frac{2}{M}} \sum_{j=1}^{M / 2} \hat{a}_{2 j},  \tag{3.186}\\
\kappa_{1} & =\kappa_{2}=\frac{M \gamma}{2} \tag{3.187}
\end{align*}
$$

which is in agreement with the fact that for this value of $\tau_{1}$ the even nodes decouple from the odd ones. If instead we have an odd number of sites the previous expressions become:

$$
\begin{align*}
\hat{L}_{j} & =\frac{1}{\sqrt{A}}\left[\sum_{m=0}^{(M-1) / 2} \hat{a}_{2 m+1}+\frac{-1+(-1)^{j} \sqrt{M^{2}-\left(M^{2}-1\right) \tau_{1}}}{(M-1) \sqrt{1-\tau_{1}}} \sum_{m=1}^{(M-1) / 2} \hat{a}_{2 m}\right]  \tag{3.188}\\
A & =\frac{M+1}{2}+\frac{1}{2(M-1)}\left|\frac{1+\sqrt{M^{2}-\left(M^{2}-1\right) \tau_{1}}}{\sqrt{1-\tau_{1}}}\right|  \tag{3.189}\\
\kappa_{j} & =\gamma M \frac{1+(-1)^{j} \sqrt{1-\left(1-1 / M^{2}\right) \tau_{1}}}{2} \tag{3.190}
\end{align*}
$$

which simplify further setting $\tau_{1}=1$ :

$$
\begin{align*}
& \hat{L}_{1}=\sqrt{\frac{2}{M+1}} \sum_{j=0}^{(M-1) / 2} \hat{a}_{2 j+1},  \tag{3.191}\\
& \hat{L}_{2}=\sqrt{\frac{2}{M-1}} \sum_{j=1}^{(M-1) / 2} \hat{a}_{2 j},  \tag{3.192}\\
& \kappa_{1}=\frac{M-1}{2} \gamma \quad \kappa_{2}=\frac{M+1}{2} \gamma . \tag{3.193}
\end{align*}
$$

### 3.4.4. Retaining only one interaction

Another interesting case to analyze is the one where we can eliminate long range interactions between the nodes. In fact in all the example we saw up to know all the $\xi_{k}$ were different from zero, while here we want to check whether it is possible to have one kind of interaction, for instance retaining only first-neighbor interactions while suppressing all the others. To tackle this problem we proceed in a reverse manner, i.e. we require that the transmissivities and the relative phases of the beam splitters are such that:

$$
\begin{equation*}
\xi_{k}=0 \quad \forall k \geq 2 \tag{3.194}
\end{equation*}
$$

As shown in detailed manner in App. A.4, it is possible to obtain such result given the transmissivity $\tau_{1}$ is above the threshold value of $3 / 4$. Specifically, for $\tau_{1} \in[3 / 4,1]$ we have:

$$
\begin{equation*}
\xi_{1}=-i e^{-i \varphi_{1}} \sqrt{1-\tau_{1}}, \tag{3.195}
\end{equation*}
$$

while the condition in Eq. (3.194) can be enforced by properly tuning the relative phases $\varphi_{k}$ and choosing the transmissivities according to the recursive formula:

$$
\begin{equation*}
\tau_{k}=1-\left(\frac{1-\tau_{k-1} \tau_{k-2} \cdots \tau_{1}}{\tau_{k-1} \tau_{k-2} \cdots \tau_{1}}\right)\left(\frac{1-\tau_{k-1}}{\tau_{k-1}}\right) \tag{3.196}
\end{equation*}
$$

We immediately note that also in this case the relative phase appearing in the expression for $\xi_{1}$ can be eliminated by proper absorbing it into a redefinition of the system operators, so that it is irrelevant to the dynamics. Another thing to be noted is that Eq. (3.196) can be adapted in order to retain only $n$-th neighbor interactions: to do this it suffices to set $\tau_{k}=1$ for all $k<n$ and then use Eq. (3.196) with the index shift
$k \rightarrow k+n$.
When Eqs. $(3.194,3.195)$ are fulfilled, the master equation for the network becomes:

$$
\begin{align*}
\frac{\hat{\rho}_{S}(t)}{d t} & =\sum_{m} \frac{\gamma}{2}\left\{2 \hat{a}_{m} \hat{\rho}_{S} \hat{a}_{m}^{\dagger}-\left\{\hat{a}_{m}^{\dagger} \hat{a}_{m}, \hat{\rho}_{S}\right\}\right\} \\
& +\sum_{m} \gamma \sqrt{1-\tau_{1}}\left\{\hat{a}_{m}\left[\hat{\rho}_{S}, \hat{a}_{m+1}^{\dagger}\right]+\left[\hat{a}_{m+1}, \hat{\rho}_{S}\right] \hat{a}_{m}^{\dagger}\right\}, \tag{3.197}
\end{align*}
$$

where we set $\varphi=\pi / 2$ in order to simplify the expression, as it is irrelevant. Upon recasting the master equation in GKSL form, one would find the Hamiltonian contribution:

$$
\begin{equation*}
\hat{H}=\hat{H}_{1}=-\frac{i \gamma \sqrt{1-\tau_{1}}}{2} \sum_{m}\left(\hat{a}_{m} \hat{a}_{m+1}^{\dagger}-\text { h.c. }\right) . \tag{3.198}
\end{equation*}
$$

This Hamiltonian contains only first-neighboring sites exchange terms and presents a chiral symmetry which causes the Hamiltonian to change sign when reversing the ordering of the sites. As for the Lindblad operators, they can be computed and an analytical expression obtained, but the latter is not very informative, as we have $M$ collective jump operators which are combinations of the original nodes operators $\hat{a}_{m}$.

With this we conclude our treatment of quantum cascade networks: throughout this chapter we first saw how to derive the master equation for an arbitrary network, highlighting its features and properly highlighting the conditions upon which the model is valid. Then we turned our attention to some examples, first studying systems with a limited number of sites, to get acquainted with the interference effects that can arise, moving then to the analysis of more complex networks, with a high number of nodes and environmental channels. In this last context we saw how, exploiting interference effects, it is possible, by only changing the parameters of the optical elements in the network, to obtain a rich variety of different dynamics, some of which can be described by analytical formulas.

## CHAPTER 4

## Thermodynamics

In this chapter we will still talk about collisional models, moving away from cascade systems towards the realm of thermodynamics. It is a well known fact that thermodynamics has subdued a revival of interest in recent years [Alicki and Kosloff 2018; Kosloff and Levy 2014; Vinjanampathy and Anders 2016],which lead to new discoveries as well as to new questions, ranging from the energetic balance of nanoscale devices [Campisi and Fazio 2016; Gelbwaser-Klimovsky and Kurizki 2015; M. Horodecki and Oppenheim 2013; Lena, Palma, and De Chiara 2016; Linden, Popescu, and Skrzypczyk 2010] and the storageof energy in quantum batteries [Andolina, Farina, et al. 2018; Andolina, Keck, et al. 2019; Binder et al. 2015; Campaioli et al. 2017; D. Ferraro et al. 2018], to more fundamental questions, such as the generalization to the quantum realm of the fluctuation-dissipation relations [Elouard et al. 2017; Manzano, Horowitz, and Parrondo 2018], the ability of master equations of describing correctly heat exchange phenomena [Chiara et al. 2018; Hofer et al. 2017; Rodrigues et al. 2019], the quantification of irreversibility [Benenti and Palma 2007] and the relation between thermodynamics and information theory [Campisi and Goold 2017; Deffner and Jarzynski 2013; Goold et al. 2016].

It is just on irreversibility that the following chapter focus: the irreversibility of a process is well-known to be related with the entropy balance of a given thermodynamical transformation, or, in other terms, to the second principle of thermodynamics. The latter, in the quantum realm, can be formulated either via a Clausius-like formulation
or via a relation accounting for the presence of correlations [Alipour et al. 2016; Bera et al. 2017; Hewgill, A. Ferraro, and De Chiara 2018; Manzano, Galve, et al. 2016; Manzano, Plastina, and Zambrini 2018; Tacchino et al. 2018] between the system and the environment, which in this context is usually called a thermal bath.

It is thanks to the comparison between these two formulations and the aid of a collisional model [Barra 2015; Lorenzo, McCloskey, et al. 2015; Man, Xia, and Lo Franco 2018, 2019; Manatuly et al. 2019; Strasberg et al. 2017] that we are able to get a better insight into the final state of the joint system+bath system after the thermalization process is completed. In facts in Chap. 2 we anticipated that one interesting feature of collisional model is the possibility of keeping track of the environmental degrees of freedom: it is just this feature that allows our analysis, leading to a very interesting result, namely the factorization of the system and the environmental state after the thermalization.

We start by reviewing in Sec. 4.1 some of the thermodynamic functionals used in thermodynamics and their mutual relations. In Sec. 4.2 we are instead going to see how these thermodynamic functionals can be used to quantify the irreversibility of a thermodynamic process. Then in Sec. 4.3 we describe the collisional model used to describe the thermalization process, while finally in Sec. 4.4 we demonstrate, via analytical and numerical results, the decay of correlations between the system and the thermal bath.

### 4.1. Thermodynamic functionals

As in the next section we are going to use them, here we want to briefly review some of the thermodynamic functionals commonly used and some of their basic properties [Nielsen and Chuang 2010].

The main quantity we will be dealing with in the following is the Von Neumann entropy:

$$
\begin{equation*}
S(\hat{\rho})=-\operatorname{Tr}\{\hat{\rho} \ln \hat{\rho}\}, \tag{4.1}
\end{equation*}
$$

where $\hat{\rho}$ is the density matrix of a quantum state. The Von Neumann entropy is a non-negative quantity that nullifies only if $\hat{\rho}$ is a pure state, reaching its maximum value $\ln d$ for the completely mixed state $\hat{\rho}=\hat{\mathbb{I}} / d, d$ being the dimension of the Hilbert space. When dealing with composite systems, the entropy of a state which is the tensor product
of states belonging to the subsystems is the sum of the entropies of the states:

$$
\begin{equation*}
S\left(\hat{\rho}_{A} \otimes \hat{\rho}_{B}\right)=S\left(\hat{\rho}_{A}\right)+S\left(\hat{\rho}_{B}\right) . \tag{4.2}
\end{equation*}
$$

When instead the joint state of $A$ and $B$ is not a tensor product, the entropy $S$ is subadditive, that is:

$$
\begin{equation*}
S\left(\hat{\rho}_{A B}\right) \geq S\left(\hat{\rho}_{A}\right)+S\left(\hat{\rho}_{B}\right) . \tag{4.3}
\end{equation*}
$$

Finally, the entropy of a state is invariant under the action of unitary operations: this is readily seen considering that by definition the entropy of a state depend on the eigenvalues of density matrix, which are left unchanged by the action of unitary operators.

Another quantity we will be using in the next sections is the relative entropy, which is a strictly non-negative quantity defined as:

$$
\begin{equation*}
S(\hat{\rho} \| \hat{\sigma})=\operatorname{Tr}\{\hat{\rho} \ln \hat{\rho}\}-\operatorname{Tr}\{\hat{\rho} \ln \hat{\sigma}\} . \tag{4.4}
\end{equation*}
$$

This quantity somehow measures the distance between two quantum states, though mathematically speaking it is not a distance. Nonetheless it is zero if and only if $\hat{\rho}=\hat{\sigma}$, just as a distance, while it is infinite when the kernel of $\hat{\sigma}$ has a non-null intersection with the support of $\hat{\rho}$, as in this case it is impossible to distinguish the two states. An important property of the relative entropy that will be used is the contractivity under the action of a CPT map $\Phi$ :

$$
\begin{equation*}
S(\hat{\rho} \| \hat{\sigma}) \geq S(\Phi(\hat{\rho}) \| \Phi(\hat{\sigma})) . \tag{4.5}
\end{equation*}
$$

We conclude the section with the definition of the last entropic functional we will encounter, the quantum mutual information between to quantum systems $A$ and $B$ :

$$
\begin{equation*}
I_{A: B}=S\left(\hat{\rho}_{A}\right)+S\left(\hat{\rho}_{B}\right)-S\left(\hat{\rho}_{A B}\right) \tag{4.6}
\end{equation*}
$$

The mutual information is always non-negative, reaching its minimum value when the joint state of the $A+B$ system is a tensor product.

### 4.2. Irreversibility quantification

We want to consider a quantum system $A$ in contact with a thermal bath $B$ at temperature $T$. We choose different symbols with respect to the other chapters in order to avoid confusion between the quantum system and the entropy $S(\cdots)$.

Assuming that during its interaction with $B$, system $A$ undergoes an entropy variation $\Delta S_{A}$, exchanging an amount of heat $\Delta Q_{A}$ with the bath, then from purely thermodynamical considerations it is possible to write the Clausius formulation of the second principle of thermodynamics:

$$
\begin{equation*}
\Delta S_{A} \geq \beta \Delta Q_{A} \tag{4.7}
\end{equation*}
$$

where $\beta=1 / k_{B} T$ is the inverse temperature of the bath, $k_{B}$ being the Boltzmann constant. The formulation of the second principle given in Eq. (4.7) provides an intrinsic lower bound on the local entropy production. When using the word "intrinsic" we want to highlight that the inequality in Eq. (4.7) involves quantities referring to system $A$ only. On the other hand it is possible to derive, from information-theoretical considerations, another formulation of the second principle which reads:

$$
\begin{equation*}
\Delta S_{A} \geq-\Delta S_{B} \tag{4.8}
\end{equation*}
$$

In opposition with the Clausius formulation, we define this bound as extrinsic, as it involves quantities depending on both $A$ and $B$.

Since these two bounds put a limit on the entropy variation of $A$, they provide a characterization of the irreversibility of the thermalization process. As we are going to see in the next sections, these two bounds are not completely independent, though no ordering between them can be established. Both expressions can be derived by modeling our system with the Hamiltonian $\hat{H}=\hat{H}_{A}+\hat{H}_{B}+\hat{H}_{\text {int }}$, where $\hat{H}_{A}$ and $\hat{H}_{B}$ are the free Hamiltonians of system and bath respectively, while $\hat{H}_{\text {int }}$ describes the interaction between the two systems. Further assuming no initial correlations between $A$ and $B$, we can write the initial $A+B$ state as:

$$
\begin{equation*}
\hat{\rho}_{A B}(0)=\hat{\rho}_{A}(0) \otimes \hat{\eta}_{B}^{(\beta)}, \tag{4.9}
\end{equation*}
$$

where $\hat{\rho}_{A}(0)$ is the initial state of $A$ and $\hat{\eta}_{B}^{(\beta)}$ indicates the Gibbs state at temperature $\beta$
of the bath, which is worth:

$$
\begin{equation*}
\hat{\eta}_{B}^{(\beta)}=\frac{e^{-\beta \hat{H}_{B}}}{\operatorname{Tr}_{B}\left\{e^{-\beta \hat{H}_{B}}\right\}} \tag{4.10}
\end{equation*}
$$

With this hypothesis, we are sure that the dynamics is Markovian, so that we can describe the evolution of $A$ through the set of CPT maps $\left\{\Phi_{t}\right\}_{t \geq 0}$ defining the mapping:

$$
\begin{equation*}
\hat{\rho}_{A}(0) \rightarrow \hat{\rho}_{A}(t)=\Phi_{t}\left[\hat{\rho}_{A}(0)\right]:=\operatorname{Tr}_{B}\left\{\hat{\rho}_{A B}(t)\right\}, \tag{4.11}
\end{equation*}
$$

where, according to Chap. 2, we have:

$$
\begin{equation*}
\hat{\rho}_{A B}(t)=e^{-\frac{i}{\hbar} \hat{H} t}\left(\hat{\rho}_{A}(0) \otimes \hat{\eta}_{B}^{(\beta)}\right) e^{\frac{i}{\hbar} \hat{H} t} \tag{4.12}
\end{equation*}
$$

since the $A+B$ system is a closed system. With these expressions in mind, we can say that the bath $B$ induces thermalization on $A$, by this meaning that the mapping $\left\{\Phi_{t}\right\}_{t \geq 0}$ leads $A$ to an equilibrium configuration where $A$ has transitioned to a thermal state, i.e. $\hat{\rho}_{A}=\hat{\eta}_{A}^{(\beta)}$, irrespectively of the initial state $\hat{\rho}_{A}(0)$. Whether the equilibrium configuration is reached for some finite time $t$ or in the infinite time limit $t \rightarrow \infty$, this has no importance in the derivation of the inequalities in Eqs.(4.7, 4.8). What is of interest to us is the fact that no external work is performed on the system, so that the local energy variation of $A$ can be safely identified with the heat exchanged with the thermal bath $B$ :

$$
\begin{equation*}
\Delta Q_{A}=\operatorname{Tr}\left\{\hat{H}_{A}\left(\hat{\rho}_{A}(t)-\hat{\rho}_{A}(0)\right)\right\} . \tag{4.13}
\end{equation*}
$$

Moreover, since $A+B$ is a closed system, total energy conservation must hold, so that:

$$
\begin{equation*}
\operatorname{Tr}\left\{\hat{H}\left(\hat{\rho}_{A B}(t)-\hat{\rho}_{A B}(0)\right)\right\}=0 \Rightarrow \Delta Q_{A}=-\Delta Q_{B}-\Delta E_{\mathrm{int}} \tag{4.14}
\end{equation*}
$$

where

$$
\begin{gather*}
\Delta Q_{B}=\operatorname{Tr}\left\{\hat{H}_{B}\left(\hat{\rho}_{B}(t)-\hat{\rho}_{B}(0)\right)\right\}  \tag{4.15}\\
\Delta E_{\mathrm{int}}=\operatorname{Tr}\left\{\hat{H}_{\mathrm{int}}\left(\hat{\rho}_{A B}(t)-\hat{\rho}_{A B}(0)\right)\right\} . \tag{4.16}
\end{gather*}
$$

While $\Delta Q_{B}$ can be immediately and clearly identified with the heat absorbed by the bath in the thermalization process, $\Delta E_{\text {int }}$ does not allow for such a clear interpretation: it is
the energy of the joint system due to the interaction between $A$ and $B$. In most works, and we make no exception, it is neglected either because the interaction is assumed to be small, meaning that $E_{\text {int }}$ is negligible, or because an excitations exchange Hamiltonian is used, so that $\Delta E_{\text {int }}=0$ by definition. In both cases one is allowed to write $\Delta Q_{A}=$ $-\Delta Q_{B}$.

All of this being said and done, Eq. (4.7) can be derived by identifying the lhs as:

$$
\begin{equation*}
\Delta S_{A}=S\left(\hat{\rho}_{A}(t)\right)-S\left(\hat{\rho}_{A}(0)\right) \tag{4.17}
\end{equation*}
$$

so that we can write:

$$
\begin{equation*}
\Delta S_{A}-\beta \Delta Q_{A}=S\left(\hat{\rho}_{A}(0) \| \hat{\eta}_{A}^{(\beta)}\right)-S\left(\hat{\rho}_{A}(t) \| \hat{\eta}_{A}^{(\beta)}\right) \tag{4.18}
\end{equation*}
$$

At this point we can simply exploit the contractivity of the relative entropy under CPT evolution to conclude that the expression above is non-negative, so that Eq. (4.7) holds. Given our setting, at least in the infinite time limit, the thermal state $\hat{\eta}_{A}^{(\beta)}$ can be assumed to be invariant with respect to the action of the CPT map $\Phi_{t}$. Exploiting then the monotonicity property of the relative entropy under CPT maps, Eq. (4.7) follows.

The inequality in Eq. (4.8), on the other hand, is simply derived by considering the subadditivity of the entropy and its invariance under unitary transformations, which imply:

$$
\begin{equation*}
S\left(\hat{\rho}_{A}(t)\right)+S\left(\hat{\rho}_{B}(t)\right) \geq S\left(\hat{\rho}_{A B}(t)\right)=S\left(\hat{\rho}_{A B}(0)\right)=S\left(\hat{\rho_{A}(0)}\right)+S\left(\hat{\rho}_{B}(0)\right) \tag{4.19}
\end{equation*}
$$

from which Eq. (4.8) follows. The same equation can also be derived equivalently using the quantum mutual information via:

$$
\begin{equation*}
I_{A: B}(0)=0 \leq I_{A: B}(t)=S\left(\hat{\rho}_{A}(t)\right)+S\left(\hat{\rho}_{B}(t)\right)-S\left(\hat{\rho}_{A B}(t)\right), \tag{4.20}
\end{equation*}
$$

which will turn out to be useful in the next sections.
As we anticipated, the two inequalities under examination are not independent, but rather the difference between their rhs can be computed following the derivation in [Reeb and Wolf 2014], finding ${ }^{1}$ :

$$
\begin{equation*}
\beta \Delta Q_{A}+\Delta S_{B}=-S\left(\hat{\rho}_{B}(t) \| \hat{\eta}_{B}^{(\beta)}\right)-\beta E_{\text {int }} . \tag{4.21}
\end{equation*}
$$

${ }^{1}$ Actually in [Reeb and Wolf 2014] the identity $\beta \Delta Q_{B}=-\Delta S_{A}+I_{A: B}(t)+S\left(\hat{\rho}_{B}(t) \| \hat{\eta}_{B}^{(\beta)}\right)$ is derived, which reduces to the one in the main text upon considering Eq. (4.20).

In general, rhs of Eq. (4.21) has no definite sign, as $E_{\text {int }}$ can be either positive or negative depending on the specific characteristics of the system. Anyway, whenever $E_{\text {int }}=0$ for any of the reasons already exposed, from the positivity of the relative entropy we can deduce that the extrinsic bound in Eq. (4.8) is tighter than the intrinsic one in Eq. (4.7).

Before proceeding and illustrate the collisional model describing the thermalization process, we want to remember that for the case the CPT maps $\left\{\Phi_{t}\right\}$ are time-homogeneous and Markovian, i.e. they possess a dynamical semigroup structure, the dynamics can be described in terms of a Markovian generator in GKSL form: when this is the case, the intrinsic inequality in Eq. (4.7) can be extended to its differential form. This amounts to defining both a differential entropy variation and a differential heat variation as:

$$
\begin{array}{r}
\partial S_{A}(t)=S\left(\hat{\rho}_{A}(t+d t)\right)-S\left(\hat{\rho}_{A}(t)\right), \\
\partial Q_{A}(t)=\operatorname{Tr}\left\{\hat{H}_{A}\left(\hat{\rho}_{A}(t+d t)-\hat{\rho}_{A}(t)\right)\right\}, \tag{4.23}
\end{array}
$$

so that the Clausius inequality becomes:

$$
\begin{equation*}
\partial S_{A}(t) \geq \beta \partial Q_{A}(t) \tag{4.24}
\end{equation*}
$$

While this formulation supersedes the discrete one in Eq. (4.7), which can now be derived by integrating Eq. (4.24) itself, a similar operation cannot be done with the extrinsic inequality in Eq. (4.8): as shown in Sec. 2.2.3, the GKSL form of the Markovian generator is derived under the assumption that system-environment correlations are negligible, this feature hindering the possibility of a differential version of the bound in Eq. (4.8). This last observation is the reason we rely on a collisional model in order to study and compare the two inequalities, as shown in the next section.

### 4.3. Collisional model and thermalization

The collisional model we are going to use in this section differs in more than one aspect from the ones used in Chap. 2 to derive the Markovian master equation and in Chap. 3 to describe cascade networks. Let us show this step by step deriving the model.

Once again we depict the bath as a collection of ancillas $\left\{b_{1}, b_{2}, \ldots\right\}$, each described by a free Hamiltonian $\hat{H}_{b_{n}}$, all in the same reference thermal Gibbs state $\hat{\eta}_{b_{n}}^{(\beta)}$. The first difference with the others collisional models seen up to now, is that in order to study the


Figure 4.1.: Pictorial representation of the thermalization process in the collisional model framework: one has the system $A$ in its initial state undergoing sequential collisions with ancillas all in the same thermal reference state. This causes system $A$ to homogenize with $B$, i.e. it thermalizes to temperature $T$ if $B$ is a thermal bath.
bounds in Eqs.(4.7, 4.8), we will be interested not only on the reduced state of $\hat{\rho}_{A}$, but also in the reduced state of the bath $\hat{\rho}_{B}$ and in the joint state $\hat{\rho}_{A B}$ of the two systems. The joint state is given, as we already saw, by an equation of the form:

$$
\begin{equation*}
\hat{\rho}_{A B}(n)=\mathcal{U}_{n} \circ \cdots \circ \mathcal{U}_{2} \circ \mathcal{U}_{1}\left(\hat{\rho}_{A}(0) \bigotimes_{i=1}^{n} \hat{\eta}_{b_{i}}^{(\beta)}\right) \tag{4.25}
\end{equation*}
$$

where $\mathcal{U}_{i}(\cdots)=\hat{U}_{i}(\cdots) \hat{U}_{i}^{\dagger}$ is the superoperator describing the interaction between $A$ and the $i$-th ancilla. The reduced state of $A$ can then be computed accordingly in the standard way via:

$$
\begin{equation*}
\hat{\rho}_{A}(n)=\operatorname{Tr}_{b_{n}}\left\{\mathcal{U}_{i}\left(\hat{\rho}_{A}(n-1) \otimes \hat{\eta}_{b_{n}}^{(\beta)}\right)\right\}=\Phi\left(\hat{\rho}_{A}(n-1)\right) \tag{4.26}
\end{equation*}
$$

where the Markovian character of the evolution has been understood, and in the last
equality we have explicitly written the evolution in terms of the stroboscopic dynamical map $\Phi$. It also clear from this that the state of $A$ is equivalently written as $\hat{\rho}_{A}(n)=$ $\Phi^{n}\left(\hat{\rho}_{A}(0)\right)$.

In a perfectly symmetrical way, we can compute also the environmental state as:

$$
\begin{equation*}
\hat{\rho}_{B}(n)=\operatorname{Tr}_{A}\left\{\hat{\rho}_{A B}(n)\right\}=\operatorname{Tr}_{A}\left\{\mathcal{U}_{n} \circ \cdots \circ \mathcal{U}_{2} \circ \mathcal{U}_{1}\left(\hat{\rho}_{A}(0) \bigotimes_{i=1}^{n} \hat{\eta}_{b_{i}}^{(\beta)}\right)\right\} . \tag{4.27}
\end{equation*}
$$

Now, in order to ensure the thermalization for large enough $n$, we follow the receipt in [Bäumer et al. 2019; Campbell et al. 2018; Diòsi, Feldmann, and Kosloff 2006; Lorenzo, McCloskey, et al. 2015; Pezzutto, Paternostro, and Omar 2016; Scarani et al. 2002], which consists of assuming the ancillas to be isomorphic with $A$, so that it makes sense to choose the interaction Hamiltonian $\hat{H}_{\text {int }}$ to be a partial SWAP generator, i.e. to be such that the unitary operator $\hat{U}_{n}$ can be written as:

$$
\begin{equation*}
\hat{U}_{n}=\exp \left[i \theta \hat{S}_{n}\right]=\cos (\theta) \hat{\mathbb{I}}_{n}+i \sin (\theta) \hat{S}_{n} \tag{4.28}
\end{equation*}
$$

where we indicate with $\theta \in]-\pi, \pi]$ a parameter gauging the strength of the swap interaction between $A$ and an ancilla, the equivalent of what we previously indicated as $g \delta t$, and with $\hat{S}_{n}$ the swap operator acting on $A$ and $b_{n}$. The swap operator is selfadjoint, i.e. $\hat{S}_{n}=\hat{S}_{n}^{\dagger}=\hat{S}_{n}^{-1}$, and it acts on a joint state of two isomorphic quantum systems as:

$$
\begin{equation*}
\hat{S}_{n}|\psi\rangle_{A} \otimes|\phi\rangle_{b_{n}}=|\phi\rangle_{A} \otimes|\psi\rangle_{b_{n}} . \tag{4.29}
\end{equation*}
$$

We note that the action of the swap operator ensures thermalization, i.e.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \hat{\rho}_{A}(n)=\hat{\eta}_{A}^{(\beta)}, \tag{4.30}
\end{equation*}
$$

and that with this choice the unitary operator $\hat{U}_{i}$ in Eq. (4.28) commutes with the sum of the free Hamiltonians $\hat{H}_{A}+\sum_{i} \hat{H}_{b_{i}}$, so that within this model we can state $E_{\text {int }}=0$, this implying that we can safely state $\Delta Q_{A}(n)=-\Delta Q_{B}(n)$, where we define:

$$
\begin{equation*}
\Delta Q_{X}(n)=\operatorname{Tr}\left\{\hat{H}_{X}\left(\hat{\rho}_{X}(n)-\hat{\rho}_{X}(0)\right)\right\} \quad X=A, B \tag{4.31}
\end{equation*}
$$

Moreover, as shown in App. B.1, one can verify that the inequalities in Eqs.(4.7, 4.8)
still hold in the form:

$$
\begin{align*}
\Delta S_{A}(n) & \geq \beta \Delta Q_{A}(n)  \tag{4.32}\\
\Delta S_{A}(n) & \geq-\Delta S_{B}(n), \tag{4.33}
\end{align*}
$$

where $\Delta S_{X}(n)$ stands for the entropy difference between the zeroth and the $n$-th step of the process, namely:

$$
\begin{equation*}
\Delta S_{X}(n)=S\left(\hat{\rho}_{X}(n)\right)-S\left(\hat{\rho}_{X}(0)\right), \quad X=A, B \tag{4.34}
\end{equation*}
$$

At this point it is worth highlighting that computing $\Delta S_{B}$ with the environmental state at the $n$-th step as in Eq. (4.27) is in general a heavy task from the computational point of view, as one is required to diagonalize the full density matrix $\hat{\rho}_{B}(n)$ in order to keep track of the internal correlations of the environment due to the common interaction of the ancillas $b_{1}, b_{2}, \ldots$ with $A$.

A different path consist instead in neglecting such correlations, following for instance [Campbell et al. 2018], obtaining a local version of the extrinsic bound as:

$$
\begin{equation*}
\Delta S_{A}(n) \geq \Delta S_{B}^{(\mathrm{loc})}(n) \tag{4.35}
\end{equation*}
$$

which is weaker than the one in Eq. (4.8), as shown in App. B.1. Furthermore, since $E_{\text {int }}=0$, we still can use Eq. (4.21), so that we can derive the ordering:

$$
\begin{equation*}
\Delta S_{A}(n) \geq-\Delta S_{B}(n) \geq-\Delta S_{B}^{(\mathrm{loc})}(n) \geq \beta \Delta Q_{A}(n) \tag{4.36}
\end{equation*}
$$

As proved numerically in the following, we effectively observe that the gap between $\Delta S_{A}(n)$ and $\Delta S_{B}(n)$ goes to zero asymptotically, so that the extrinsic bound in Eq. (4.8) turns out to be optimal. This result can be recast in a more informative shape considering that the mutual information $I_{A: B}$ can be expressed in terms of entropies relative to $A$ and $B$ via:

$$
\begin{equation*}
I_{A: B}(n)=S\left(\hat{\rho}_{A}(n)\right)+S\left(\hat{\rho}_{B}(n)\right)-S\left(\hat{\rho}_{A B}(n)\right), \tag{4.37}
\end{equation*}
$$

so that saying that the gap between $\Delta S_{A}(n)$ and $-\Delta S_{B}(n)$ closes asymptotically amounts
to:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} I_{A: B}(n)=0 . \tag{4.38}
\end{equation*}
$$

The statement implied by Eq. (4.38) is far stronger than the one implied by Eq. (4.30): while the latter only implies that the joint state of $A$ and $B$ is locally thermal on $A$, the former also implies the explicit factorization of this joint state in the asymptotic limit, i.e.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \hat{\rho}_{A B}(n)=\hat{\eta}_{A}^{(\beta)} \otimes \hat{\Lambda}_{B} . \tag{4.39}
\end{equation*}
$$

This result will be proved analytically for the strong collision regime $\left(|\theta| \geq \tan ^{-1} 2\right)$ in Sec. 4.4. A sort of analytical proof can be given also for the weak coupling regime, but under slightly different hypothesis. On the other hand, in the remaining of this section we will provide some numerical evidence for Eq. (4.39) in the weak coupling regime, assuming $A$ and the $b_{i}$ to be qubits.

We assume system $A$ to have Hamiltonian:

$$
\begin{equation*}
\hat{H}_{A}=\frac{1}{2} \hat{\sigma}_{A}^{(3)}, \tag{4.40}
\end{equation*}
$$

where $\hat{\sigma}^{(3)}$ is the diagonal Pauli operator and we measure the energy in units of $\hbar \omega=1$. We also model the ancillas as two level systems with Hamiltonian $\hat{H}_{b_{i}}=\frac{1}{2} \hat{\sigma}_{b_{i}}{ }^{(3)}$, so that $A$ and the ancillas are isomorphic and the swap operator has a clear operational meaning.

To describe the state of $A$ we exploit the Bloch representation of a qubit state, which consists in expressing the density matrix as:

$$
\begin{equation*}
\hat{\rho}_{A}(n)=\frac{\hat{\mathbb{I}}_{A}+\vec{r}(n) \cdot \vec{\sigma}_{A}}{2}, \tag{4.41}
\end{equation*}
$$

where $\vec{r}^{(n)}$ is a three dimensional vector with $|\vec{r}(n)| \leq 1$ and $\vec{\sigma}_{A}=\left(\hat{\sigma}_{A}^{(1)}, \hat{\sigma}_{A}^{(2)}, \hat{\sigma}_{A}^{(3)}\right)$. This representation allows for very simple expressions for the entropy and the mean energy of $A$ :

$$
\begin{align*}
S\left(\hat{\rho}_{A}(n)\right) & =H_{2}\left(\frac{1+|\vec{r}(n)|}{2}\right)  \tag{4.42}\\
E_{A}(n) & =\operatorname{Tr}\left\{\hat{H}_{A} \hat{\rho}_{A}(n)\right\}=\frac{r_{3}(n)}{2} \tag{4.43}
\end{align*}
$$

where $H_{2}(x)=-x \ln x-(1-x) \ln (1-x)$ is the Shannon binary entropy. From Eq. (4.42) we can immediately write:

$$
\begin{align*}
\Delta S_{A}(n) & =H_{2}\left(\frac{1+|\vec{r}(n)|}{2}\right)-H_{2}\left(\frac{1+|\vec{r}(0)|}{2}\right)  \tag{4.44}\\
\Delta Q_{A}(n) & =\frac{r_{3}(n)-r_{3}(0)}{2} \tag{4.45}
\end{align*}
$$

Once we have expressed all the quantities of interest in terms of the vector $\vec{r}(n)$, we are interested in writing a master equation for this vector. Indeed it is easy to see that applying the partial swap transformation in Eq. (4.28) we have:

$$
\begin{align*}
\hat{\rho}_{A B}(n)= & \hat{U}_{n}\left(\hat{\rho} A(n-1) \otimes \hat{\eta}_{b_{n}}^{(\beta)}\right) \hat{U}_{n}^{\dagger} \\
= & \sin ^{2}(\theta) \hat{\eta}_{A}^{(\beta)} \otimes \hat{\rho}_{b_{n}}(n-1)+\cos ^{2}(\theta) \hat{\rho}_{A}(n-1) \otimes \hat{\eta}_{b_{n}}^{(\beta)} \\
& -i \sin (\theta) \cos (\theta)\left[\hat{S}_{n}, \hat{\rho}_{A}(n-1) \otimes \hat{\eta}_{b_{n}}^{(\beta)}\right], \tag{4.46}
\end{align*}
$$

so that tracing away the ancilla $b_{n}$ we get:

$$
\begin{equation*}
\hat{\rho}_{A}(n)=\operatorname{Tr}\left\{\hat{\rho}_{A B}(n)\right\}=\sin ^{2}(\theta) \hat{\eta}_{A}^{(\beta)}+\cos ^{2}(\theta) \hat{\rho}_{A}(n-1) . \tag{4.47}
\end{equation*}
$$

From the last equation one can immediately deduce the following master equation:

$$
\begin{equation*}
\vec{r}(n)=\sin ^{2}(\theta) \vec{s}+\cos ^{2}(\theta) \vec{r}(n-1), \tag{4.48}
\end{equation*}
$$

where $\vec{s}$ is the vector associated to $\hat{\eta}_{A}^{(\beta)}$ in the Bloch sphere, and has the very simple form:

$$
\begin{equation*}
\vec{s}=(0,0, s(\beta)) \quad s(\beta)=-\tanh (\beta / 2) . \tag{4.49}
\end{equation*}
$$

Iterating Eq. (4.48), we can formally integrate it, obtaining:

$$
\begin{align*}
\vec{r}(n) & =\cos ^{2 n}(\theta) \vec{r}(0)+\left(1-\cos ^{2 n}(\theta)\right) \vec{s}  \tag{4.50}\\
& =\vec{s}+\cos ^{2 n}(\theta) \Delta \vec{r}(0), \tag{4.51}
\end{align*}
$$

where the symbol $\Delta \vec{r}(0)=\vec{r}(0)-\vec{s}$ stands for the difference between the Bloch vector of the input state of $A$ and the Bloch vector associated to the thermal state $\hat{\eta}^{(\beta)}$. From the expression in Eq. (4.50) one is able to compute the modulus and the third component


Figure 4.2.: Plot of the quantities involved in the bounds in Eq. (4.36) using the collisional model for a qubit. The plots show the behavior of this quantities for the first steps of the evolution, starting from different initial states of $A$. In particular we have $\vec{r}(0)=(0,0,1),(1 / 2,0,0),(1,0,0),(0,0$,$) in panels$ (a), (b), (c) and (d) respectively. As it is immediately seen the plotted quantities fulfill the ordering in Eq. (4.36). Moreover, as $n$ increases the quantity $-\Delta S_{B}$ approaches $\Delta S_{A}$, confirming that the extrinsic bound is optimal.
of $\vec{r}(n)$ as:

$$
\begin{align*}
|\vec{r}(n)| & =\sqrt{s(\beta)^{2}+\cos ^{4 n}(\theta)|\Delta \vec{r}(0)|^{2}+\cos ^{2 n}(\theta) s(\beta) \Delta r_{3}(0)},  \tag{4.52}\\
r_{3}(n)-r_{3}(0) & =\left[\cos ^{2 n}(\theta)-1\right] \Delta r_{3}(0) . \tag{4.53}
\end{align*}
$$

We can follow the same reasoning to get analogous expressions for the output state of the ancillas after their interaction with $A$, obtaining:

$$
\begin{align*}
& \vec{s}(n)=\sin ^{2}(\theta) \vec{r}(n-1)+\cos ^{2}(\theta) \vec{s}=\vec{s}+\sin ^{2}(\theta) \cos ^{2(n-1)}(\theta) \Delta \vec{r}(0)  \tag{4.54}\\
& |\vec{s}(n)|=\sqrt{s(\beta)^{2}+\sin ^{4}(\theta) \cos ^{4(n-1)}(\theta)|\Delta \vec{r}(0)|^{2}+\sin ^{2}(\theta) \cos ^{2(n-1)}(\theta) s(\beta) \Delta r_{3}(0)} \tag{4.55}
\end{align*}
$$

The last expression in particular can be used to compute the local entropy variation of the bath defined in App. B.1. In Fig. 4.2 we show some results obtained from this
model for different initial states of $A$. In particular the quantities $\Delta S_{A},-\beta \Delta Q_{A}$ and $-\sum \Delta S_{B}^{(l o c)}$ have been plotted using the formulas derived above, while the computation of $-\Delta S_{B}$ requires the diagonalization of the full density matrix of the environmental state. As one can observe from the plot, independently from the initial state of $A$, the ordering between the bound that we stated in Eq. (4.36) is always fulfilled. Furthermore, we observe that $\Delta S_{A}$ always approaches $-\Delta S_{B}$ as $n$ increases, suggesting that the bound in Eq. (4.8) is optimal.

### 4.4. Decay of correlations

In this section we want to demonstrate the factorization property conjectured in Eq. (4.39). We start noticing that Eq. (4.39) is trivially fulfilled if the initial state of $A$ is already the thermal one. In facts in this case we have the initial joint state:

$$
\begin{equation*}
\hat{\rho}_{A B}(0)=\hat{\eta}_{A}^{(\beta)} \bigotimes_{i} \hat{\eta}_{b_{i}}^{(\beta)} \Rightarrow \hat{\rho}_{A B}(n)=\hat{\eta}_{A}^{(\beta)} \bigotimes_{i} \hat{\eta}_{b_{i}}^{(\beta)} \tag{4.56}
\end{equation*}
$$

since the state $\hat{\eta}^{(\beta)} \otimes \hat{\eta}^{(\beta)}$ is invariant under the action of the swap operator $\hat{S}$, so that the action of the unitary operator in Eq. (4.28) becomes trivial. The factorization property is also fulfilled trivially for an arbitrary initial state of $A$ when the thermal state of the bath is the zero temperature one, i.e. $\beta \rightarrow \infty$ and the ground state of $A$ is nondegenerate: in this case the Gibbs thermal state $\hat{\eta}_{b_{i}}^{(\beta)}$ corresponds to the pure state $|0\rangle_{b_{i}}$, so that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \hat{\rho}_{A}(n)=\left|0_{A}\right\rangle\left\langle 0_{A}\right|, \tag{4.57}
\end{equation*}
$$

which can be fulfilled only if the joint state of $A$ and $B$ approaches a state of the form $\left|0_{A}\right\rangle\left\langle 0_{A}\right| \otimes \hat{\Lambda}_{B}$.

Given these specific cases, we want to demonstrate Eq. (4.39) analytically. In order to reach the goal we consider a generic initial state of $A, \hat{\rho}_{A}(0) \neq \hat{\eta}_{A}^{(\beta)}$ and a finite temperature $\beta$ of the thermal bath. We start our proof from the recursive equation for the joint state of $A$ and $B$ :

$$
\begin{equation*}
\hat{\rho}_{A B}(n)=\mathcal{U}_{n}\left(\hat{\rho}_{A B}(n-1)\right), \tag{4.58}
\end{equation*}
$$

and write the joint state $\hat{\rho}_{A B}(n)$ as the sum of two contributions:

$$
\begin{equation*}
\hat{\rho}_{A B}(n)=\hat{R}_{A B}(n)+\hat{T}_{A B}(n) . \tag{4.59}
\end{equation*}
$$

The first term $\hat{R}_{A B}(n)$ contains all the contributions where the state of $A$ is the thermal state factorized from the one of $B, \hat{T}_{A B}(n)$ containing all the other contributions. For the initial state we have clearly $\hat{R}_{A B}(0)=0$ and $\hat{T}_{A B}(0)=\hat{\rho}_{A B}(0)$. Exploiting the properties of the swap operator, it is then possible to write two distinct recursive equations for $\hat{R}_{A B}(n)$ and $\hat{T}_{A B}(n)$ respectively. Since, as we already said, the state $\hat{\eta}^{(\beta)} \otimes \hat{\eta}^{(\beta)}$ is invariant under the action of the swap operator, we get immediately:

$$
\begin{equation*}
\mathcal{U}_{n+1}\left(\hat{R}_{A B}(n)\right)=\hat{R}_{A B}(n) . \tag{4.60}
\end{equation*}
$$

As a consequence $\hat{R}_{A B}(n+1)$ differs from $\hat{R}_{A B}(n)$ only via the contributions coming from the action of the swap on $\hat{T}_{A B}(n)$, so that we have:

$$
\begin{align*}
\hat{R}_{A B}(n+1) & =\hat{R}_{A B}(n)+\sin ^{2}(\theta) \hat{S}_{n+1} \hat{T}_{A B}(n) \hat{S}_{n+1},  \tag{4.61}\\
\hat{T}_{A B}(n+1) & =\cos ^{2}(\theta) \hat{T}_{A B}(n)+i \sin (\theta) \cos (\theta)\left[\hat{S}_{n+1}, \hat{T}_{A B}(n)\right] . \tag{4.62}
\end{align*}
$$

At this point, in order to demonstrate the factorization property, we only need to show that the norm of $\hat{T}_{A B}(n)$ goes to zero as $n$ increases. From Eq. (4.62) and the subadditivity of the norm we get:

$$
\begin{align*}
\left\|\hat{T}_{A B}(n+1)\right\| & \leq\left|\cos ^{2}(\theta)\right|\left\|\hat{T}_{A B}(n)\right\|+|\sin (\theta) \cos (\theta)|\left\|\left[\hat{S}_{n+1}, \hat{T}_{A B}(n)\right]\right\|  \tag{4.63}\\
& \leq\left(\left|\cos ^{2}(\theta)\right|+2|\sin (\theta) \cos (\theta)|\right)\left\|\hat{T}_{A B}(n)\right\| \tag{4.64}
\end{align*}
$$

where in the second line, thanks to the unitarity of $\hat{S}_{n}$, we used $\left\|\hat{S}_{n+1} \hat{T}_{A B}(n)\right\|=$ $\left\|\hat{T}_{A B}(n)\right\|$. Iterating Eq. (4.63) we easily arrive to:

$$
\begin{equation*}
\left\|\hat{T}_{A B}(n+1)\right\| \leq\left(\left|\cos ^{2}(\theta)\right|+2|\sin (\theta) \cos (\theta)|\right)^{n+1}\left\|\hat{\rho}_{A B}(0)\right\| . \tag{4.65}
\end{equation*}
$$

The proof is finally completed for the strong coupling regime by noticing that for $|\theta|>$ $\tan ^{-1}(2)$ the quantity in parenthesis is smaller than one, from which it follows:

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|T_{A B}(n)\right\|=0 \tag{4.66}
\end{equation*}
$$




Figure 4.3.: Numerical evaluation of the bounds in Eqs.(4.7, 4.8) using the collisional model for a qubit. The dashed lines represent the quantity $\Delta S_{A}(n)-\beta \Delta Q_{A}(n)$ as a function of $n$ for different values of $\theta$, the swapping parameter: one can observe that this quantity grows monotonically with $n$, reaching an asymptotic value, as it is to be expected from Eq. (4.18). The solid lines show instead the quantity $\Delta S_{A}(n)+\Delta S_{B}(n)$, which is immediately seen to be non-monotonic and to become asymptotically zero as $n$ increases, thus confirming the asymptotic factorization prediction. In the inset we inserted the same plots in logarithmic scale. The numerical values have been evaluated starting from an initial state of $A$ described by the vector $\vec{r}(0)=(1 / 2,0,0)$, while the temperature of the bath correspond to $\beta=1$ and $\beta=0.5$ in left and right panel respectively.
which allows us to identify $\hat{\rho}_{A B}(n)$ with $\hat{R}_{A B}(n)$ for $n$ large enough, thus proving our claim.

As for the weak coupling regime, we were able to give an analytical proof of the property only by slightly changing our hypotheses, as shown in App. B.2. On the other hand, as it can be observed from Fig. 4.3, we were able to collect numerical evidence that the factorization property holds also for the weak coupling regime under the same hypotheses used to prove the strong coupling regime. In facts the plots show how the mutual information between $A$ and $B$ goes to zero asymptotically for different coupling strengths, all below the threshold of $\tan ^{-1} 2$.

## CHAPTER 5

Interlude

This brief chapter is meant to be a sort of second introduction for the following two chapters. In fact, while in previous chapters we dealt with the study of open quantum systems, focusing in particular on collisional models, the next two chapters have a more practical spirit. In facts in Chap. 6 we will present a class of potential profiles that give rise to a special class of states which we dub "stretchable", in analogy with analogous phenomena in optics. In Chap. 7 we will instead see how a particle moving in a potential that varies in space can acquire a geometric phase which depends only on how the potential varies, and not on the velocity of the particle.

Both the problems are better understood if thought in the context of condensed matter physics, specifically in the context of semiconductors and band engineering: in facts, since the seminal work by Esaki and Tsu [Esaki and Tsu 1970], the field of band engineering in semiconductor has developed enormously [Capasso 1986; Franciosi and Walle 1996; Wolfe, Stillman, and Holonyak 1989; Yu, McCaldin, and McGill 1992], allowing for high-precision material engineering in order to achieve new effects, such as the negative differential resistance [Beltram, Capasso, Hutchinson, et al. 1989; Beltram, Capasso, Sivco, et al. 1990; Capasso and Kiehl 1985] and resonant tunneling [L. L. Chang, Esaki, and Tsu 1974; Luryi 1985], and to be able to build new conductors [Mimura et al. 1980], such as superlattice structures [L. Canali et al. 1996; Carpena, Gasparian, and Ortuño 1999; Esaki and L. L. Chang 1974; Helm 1995; Stęślicka et al. 2002] and 2-dimensional electron gases (2DEG) [Heiblum, Mendez, and Stern 1984; Stern and Das Sarma 1984].

Such precision is possible thanks to innovative techniques, such as the MolecularBeam Epitaxy [Madhukar 1990; Orton and Foxon 2015] or Metal-Organic Chemical Vapor Deposition [Dauelsberg et al. 2005], where a semiconductor is built one layer of atoms after another. Thanks to these technologies it is possible nowadays to build electronic systems of any dimensionality, from quantum dots [Beenakker 1991; Hanson et al. 2007; Petta et al. 2005; Reimann and Manninen 2002; Wiel et al. 2002] to quantum wires [Harrison and Valavanis 2016; Hurt 2000; Nazarov and Blanter 2009] and electron waveguides [Alamo et al. 1998; McLennan et al. 1991; Timp 1992].

Given the importance of this branch of physics, before proceeding with the next chapters, we want to briefly review some basic concepts of the field, starting from the Bloch theorem and the band structure of solids in Sec. 5.1 before introducing the effective mass approximation in Sec. 5.2 and electron waveguiding in 2DEG in Sec. 5.3.

### 5.1. Bloch theorem and band structure

To understand the way actual solids are modeled and described, it is useful to start from a 1D situation, where some difficulties due to higher dimensionality are absent, this allowing us to focus on the main concepts. It must be however remembered that not all the properties of 1 D systems can be straightforwardly extended to 2D or 3D systems, so that caution is required.

As solids are made out of a regular array of atoms, the simplest way to describe a solid is to start from the Schrödinger equation describing the motion of electrons in the array of atoms:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi(x)}{d x^{2}}+\hat{V}(x) \psi(x)=E \psi(x) \tag{5.1}
\end{equation*}
$$

where we assume the potential $V(x)$ to be periodic. A periodic potential is characterized by its period $a$, so that it holds:

$$
\begin{equation*}
\hat{V}(x)=\hat{V}(x+m a) \quad \forall m \in \mathbb{Z} \tag{5.2}
\end{equation*}
$$

An important property of a periodic potential is that its Fourier transform includes only plane waves with wavenumbers $h_{n}=n \frac{2 \pi}{a}$, so that:

$$
\begin{equation*}
\hat{V}(x)=\sum_{n=-\infty}^{+\infty} V_{n} e^{i h_{n} x} \tag{5.3}
\end{equation*}
$$

In the following we want to see the implications for the eigenenergies and eigenstates of the Hamiltonian when the potential fulfills Eq. (5.3). In order to do so, we first note that for the special case $V(x)=0$, the eigenfunctions of the Hamiltonian are the plane waves:

$$
\begin{equation*}
W_{k}(x)=\frac{1}{\sqrt{L}} e^{i k x} \tag{5.4}
\end{equation*}
$$

where $L$ is the length of the array under examination and the wavenumbers $k$ are real, so that the energy eigenvalues are $E(k)=\frac{\hbar^{2} k^{2}}{2 m}$. The important point here is that the plane waves $W_{k}(x)$ form an orthonormal set, and thus can be used as an expansion set.

We further note that applying the operator $\hat{H}=\frac{\hat{p}_{x}^{2}}{2 m}+\hat{V}(x)$ to a plane wave $W_{k}(x)$ we obtain a plane wave belonging to the subset $\mathbb{S}_{k}=\left\{W_{k}(x), W_{k+h_{1}}(x), W_{k-h_{1}}(x), \cdots\right\}$ of plane waves with wavenumbers $k+\hat{h}_{n}$. Also, the set $\mathbb{S}_{k}$ is closed with respect to the application of $\hat{H}$ to any of its elements, as it can be directly verified using Eq. (5.3): this implies that diagonalizing $\hat{H}$ within any $\mathbb{S}_{k}$ provides a valid set of eigenfunctions of $\hat{H}$ which we dub $\psi_{k}(x)$.

Moreover it is evident that two sets $\mathbb{S}_{k}$ and $\mathbb{S}_{k^{\prime}}$ are different if and only if $k$ and $k^{\prime}$ do not differ by an integer multiple of $2 \pi / a$. One then defines the Brillouin zone as the fundamental region in $k$-space limited by $[-\pi / a, \pi / a]$.

All of this being said and done, we have that a generic wave function $\psi_{k}(x)$ can be expanded in terms of plane waves belonging to the set $\mathbb{S}_{k}$ as:

$$
\begin{equation*}
\psi_{k}(x)=\sum_{n} c_{n}(k) \frac{1}{\sqrt{L}} e^{i\left(k+h_{n}\right) x} \tag{5.5}
\end{equation*}
$$

where we have that:

$$
\begin{equation*}
u_{k}(x)=\sum_{n} c_{n}(k) \frac{1}{\sqrt{L}} e^{i h_{n} x}=\sum_{n} c_{n}(k) \frac{1}{\sqrt{L}} e^{i n\left(\frac{2 \pi}{a}\right) x} \tag{5.6}
\end{equation*}
$$

is a periodic function with the same period $a$ of the potential $\hat{V}(x)$. This is essentially the content of the Bloch theorem: any physically acceptable solution of the Schrödinger equation in presence of a periodic potential can be expressed in the form of a traveling wave modulated by a periodic function with the same periodicity of the potential:

$$
\begin{equation*}
\psi_{k}(x)=e^{i k x} u_{k}(x) \tag{5.7}
\end{equation*}
$$

A first necessary remark is that up to now we are considering the Schrödinger equation in the interval $[-\infty,+\infty]$ : from the physical point of view this is equivalent to considering the region $[0, L=N a], N$ being the total number of atoms in the chain, as $N$ is in fact very large (already of the order $10^{8}$ for $L=1 \mathrm{~cm}$ ). The reason why one usually considers a large but finite region is that this allows one to count the states and distribute the electrons in the energy bands, a concept we are going to explore in a few lines. In order for the physics not to be influenced by the choice of a finite region, one usually considers periodic boundary conditions to solve the problem given by a periodic crystal, which amounts to require:

$$
\begin{equation*}
\psi(x+N a)=\psi(x) \tag{5.8}
\end{equation*}
$$

As $\psi(x)$ must also be a Bloch function of wavenumber $k$, periodic boundary conditions restrict the allowed values of $k$ to the ones fulfilling:

$$
\begin{equation*}
e^{i k N a}=1 \Rightarrow k=\frac{2 \pi}{N a} n, \quad n \in \mathbb{Z} \tag{5.9}
\end{equation*}
$$

Thus, as $L=N a$ becomes large, $k$ must be considered as a discrete, though dense, variable.

As anticipated, the Bloch theorem also entails the fact that the energy spectrum of a periodic potential is made out of allowed regions, separated by gaps, called energy bands. To better understand this, we consider the instructive and paradigmatic example of the Kronig-Penney model: in this model one assumes the periodic potential $V(x)$ to be composed of quantum wells of width $w$ separated by potential barriers of width $b$ and height $V_{0}$, so that the period of the potential is $a=w+b$.

Within the unit cell in the region $[-w b]$ we can write the solution to the associated Schrödinger equation for $0<E<V_{0}$ as the union of the solution in the region $[-w, 0]$, where $\hat{V}(x)=0$, and the solution in the region $[0, b]$, where $\hat{V}(x)=V_{0}$, so that we have:

$$
\psi(x)= \begin{cases}\psi_{\text {well }}(x)=A e^{i q x}+B e^{-i q x} & \text { for }-w \leq x \leq 0  \tag{5.10}\\ \psi_{\operatorname{bar}}(x)=C e^{\beta x}+D e^{-\beta x} & \text { for } 0 \leq x \leq b\end{cases}
$$

where $q=\sqrt{2 m E / \hbar^{2}}$ and $\beta=\sqrt{2 m\left(V_{0}-E\right) / \hbar^{2}}$. The constants $A, B, C, D$ must be found with the usual method of imposing the continuity of $\psi(x)$ and its first derivative at the point $x=0$, and by imposing the boundary conditions required by the Bloch
theorem, namely:

$$
\begin{align*}
\psi_{\mathrm{bar}}(b) & =e^{i k a} \psi_{\mathrm{well}}(-w)  \tag{5.11}\\
\left.\frac{d \psi_{\mathrm{bar}}(x)}{d x}\right|_{x=b} & =\left.e^{i k a} \frac{\psi_{\mathrm{well}}(x)}{d x}\right|_{x=-w} \tag{5.12}
\end{align*}
$$

This leads to a system of four equations in four unknown variables. As known from elementary algebra, a homogeneous system of $n$ equations in $n$ variables has a nontrivial solution if and only if the determinant of the coefficients matrix is zero. A direct computation of the determinant for the Kronig-Penney model leads to the equation:

$$
\begin{equation*}
\frac{\beta^{2}-q^{2}}{2 q \beta} \sinh (\beta b) \sin (q w)+\cosh (\beta b) \cos (q w)=\cos (k a) \tag{5.13}
\end{equation*}
$$

This compatibility equation can be solved graphically, i.e. via numerical methods, as shown in Fig. 5.1, leading to the individuation of allowed energy regions, the already cited energy bands. In the standard approach, which can be found in any standard textbook on solid state physics, one usually consider the further simplification obtained by considering the width $b$ of the barriers to go to zero while at the same time the height $V_{0}$ goes to infinity, keeping constant the product $V_{0} b$. Under this hypothesis the compatibility equation becomes:

$$
\begin{equation*}
P \frac{\sin (q a)}{q a}+\cos (q a)=\cos (k a) \tag{5.14}
\end{equation*}
$$

where $P=m V_{0} b a / \hbar^{2}$ is a dimensionless parameter proportional to $V_{0} b . P=0$ correspond to a free electron situation, whereas in the limit $P \rightarrow \infty$ one would recover the energy levels of the infinite well.

We saw how electrons moving in periodic potentials have their energy distributed in bands separated by energy gaps. However we assumed a perfect regular crystal, thus neglecting the presence of impurities and the vibrations of the lattice. In order to add this effects in the description of electrons in solid state systems, other approximations and methods are more convenient, such as the effective mass approximation we are going to review in the next section.


Figure 5.1.: The Kronig-Penney model. In panel (a) a sketch of the periodic potential assumed in the Kronig-Penney model is shown. In panel (b) we plotted of the lhs of Eq. (5.14) as a function of $q a$, where the constant $P$ has been set equal to $3 \pi / 2$. When $|F(q a)|<1$ the compatibility equation is satisfied, individuating the allowed values of $q a$ and thus the allowed energies. This leads to the formation of energy bands, which have been highlighted in blue.

### 5.2. The effective mass approximation

In Sec. 5.1 we discussed the band structure of solids starting from the Schrödinger equation of an electron moving in a periodic potential. While it is true that a perfect lattice gives rise to a periodic potential, actual lattices contain impurities, so that the actual potential is almost periodic, but not quite. Also the vibrational motion of the atoms in the lattice gives rise to a deviation from a perfectly periodic potential. Moreover a voltage bias could be applied, so that also a drift potential would be present. In formulas we could write the actual potential, in three dimensions, as the sum of three distinct contributions:

$$
\begin{equation*}
\hat{V}(\vec{r})=\hat{V}_{L}(\vec{r})+\hat{V}_{S}(\vec{r})+\hat{V}_{E}(\vec{r}), \tag{5.15}
\end{equation*}
$$

where $V_{L}(\vec{r})$ is the periodic potential generated by the lattice in absence of impurities, $V_{S}(\vec{r})$ accounts for the random fluctuations due to vibrations and impurities and $V_{E}(\vec{r})$ is due to the applied bias. In order to find the electronic eigenfunctions we should thus solve the Schrödinger equation:

$$
\begin{align*}
\frac{\partial}{\partial t} \psi(\vec{r}, t) & =\hat{H} \psi(\vec{r}, t)+\left(V_{S}(\vec{r})+V_{E}(\vec{r})\right) \psi(\vec{r}, t)  \tag{5.16}\\
\hat{H} & =-\frac{\hbar^{2}}{2 m} \nabla^{2}+\hat{V}_{L}(\vec{r}) \tag{5.17}
\end{align*}
$$

Solving this equation is a very hard task. However it turns out that, under appropriate conditions, it is possible to use the single band effective mass equation:

$$
\begin{align*}
\frac{\partial}{\partial t} \Psi(\vec{r}, t) & =E_{\nu}(-i \vec{\nabla}) \Psi(\vec{r}, t)+\hat{U}(\vec{r}) \Psi(\vec{r}, t)  \tag{5.18}\\
\hat{U}(\vec{r}) & =\hat{V}_{S}(\vec{r})+V_{E}(\vec{r}) \tag{5.19}
\end{align*}
$$

where $\Psi(\vec{r}, t)$ is known as the envelope function and $E_{\nu}(-i \vec{\nabla})$ is the dispersion relation of the band where the substitution $\vec{k} \rightarrow-i \vec{\nabla}$ has been performed. An important condition in order for the single band effective mass equation to be valid is that $\hat{U}(\vec{r})$ should not introduce relevant inter-band interactions, or, in other words, inter-band interactions should be negligible.

In order to demonstrate Eq. (5.18) we start from the Bloch theorem in Sec. 5.1, which
states that the eigenfunctions in presence of a periodic potential can be written as:

$$
\begin{equation*}
\psi_{\nu, \vec{k}}(\vec{r})=u_{\nu, \vec{k}}(\vec{r}) \frac{e^{i \vec{k} \cdot \vec{r}}}{\sqrt{\Omega}} \tag{5.20}
\end{equation*}
$$

where $\nu$ is the band index, $\vec{k}$ is the wavevector and $\Omega$ is the normalization volume. The periodic functions $|\nu, \vec{k}\rangle=\psi_{\nu, \vec{k}}(\vec{r})$ are orthogonal in both indexes, i.e.:

$$
\begin{equation*}
\left\langle\nu^{\prime}, \vec{k}^{\prime} \mid \nu, \vec{k}\right\rangle=\delta_{\nu, \nu^{\prime}} \delta_{\vec{k}, \vec{k}^{\prime}} \tag{5.21}
\end{equation*}
$$

so that for $\vec{k}^{\prime}=\vec{k}$ we have:

$$
\begin{equation*}
\left\langle\nu^{\prime}, \vec{k} \mid \nu, \vec{k}\right\rangle=\int d^{3} r \Psi_{\nu^{\prime}, \vec{k}}^{*}(\vec{r}) \Psi_{\nu, \vec{k}}(\vec{r})=\int \frac{d^{3} r}{\Omega} u_{\nu^{\prime}, \vec{k}}^{*}(\vec{r}) u_{\nu, \vec{k}}(\vec{r})=\delta_{\nu, \nu^{\prime}} \tag{5.22}
\end{equation*}
$$

which implies:

$$
\begin{equation*}
\int d^{3} r u_{\nu, \vec{k}}^{*}(\vec{r}) u_{\nu, \vec{k}}(\vec{r})=\Omega \delta_{\nu, \nu^{\prime}} \tag{5.23}
\end{equation*}
$$

In order to see under which conditions Eq. (5.18) can be used, we expand the wave function in Eq. (5.16) in the $|\nu, \vec{k}\rangle$ basis:

$$
\begin{equation*}
\psi(\vec{r}, t)=\sum_{\nu^{\prime}, \vec{k}^{\prime}} c_{\nu^{\prime}, \vec{k}^{\prime}}(t) \psi_{\nu^{\prime}, \vec{k}^{\prime}}(\vec{r})=\sum_{\nu^{\prime}, \vec{k}^{\prime}} c_{\nu^{\prime}, \vec{k}^{\prime}}(t)\left|\nu^{\prime}, \vec{k}^{\prime}\right\rangle . \tag{5.24}
\end{equation*}
$$

Inserting Eq. (5.24) in Eq. (5.16) and applying on the left $\langle\nu, \vec{k}|$ we obtain:

$$
\begin{equation*}
i \hbar \frac{d}{d t} c_{\nu, \vec{k}}(t)=\sum_{\nu^{\prime}, \vec{k}^{\prime}}\langle\nu, \vec{k}| \hat{H}+\hat{U}(\vec{r})\left|\nu^{\prime}, \vec{k}^{\prime}\right\rangle c_{\nu^{\prime}, \vec{k}^{\prime}}(t) \tag{5.25}
\end{equation*}
$$

Upon considering that the $\left|\nu^{\prime}, \vec{k}^{\prime}\right\rangle$ are eigenfunctions of $\hat{H}$ :

$$
\begin{equation*}
\langle\nu, \vec{k}| \hat{H}\left|\nu^{\prime}, \vec{k}^{\prime}\right\rangle=E_{\nu^{\prime}}\left(\vec{k}^{\prime}\right)\left\langle\nu, \vec{k} \mid \nu^{\prime}, \vec{k}^{\prime}\right\rangle=E_{\nu}(\vec{k}) \delta_{\nu, \nu^{\prime}} \delta_{\vec{k}, \vec{k}^{\prime}} \tag{5.26}
\end{equation*}
$$

we finally arrive to:

$$
\begin{equation*}
i \hbar \frac{d}{d t} c_{\nu, \vec{k}}(t)=E_{\nu}(\vec{k}) c_{\nu, \vec{k}}(t)+\sum_{\nu^{\prime}, \vec{k}^{\prime}}\langle\nu, \vec{k}| \hat{U}(\vec{r})\left|\nu^{\prime}, \vec{k}^{\prime}\right\rangle c_{\nu^{\prime}, \vec{k}^{\prime}}(t) \tag{5.27}
\end{equation*}
$$

where the matrix elements $\langle\nu, \vec{k}| \hat{U}(\vec{r})\left|\nu^{\prime}, \vec{k}^{\prime}\right\rangle$ are worth:

$$
\begin{equation*}
\langle\nu, \vec{k}| \hat{U}(\vec{r})\left|\nu^{\prime}, \vec{k}^{\prime}\right\rangle=\int \frac{d^{3} r}{\Omega} u_{\nu, \vec{k}}^{*}(\vec{r}) u_{\nu^{\prime}, \vec{k}^{\prime}}(\vec{r}) e^{i\left(\vec{k}^{\prime}-\vec{k} \cdot \vec{r}\right.} \hat{U}(\vec{r}) . \tag{5.28}
\end{equation*}
$$

We now go back to Eq. (5.18) and expand the envelope function in terms of the orthonormal base of plane waves $|\vec{k}\rangle=e^{i \vec{k} \cdot \vec{r}} / \sqrt{\Omega}$ :

$$
\begin{equation*}
\Psi(\vec{r}, t)=\sum_{\vec{k}^{\prime}} c_{\vec{k}^{\prime}}(t)\left|\vec{k}^{\prime}\right\rangle=\sum_{\vec{k}^{\prime}} c_{\vec{k}^{\prime}}(t) \frac{e^{i \vec{k}^{\prime} \cdot \vec{r}}}{\Omega} . \tag{5.29}
\end{equation*}
$$

Inserting this into Eq. (5.18) and multiplying on the left by $\langle\vec{k}|$ we get:

$$
\begin{equation*}
i \hbar \frac{d}{d t} c_{\vec{k}}(t)=\sum_{\vec{k}^{\prime}}\langle\vec{k}| \hat{H}+\hat{U}(\vec{r})\left|\vec{k}^{\prime}\right\rangle c_{\vec{k}^{\prime}}(t) . \tag{5.30}
\end{equation*}
$$

As the effect of a spatial derivative $\vec{\nabla}$ on $|\vec{k}\rangle$ is only to drop a factor $i \vec{k}$ from the exponential, Eq. (5.30) can be rewritten as:

$$
\begin{equation*}
i \hbar \frac{d}{d t} c_{\vec{k}}(t)=\sum_{\vec{k}^{\prime}}\langle\vec{k}| E_{\nu}(-i \vec{\nabla})+\hat{U}(\vec{r})\left|\vec{k}^{\prime}\right\rangle c_{\vec{k}^{\prime}}(t) \tag{5.31}
\end{equation*}
$$

where, as already anticipated, $E_{\nu}(-i \vec{\nabla})$ is the dispersion relation of the $\nu$-th band where $\vec{k}$ has been substituted by $-i \vec{\nabla}$. From the orthogonality relation of the $|\vec{k}\rangle$, we can immediately derive the identity:

$$
\begin{equation*}
\langle\vec{k}| E_{\nu}(-i \vec{\nabla})\left|\vec{k}^{\prime}\right\rangle=E_{\nu}(\vec{k}) \delta_{\vec{k}, \vec{k}^{\prime}} \tag{5.32}
\end{equation*}
$$

thanks to which we are allowed to write:

$$
\begin{equation*}
i \hbar \frac{d}{d t} c_{\vec{k}}(t)=E_{\nu}(\vec{k}) c_{\vec{k}}(t)+\sum_{\vec{k}^{\prime}}\langle\vec{k}| \hat{U}(\vec{r})\left|\vec{k}^{\prime}\right\rangle c_{\vec{k}^{\prime}}(t), \tag{5.33}
\end{equation*}
$$

where the matrix elements $\langle\vec{k}| \hat{U}(\vec{r})\left|\vec{k}^{\prime}\right\rangle$ can be written explicitly as:

$$
\begin{equation*}
\langle\vec{k}| \hat{U}(\vec{r})\left|\vec{k}^{\prime}\right\rangle=\int \frac{d^{3} r}{\Omega} e^{i\left(\vec{k}^{\prime}-\vec{k}\right) \cdot \vec{r}} \hat{U}(\vec{r}) . \tag{5.34}
\end{equation*}
$$

At this point we compare Eq. (5.27) with Eq. (5.34), noticing that the two differential equations are equivalent if it holds:

$$
\begin{equation*}
\langle\nu, \vec{k}| \hat{U}(\vec{r})\left|\nu^{\prime}, \vec{k}^{\prime}\right\rangle=\delta_{\nu, \nu^{\prime}}\langle\vec{k}| \hat{U}(\vec{r})\left|\vec{k}^{\prime}\right\rangle . \tag{5.35}
\end{equation*}
$$

This is basically the condition we anticipated at the beginning of the section: for the single band effective mass equation to be valid, the matrix elements of the potential $\hat{U}(\vec{R})$ between states from different bands should be negligible. We can be more precise on this by considering the following integral over a unit cell of the lattice:

$$
\begin{align*}
& \int d^{3} r u_{\nu, \vec{k}}^{*}(\vec{r}) u_{\nu^{\prime}, \vec{k}^{\prime}}(\vec{r}) e^{i\left(\vec{k}^{\prime}-\vec{k}\right) \cdot \vec{r}} \hat{U}(\vec{r})=e^{i\left(\vec{k}^{\prime}-\vec{k}\right) \cdot \vec{r}_{n}} \hat{U}\left(\vec{r}_{n}\right) \int d^{3} r u_{\nu, \vec{k}}^{*}(\vec{r}) u_{\nu^{\prime}, \vec{k}^{\prime}}(\vec{r}) \notin  \tag{5.36}\\
& e^{i\left(\vec{k}^{\prime}-\vec{k}\right) \cdot \vec{r}_{n}} \hat{U}\left(\vec{r}_{n}\right) \delta_{\nu, \nu^{\prime}} \frac{\Omega}{N} \tag{5.37}
\end{align*}
$$

where $\vec{r}_{n}$ is the position of the center of the unit cell and $N$ is the number of unit cells in the lattice. In writing Eq. (5.36) we have made two assumptions: first we assumed the potential $\hat{U}(\vec{r})$ to be slowly varying, so that we can consider it constant over a unit cell, thus allowing us to bring it out of the integral; secondly we have assumed that:

$$
\begin{equation*}
\int d^{3} r u_{\nu, \vec{k}}^{*}(\vec{r}) u_{\nu^{\prime}, \vec{k}^{\prime}}(\vec{r}) \simeq \int d^{3} r u_{\nu, \vec{k}}^{*}(\vec{r}) u_{\nu^{\prime}, \vec{k}}(\vec{r})=\delta_{\nu, \nu^{\prime}} \frac{\Omega}{N}, \tag{5.38}
\end{equation*}
$$

that is, we assumed the periodic functions $u_{\nu, \vec{k}}(\vec{r})$ not to vary much with $\vec{k}$. Within these assumptions it is also possible to write a relation between the real electronic wavefunction and the envelope function via:

$$
\begin{equation*}
\psi(\vec{r}, t)=\sum_{\vec{k}} c_{\nu, \vec{k}}(t) \frac{e^{i \vec{k} \cdot \vec{r}}}{\sqrt{\Omega}} u_{\nu, \vec{k}}(\vec{r})=u_{\nu, \vec{k}}(\vec{r}) \sum_{\vec{k}} c_{\nu, \vec{k}}(t) \frac{e^{i \vec{k} \cdot \vec{r}}}{\sqrt{\Omega}}=u_{\nu, \vec{k}}(\vec{r}) \Psi(\vec{r}, t) . \tag{5.39}
\end{equation*}
$$

So one can see from Eq. (5.39) that the real electronic wave function is the product of a microscopic periodic function and the envelope function. So what one practically does using Eq. (5.18) is to ignore the microscopic periodic part of the wavefunction, focusing on the envelope function, which describes the electrons on a somehow coursegrained scale. This is possible given the assumptions we made are valid, namely that the potential is slowly varying and that the microscopic periodic functions $u_{\nu, \vec{k}}(\vec{r})$ do not change much with $\vec{k}$. The single band effective mass equation is widely used to describe electrons in the conduction band, while as anticipated it breaks down when
dealing with the valence band, for which the multi-band effective mass equation must be used [Datta 1989]. Nonetheless Eq. (5.18) has also been used to describe some kinds of heterojunctions where the gap between the two materials is not too large as to involve the valence band. All in all the single band effective mass equation is a precious tool which will be used in the next section to describe electrons in the conduction band of 2DEGs and electron waveguides.

### 5.3. 2DEG and electron waveguiding

As anticipated at the beginning of this chapter, it is possible nowadays to build semiconductors one layer of atoms after another: this entails the possibility of building heterojunctions, i.e. semiconductors made out by the junction of two different materials with similar crystalline structure, like for instance GaAs and AlGaAS .

An exhaustive discussion over heterojunctions would take us quite a long time, and it would be beyond the scope of the present chapter. What is important to highlight here is that, by inserting donor impurities in the AlGaAS (n-AlGaAS) it is possible to have free charge carriers, this leading to a rise of the Fermi level of the material. When joined with an undoped semiconductor such as GaAs, due to the mismatch of the Fermi levels and energy gap between valence and conduction bands in the two materials, this causes the free electron to move from the $\mathrm{n}-\mathrm{AlGaAs}$ to the interface between the two materials, thus giving rise to a 2 -dimensional electron gas (2DEG).

This is all that concerns us about heterojunctions for the scopes of this chapter, and we suggest the interested reader to check the large amount of literature available on the subject [Bastard 1988; Capasso 1990].

2DEGs are characterized by a high carrier concentration, typically one order of magnitude higher than in bulk semiconductors, and high mobility, which can be even two orders of magnitude higher than in bulk semiconductors, depending also on other factors such as temperature and magnetic field.

The motion of electrons in the conduction band can be described through the single band effective mass equation in Eq. (5.18). Allowing for the presence of a magnetic field, this equation can be rewritten in a time-independent form as:

$$
\begin{equation*}
\left[E_{c}+\frac{(i \hbar \vec{\nabla}+e \vec{A})^{2}}{2 m^{*}} \hat{U}(\vec{r})\right] \Psi(\vec{r})=E \Psi(\vec{r}), \tag{5.40}
\end{equation*}
$$

where $E_{c}$ is the energy at the bottom of the conduction band and $\vec{A}$ is the vector potential accounting for the magnetic field. For the case of a 2 DEG , there will be some confining potential $\hat{U}(z)$ along the $z$ axis, limiting the motion of the electrons in the $x-y$ plane. Assuming for the moment a zero magnetic field, the envelope function will have the form:

$$
\begin{equation*}
\Psi(\vec{r})=\phi_{n}(z) e^{i k_{x} x} e^{i k_{y} y} \tag{5.41}
\end{equation*}
$$

with a dispersion relation of the form:

$$
\begin{equation*}
E=E_{c}+\epsilon_{n}+\frac{\hbar^{2}}{2 m^{*}}\left(k_{x}^{2}+k_{y}^{2}\right), \tag{5.42}
\end{equation*}
$$

where $\phi_{n}(z)$ are eigenfunctions of the n-th subband along the $z$ direction, and $\epsilon_{n}$ are the corresponding eigenenergies. In the low temperature regime only the lowest of these subbands will be occupied, so that the motion of the electrons along $z$ can be ignored as a matter of fact. We can thus rewrite the effective mass equation in two dimensions as:

$$
\begin{equation*}
\left[E_{s}+\frac{(i \hbar \vec{\nabla}+e \vec{A})^{2}}{2 m^{*}}+\hat{U}(x, y)\right] \Psi(x, y)=E \Psi(x, y) \tag{5.43}
\end{equation*}
$$

where $E_{s}=E_{c}+\epsilon_{1}$. This equation allows for a simple treatment and understanding of the motion of conduction electrons in 2DEGs, leading to the concept of magneto-electric subbands and electron waveguiding.

Consider a conductor which is uniform along the $x$ direction and is characterized by some confining potential $\hat{U}(y)$ along the $y$ direction. The effective mass equation can then be written as:

$$
\begin{equation*}
\left[E_{s}+\frac{(i \hbar \vec{\nabla}+e \vec{A})^{2}}{2 m^{*}}+\hat{U}(y)\right] \Psi(x, y)=E \Psi(x, y) \tag{5.44}
\end{equation*}
$$

If we also assume the magnetic field to be constant and directed along $z$, which can be described through the vector potential

$$
\begin{equation*}
\vec{A}=-B y \hat{x} \Rightarrow A_{x}=-B y, A_{y}=0 \tag{5.45}
\end{equation*}
$$

the equation can be further rewritten as:

$$
\begin{equation*}
\left[E_{s}+\frac{\left(p_{x}+e B y\right)^{2}}{2 m^{*}}+\frac{p_{y}^{2}}{2 m^{*}}+\hat{U}(y)\right] \Psi(x, y)=E \Psi(x, y) \tag{5.46}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{x}=-i \hbar \frac{\partial}{\partial x}, \quad p_{y}=-i \hbar \frac{\partial}{\partial y} . \tag{5.47}
\end{equation*}
$$

The solutions to Eq. (5.46) are easily seen to be of the form:

$$
\begin{equation*}
\Psi(x, y)=\frac{1}{\sqrt{L}} e^{i k_{x} x} \chi(y) \tag{5.48}
\end{equation*}
$$

where $L$ is the normalization length and $\chi(y)$ satisfies:

$$
\begin{equation*}
\left[E_{s}+\frac{\left(\hbar k_{x}+e B y\right)^{2}}{2 m^{*}}+\frac{p_{y}^{2}}{2 m^{*}}+\hat{U}(y)\right] \chi(y)=E \chi(y) . \tag{5.49}
\end{equation*}
$$

Equation (5.49), as a matter of fact, is a one-dimensional Schrödinger equation giving rise to a set of discrete levels described by functions $\left(\chi_{1}(y), \chi_{2}(y), \cdots\right)$. So, as it can be seen from Eq. (5.48), the envelope function for the electrons in the conduction band of a 2 DEG is made out of plane waves along the $x$ direction, describing the fact that electrons are propagating along that direction, multiplied by a transverse eigenfunction given by the solution of Eq. (5.49), thus dividing the electrons into subbands, which are analogous to the transverse modes of electromagnetic waveguides. The form of the functions $\chi_{1}(y), \chi_{2}(y), \cdots$ depends on both the magnetic field and the confining potential, so that by engineering the latter it is possible to obtain traveling waves with an almost arbitrary transverse profile: it is with this in mind that the following chapters were originally conceived. Specifically, in absence of magnetic field, the transverse profile of the wave will depend only on the confining potential $\hat{U}(y)$, which can be chosen in order to obtain a desired profile.

## CHAPTER 6

## Stretchable states

The huge increase in our ability to build materials with specific desired property has led in recent years to a growing attention towards photonic metamaterials with nearzero parameters [Liberal and Engheta 2017; Niu et al. 2018]: by this one means media where the relative permittivity or the relative permeability, or both, are almost zero. This interest is readily explained looking at the Helmholtz equation for electro-magnetic waves propagating in a medium:

$$
\begin{equation*}
\nabla^{2} \boldsymbol{E}=v_{\mathrm{ph}} \frac{\partial^{2}}{\partial t^{2}} \boldsymbol{E}=\mu \epsilon \omega^{2} \boldsymbol{E} \tag{6.1}
\end{equation*}
$$

where $\boldsymbol{E}$ is the electric field and $v_{\mathrm{ph}}=1 / \sqrt{\epsilon \mu}$ is the phase velocity, with $\epsilon$ being the permittivity of the medium and $\mu$ its permeability. From Eq. (6.1) one can immediately see that as either $\epsilon$ or $\mu$ becomes zero, then the phase velocity goes to infinity [Reshef et al. 2017]: this has profound consequences on the wave propagation [Alù et al. 2007; Nguyen, L. Chen, and Halterman 2010; M. Silveirinha and Engheta 2006; Ziolkowski 2004], as an infinite phase velocity implies the decoupling of the electrical and magnetic components of the wave, and thus an effective decoupling of the spatial and temporal field variations.

Thanks to this in a metamaterial one can have, for instance, a wave whose frequency and wavelength are independent, so that one can have large frequency and large wavelength at the same time: the increase of the wavelength without affecting the frequency
corresponds to a "stretching" of the wave. This kind of effects has deep technological implications, from which the great interest in such materials arises, as it allows for tunneling in distorted channels [Edwards, Alù, M. G. Silveirinha, et al. 2009; Edwards, Alù, Young, et al. 2008; M. Silveirinha and Engheta 2006], radiation pattern tailoring [Alù et al. 2007; Pacheco-Peña et al. 2014], boosted non-linear effects [Argyropoulos, P.-Y. Chen, et al. 2012; Argyropoulos, D'Aguanno, and Alù 2014; Sokhoyan and Atwater 2013; Suchowski et al. 2013] and cloaking [Pendry, Schurig, and Smith 2006; Schurig et al. 2006], just to cite some.

On the other side, as reviewed in the previous chapter, also the field of band engineering in semiconductor has reached a level where we can build materials within the atomic layer precision [D. E. Chang et al. 2018]: this possibility, together with the analogies between photon and electrons [Datta 1995], has lead some researchers to investigate how the discoveries made in the field of photonic metamaterials [Song and Gabor 2018] can be exported to the field of semiconductor physics.

It is in this spirit that some pioneering works have started the field of quantum metamaterials, leading to matter waves cloaking [Liao et al. 2013; Zhang et al. 2008], subwavelength focusing [Cheianov, Fal'ko, and Altshuler 2007; M. G. Silveirinha and Engheta 2013] and spintronics applications [Chesi and Coish 2015], inspiring also the project of new devices, such as superconducting structures [Castellanos-Beltran et al. 2008; Zheludev 2010], faster circuits and optical devices [M. G. Silveirinha and Engheta 2012, 2014].

In this chapter we are going to show how, thanks to the electron-photon analogy, it is possible to build media, dubbed quantum metamaterials, where matter waves behave with similar effects to the ones observed in photonic metamaterials. It is in this context that the following sections take steps: by following a reverse engineering approach, in Sec. 6.1 we are going to give sufficient and necessary conditions on a potential profile for it to sustain stable configurations of stretched wave functions, i.e. wave functions that are flat in a region of the potential. We will then see in Sec. 6.2 how this potential profiles can be applied when dealing with more than one spatial dimension, for instance in 2D materials. After establishing these conditions we will give some examples building stretching profiles starting from the well-known infinite well potential in Sec. 6.3, deriving both the expression of the wave function and the energy eigenvalues corresponding to such profiles, seeing how they differ from the corresponding potential without stretching.

### 6.1. Stretching potentials in 1D systems

The starting point of our analysis is the electron-photon analogy. In facts matter waves are described by the Schrödinger equation:

$$
\begin{equation*}
\nabla^{2} \psi_{E}(x)=-\frac{2 m}{\hbar^{2}}(E-V(\vec{x})) \psi_{E}(x) \tag{6.2}
\end{equation*}
$$

Comparing Eq. (6.2) with Eq. (6.1), we recognize that the $-\frac{2 m}{\hbar^{2}}(E-V(\vec{x}))$ term is the matter waves counterpart of the $\epsilon \mu \omega^{2}$ term of the Helmholtz equation. Thus we see that in a quantum metamaterial the equivalent of the condition of having $\epsilon$ or $\mu$ near-zero is to have $E-V(\vec{x})=0$. Reversing the perspective, Eq. (6.2) can be used to identify the spatial properties a potential $V(\vec{x})$ must have in order to obtain a target wave-function $\psi_{\text {tar }}(\vec{x})$ which is energetically stable, in formulas:

$$
\begin{equation*}
V(\vec{x})-E=\frac{\hbar^{2}}{2 m} \frac{\nabla^{2} \psi_{\operatorname{tar}}(\vec{x})}{\psi_{\operatorname{tar}}(\vec{x})} . \tag{6.3}
\end{equation*}
$$

This equation allows us to easily write down a condition for the wave-function $\psi_{\mathrm{tar}}(\vec{x})$ to have a constant value in some spatial region $\mathcal{R}$. Specifically it is clear that a necessary condition for a stretched wave-function is to have a constant potential in the region of interest, i.e.:

$$
\begin{equation*}
\psi_{\operatorname{tar}}(\vec{x})=\text { const. } \Rightarrow V(\vec{x})=\text { const. } \quad \forall \vec{x} \in \mathcal{R} \tag{6.4}
\end{equation*}
$$

Starting from this necessary condition, it is not so simple to find a sufficient condition for the stretching. In facts, even a constant potential does not guarantee the stretching of the wave-function, as one must consider also the matching of the boundary conditions for the wave function.

Our method to solve this problem consist in creating a new potential profile starting from a given original one, which we call seeding potential, so that we are able to define energetically stable stretched state starting from the original non stretched ones. We are now going to show this method for the simple but paradigmatic case of a particle trapped in a 1D potential, which allows for an analytical treatment of the problem. In a 1 D setting the Schrödinger equation becomes:

$$
\begin{equation*}
\partial_{x}^{2} \psi_{E}(x)=-\frac{2 m}{\hbar^{2}}(E-V(x)) \psi_{E}(x) \tag{6.5}
\end{equation*}
$$



Figure 6.1.: A sketch of the stretching procedure. In the upper panel we show the original potential profile $V(x)$, or seeding potential (black line), and the associated wave function $\psi_{0}(x)$ (blue line) with eigenenergy $E_{0}$. In the lower panel we show instead a modified version of the potential $V^{[L]}(x)$ where we performed a cut in correspondence of the stationary point of $\bar{x}$ of $\psi_{0}(x)$, inserting a constant profile with energy $E_{0}$ connecting the two regions. This new potential supports a stretched wave function $\psi_{0}^{[L](x)}$ whose energy is still $E_{0}$, but is flat in the region $[\bar{x}, \bar{x}+L]$.
where $V(x)$ is some arbitrary seeding potential. As it can be found in any quantum mechanics textbook [Sakurai and Napolitano 2017], Eq. (6.5) admits an orthonormal set of bound-state eigenfunctions $\left\{\psi_{n}(x), E_{n}\right\}$ where the $E_{n}$ are the associated eigenenergies which we assume to be ordered in increasing order with respect to $n$. Another known fact is that the $n$-th eigenfunction $\psi_{n}(x)$ has $n$ nodes, and thus at least $n+1$ stationary points. Let us indicate with $\bar{x}$ the only stationary point of the ground state wave-function, for which it holds:

$$
\begin{equation*}
\partial_{x} \psi_{0}(\bar{x})=0 . \tag{6.6}
\end{equation*}
$$

We then consider a modified version of the seeding potential, shown in Fig. 6.1, where we cut it at point $\bar{x}$, separating the two halves with a spatial distance $L$. In the region
$[\bar{x}, \bar{x}+L]$ we insert a constant potential of value $E_{0}$, the energy of the original ground state wave-function, obtaining the new potential:

$$
V^{[L]}(x)=\left\{\begin{array}{cc}
V(x) & \text { for } x \leq \bar{x},  \tag{6.7}\\
E_{0} & \text { for } \bar{x}<x<\bar{x}+L, \\
V(x-L) & \text { for } x \geq \bar{x}+L .
\end{array}\right.
$$

The crucial observation is that the new Schrödinger equation:

$$
\begin{equation*}
\partial_{x}^{2} \psi_{E}(x)=-\frac{2 m}{\hbar^{2}}\left(E-V^{[L]}(x)\right) \psi_{E}(x) \tag{6.8}
\end{equation*}
$$

still admits $E_{0}$ as eigenvalue for any choice of $L$. Moreover it is simple to find a solution $\psi_{E=E_{0}}^{[L]}(x)$ for Eq. (6.8): in facts in the region $x<\bar{x}$ we can take $\psi_{E=E_{0}}^{[L]}(x)=\psi_{0}(x)$, as well as in the region $x \geq \bar{x}+L$ we can take $\psi_{E=E_{0}}^{[L]}(x)=\psi_{0}(x-L)$. Being left with the central region, we notice that this region admits solutions with energy $E_{0}$ once we choose $\psi_{E=E_{0}}^{[L]}(x)$ to be constant and equal to $\psi_{0}(\bar{x})$ in order to match the boundary conditions.

Resuming, starting from a seeding potential $V(x)$ we have defined an entire family of stretching potential depending on the parameter $L$ :

$$
\begin{equation*}
\mathcal{F}^{[L]}(V)=\left\{V^{[L]}(x) ; L \geq 0\right\}, \tag{6.9}
\end{equation*}
$$

whose elements admit as ground state the stretched wave-function

$$
\psi_{0}^{[L]}(x)=\left\{\begin{array}{cc}
\psi_{0}(x) & \text { for } x \leq \bar{x}  \tag{6.10}\\
\psi_{0}(\bar{x}) & \text { for } \bar{x}<x<\bar{x}+L \\
\psi_{0}(x-L) & \text { for } x \geq \bar{x}+L
\end{array}\right.
$$

which has still $E_{0}$ as associated eigenvalue. As by construction the wave functions $\psi_{0}^{[L]}(x)$ have no nodes, we are assured that they still represent the ground-state of the stretched potential. As for the other energy levels of the seeding potential, none of the observation above applies. We can instead say that, in general, the other levels will not correspond to the stretched version of their original counterpart, as it would be impossible to match the boundary conditions. Moreover, even their energy eigenvalues will be different from the original ones: as the new potential $V^{[L]}(x)$ will be in general shallower than the seeding one, one can expect the energy gaps between different levels to reduce:

$$
\begin{equation*}
E_{n+1}-E_{n} \geq E_{n+1}^{[L]}-E_{n}^{[L]} \tag{6.11}
\end{equation*}
$$

vanishing in the limit of $L \rightarrow \infty$.
The procedure we just described can be applied also when the ground state wave function has more than one stationary point $\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots\right\}$. In this case it is possible to define a vector $\vec{L}=\left(L_{1}, L_{2}, \ldots\right)$ to identify the family of potentials:

$$
\begin{equation*}
\mathcal{F}^{[\vec{L}]}(V)=\left\{V^{[\vec{L}]}(x) ; \vec{L}=\left(L_{1}, L_{2}, \ldots\right)\right\}, \tag{6.12}
\end{equation*}
$$

characterized by the positive independent parameters $L_{1}, L_{2}, \ldots$ each inducing a different modification on $V(x)$. If for instance the wave function $\psi_{0}(x)$ have $j$ stationary points, we can obtain the new potential $V^{[\vec{L}]}(x)$ by cutting $V(x)$ into $j+1$ parts in correspondence of the stationary points $\bar{x}_{j}$ and inserting constant potential regions of length $L_{j}$ and height $E_{0}$ to sew the different regions. The corresponding ground state $\psi_{0}^{[L]}(x)$ can then be found along the same line above, using the former solution $\psi_{0}(x)$ in the regions corresponding to the seeding potential and connecting them with constant lines of values $\psi_{0}\left(\bar{x}_{1}\right), \psi_{0}\left(\bar{x}_{2}\right), \ldots$ in order to match the proper boundary conditions. For the same zeronode argument, we re also ensured that $\psi_{0}^{[L]}(x)$ represents the ground-state configuration in the new potential.

This very construction can be further generalized to the excited states of the seeding potential, as illustrated in Fig. 6.2: considering an excited state wave function $\psi_{n}(x)$, it is sufficient to consider its stationary points and perform the cuts on the seeding potential $V(x)$ in correspondence of these points. The only difference with the previous case will be in the height of the constant potentials connecting the regions of the original seeding potential, which will be the energy $E_{n}$ of the state considered and not the ground state energy $E_{0}$. Moreover, when stretching the $n$-th excited state, we are ensured that its stretched counterpart will still be the $n$-th level, because of the node counting argument already illustrated. As for the other energy levels, because of the same reasons illustrated for the ground state, the ones above $E_{n}$ get compressed as $L$ increases:

$$
\begin{equation*}
E_{n^{\prime}+1}^{\left[L^{\prime}\right]}-E_{n^{\prime}}^{\left[L^{\prime}\right]} \leq E_{n^{\prime}+1}^{[L]}-E_{n^{\prime}}^{[L]} \quad \text { for } n^{\prime} \geq n, L^{\prime} \geq L \tag{6.13}
\end{equation*}
$$

As for the states with energy below $E_{n}$, their behavior will typically be richer than the one observed for the states above the stretched one, and in general no forecast can be done on it. However, we anticipate, explaining it better in Sec. 6.3, that in general the levels below the stretched one will form multiplexes of almost degenerate states.

We conclude this section by showing that, at least in 1D, the construction we presented exhaust the problem. In facts considering a potential $W(x)$ admitting a stretched state


Figure 6.2.: Pictorial representation of a potential with two stretching region. In the upper panel the seeding potential $V(x)$ is shown (black line) together with the wave function $\psi_{1}(x)$ which present two stationary points. In the lower panel one can see the modified version of the potential $V^{[\vec{L}]}(x)$ where there are two cuts in correspondence of the two stationary points $\bar{x}_{1}$ and $\bar{x}_{2}$ where two constant profiles of energy $E_{1}$ have been inserted. The corresponding wave function presents, accordingly, two stretched region of length $L_{1}$ and $L_{2}$ respectively.
$\psi_{E}(x)$ as eigenvector with associated energy $E$, we can show that $W(x)$ must stem from a seeding potential which has a non stretched eigenstate with energy $E$. In practice we are saying that a potential $W(x)$ admits a stretched eigenstate if and only if it belongs to a family $\mathcal{F}^{[L]}(V)$. We already proved with our construction that if $W(x)$ belongs to $\mathcal{F}^{[L]}(V)$, then it admits a stretched eigenstate. The reversed implication can be proved by reversing the construction previously shown.

We consider, for simplicity but without loss of generality, a potential $W(x)$ which admits a stretched ground state with energy $E$. As the generalization to multiple stretching regions is straightforward, we also assume this ground state to have only one stretching
region $\mathcal{I}=[\bar{x}, \bar{x}+L]$ for which:

$$
\begin{equation*}
\psi_{E}(x)=\text { const. } \Rightarrow W(x)=\text { const. } \quad \forall x \in \mathcal{I} . \tag{6.14}
\end{equation*}
$$

We then take $L^{\prime}<L$ and define the potential $W^{\left[L^{\prime}\right]}(x)$, which is identical to $W(x)$ for $x \leq \bar{x}+L-L^{\prime}$, while for $x>\bar{x}+L-L^{\prime}$ it amounts to the shifted version of $W(x)$, $W\left(x+L^{\prime}\right)$ :

$$
W^{\left[L^{\prime}\right]}(x)=\left\{\begin{array}{cc}
W(x) & \text { for } x \leq \bar{x}+L-L^{\prime}  \tag{6.15}\\
W\left(x+L^{\prime}\right) & \text { for } x>\bar{x}+L-L^{\prime}
\end{array}\right.
$$

Reversing the construction of the stretched state, one sees immediately that the potential $W^{\left[L^{\prime}\right]}(x)$ admits the following eigenvector with energy $E$ :

$$
\psi_{E}^{\left[L^{\prime}\right]}(x)=\left\{\begin{array}{cc}
\psi_{E}(x) & \text { for } x \leq \bar{x}+L-L^{\prime}  \tag{6.16}\\
\psi_{E}\left(x+L^{\prime}\right) & \text { for } x>\bar{x}+L-L^{\prime}
\end{array}\right.
$$

where one can see that the boundary conditions are automatically matched, as $\psi_{E}(x+$ $\left.L^{\prime}\right)$ and $W^{\left[L^{\prime}\right]}\left(x+L^{\prime}\right)$ are constant in the region $\left.] \bar{x}+L-L^{\prime}, \bar{x}+L\right] \subseteq \mathcal{I}$. For all $L^{\prime}<L$, $\psi_{E}^{\left[L^{\prime}\right]}(x)$ is a stretched state, while as $L^{\prime}=L$ this is not true anymore, since $W^{[L]}(x)$ becomes a seeding potential with eigenfunction $\psi_{E}^{[L]}(x)$, which by construction admits a stationary point in $\bar{x}$ and no stretching. Finally, taking $V(x)=W^{[L]}(x)$ we can write $W(x)=V^{[L]}(x)$, thus proving that $W(x)$ belongs to $\mathcal{F}^{[L]}\left(W^{[L]}(x)\right)$, completing our discussion.

### 6.2. Stretching in higher spatial dimensions

A natural path to follow after investigating 1D stretching potentials, is to check wether the 1D construction can be extended to higher dimensionality. A very simple generalization is obtained for instance when dealing with seeding potentials exhibiting an explicit separation of the spatial coordinates:

$$
\begin{equation*}
V(\vec{x})=\sum_{j} V_{j}\left(x_{j}\right) \tag{6.17}
\end{equation*}
$$

where $x_{j}$ is the $j$-th element of $\vec{x}$. In this case the eigensolutions can be written in the form:

$$
\begin{equation*}
\psi_{E}(\vec{x})=\prod_{j} \psi_{E_{j}}^{(j)}\left(x_{j}\right) \quad E=\sum_{j} E_{j} \tag{6.18}
\end{equation*}
$$

where all the $\psi_{E_{j}}^{(j)}\left(x_{j}\right)$ satisfy:

$$
\begin{equation*}
\partial_{x_{j}}^{2} \psi_{E_{j}}^{(j)}\left(x_{j}\right)=-\frac{2 m}{\hbar^{2}}\left(E_{j}-V_{j}\left(x_{j}\right)\right) \psi_{E_{j}}^{(j)}\left(x_{j}\right) . \tag{6.19}
\end{equation*}
$$

It is clear that in this specific case we can treat each spatial dimension separately, following the same procedure illustrated for 1D potentials. An example of this is given in App. C.1.

Unlucky, extending the stretched construction in more than one dimension beyond the simple case just shown is a more demanding task. In facts the interplay between the various spatial coordinates in the seeding potential does not allow us to separate the spatial coordinates acting on only one of them without interfering with the others. On the other hand it is possible to give a solution to this problem for potentials where the interplay between the different spatial coordinates is small. In order to illustrate this concept, we focus on a 2D geometry: we consider a particle $A$ moving in the ( $x, y$ ) plane under the action of seeding potential which is translationally invariant with respect to the $y$ coordinate, which amounts to say $V(x, y)=V(x)$, from which it follows the Schrödinger equation:

$$
\begin{equation*}
\left(\partial_{x}^{2}+\partial_{y}^{2}\right) \psi_{E}(x, y)=-\frac{2 m}{\hbar^{2}}(E-V(x)) \psi_{E}(x, y) \tag{6.20}
\end{equation*}
$$

The solutions to this equation can be readily written as:

$$
\begin{equation*}
\psi_{E}(x, y)=e^{i k y} \psi_{n}(x), \quad E=E_{n}+\frac{\hbar^{2} k^{2}}{2 m} \tag{6.21}
\end{equation*}
$$

where $\psi_{n}(x)$ is the $n$-th eigenstate with eigenvalue $E_{n}$ of the 1 D problem defined by $V(x)$. We then proceed taking, for simplicity, the case $n=0$, so that $\psi_{0}(x)$ is the ground state of $V(x)$ with energy $E_{0}$, and we consider the new Schrödinger equation:

$$
\begin{equation*}
\left(\partial_{x}^{2}+\partial_{y}^{2}\right) \psi_{E}(x, y)=-\frac{2 m}{\hbar^{2}}\left(E-V^{[L(y)]}(x)\right) \psi_{E}(x, y) \tag{6.22}
\end{equation*}
$$

where with $V^{[L(y)]}$ we mean a stretched version of the seeding potential $V(x)$ where the stretching length depends on the $y$ coordinate. We focus now on the case where the $L(y)$ varies only on a limited interval $y \in \mathcal{I}=\left[y_{\text {in }}, y_{\text {fin }}\right]$, while for $y<y_{\text {in }}$ or $y>y_{\text {fin }}$ we assume the stretching length to be constant with values $L_{\mathrm{in}}=L\left(y_{\mathrm{in}}\right)$ and $L_{\mathrm{fin}}=L\left(y_{\mathrm{fin}}\right)$ respectively.

A very simple instance allowing for an analytical solution is given when $L(y)$ is constant and $L_{\mathrm{in}}=L_{\mathrm{fin}}$, where we can write the ansatz:

$$
\begin{equation*}
\psi_{E}(x, y)=e^{i k y} \psi_{n}^{[L]}(x), \quad E=E_{n}^{[L]}+\frac{\hbar^{2} k^{2}}{2 m} \tag{6.23}
\end{equation*}
$$

where $\psi_{n}^{[L]}(x)$ and $E_{n}^{[L]}$ are eigensolutions of the 1D problem defined by the potential $V^{[L]}(x)$. Taking for instance $n=0$, what we get is a wave-function that is uniformly stretched along the $x$ direction for any given $y$ :

$$
\begin{equation*}
\psi_{E}(x, y)=e^{i k y} \psi_{0}^{[L]}(x), \quad E=E_{0}+\frac{\hbar^{2} k^{2}}{2 m} \tag{6.24}
\end{equation*}
$$

This is nothing but a specific instance of the situation described in Eq. (6.17). This is however only a very simple exception, since as soon as $L(y)$ is not constant the potential acquires an $y$ dependence. A useful way to tackle the problem is to consider the ansatz:

$$
\begin{equation*}
\psi_{E}(x, y)=e^{i k y} \tilde{\psi}(x, y), \tag{6.25}
\end{equation*}
$$

where, apart from the phase factor, we allow for a residual dependence on $y$ in $\psi(x, y)$. Inserting this ansatz in the Schrödinger equation associated to the problem we get:

$$
\begin{array}{r}
\partial_{x}^{2} \tilde{\psi}(x, y)=-\frac{2 m}{\hbar^{2}}\left[E-V^{[L(y)]}(x)\right] \tilde{\psi}(x, y)+\Delta(x, y), \\
\Delta(x, y)=-\partial_{y}^{2} \tilde{\psi}(x, y)-2 i k \partial_{y} \tilde{\psi}(x, y) . \tag{6.27}
\end{array}
$$

Now, the point to note is that $\mathrm{Eq}(6.26)$ is identical to Eq. (6.8) apart from the $\Delta(x, y)$ contribution. Thus, as long as we can neglect this term, we can use the solution in Eq. (6.10) to approximate $\tilde{\psi}(x, y)$, obtaining:

$$
\begin{equation*}
\psi_{E}(x, y) \simeq e^{i k y} \psi_{0}^{[L(y)]}(x), \quad E=E_{0}+\frac{\hbar^{2} k^{2}}{2 m} \tag{6.28}
\end{equation*}
$$

Intuitively we can imagine that this solution will be valid, i.e. $\Delta(x, y)$ will be negligible, as long as the function $L(y)$ varies slowly. For the ansatz choice in Eq. (6.28), the extra
term becomes:

$$
\begin{align*}
& \left.\Delta(x, y)\right|_{\psi_{0}^{[L(y)]}(x)}=  \tag{6.29}\\
& -\Theta\left(x^{\prime}-x\right)\left[\partial_{x^{\prime}} \psi_{0}\left(x^{\prime}\right) L^{\prime \prime}(y)+\left(2 i k \partial_{x^{\prime}} \psi_{0}\left(x^{\prime}\right)+\partial_{x^{\prime}}^{2} \psi_{0}\left(x^{\prime}\right) L^{\prime}(y)\right) L^{\prime}(y)\right]_{x^{\prime}=x-L(y)}
\end{align*}
$$

where $L^{\prime}(y)$ and $L^{\prime \prime}(y)$ are the first and second derivative of $L(y)$ respectively. It is immediate to see that in the limit where $L(y)$ is almost constant, the rhs of the last equation gets suppressed. We can be more quantitative on this respect by computing the $\ell^{2}$ norm [Nielsen and Chuang 2010] of $\Delta(x, y)$ :

$$
\begin{align*}
\|\Delta(x, y)\|^{2} & =\int_{-\infty}^{\infty} d x|\Delta(x, y)|^{2}=\int_{\bar{x}}^{\infty} d x\left|\partial_{x} \psi_{0}(x)\left(L^{\prime \prime}(y)+2 i k L^{\prime}(y)\right)+\partial_{x}^{2} \psi_{0}(x)\left(L^{\prime}(y)\right)^{2}\right|^{2} \\
& \leq \int_{-\infty}^{\infty} d x\left|\partial_{x} \psi_{0}(x)\left(L^{\prime \prime}(y)+2 i k L^{\prime}(y)\right)+\partial_{x}^{2} \psi_{0}(x)\left(L^{\prime}(y)\right)^{2}\right|^{2} \\
& \leq\left|L^{\prime \prime}(y)+2 i k L^{\prime}(y)\right| \int_{-\infty}^{\infty} d x\left|\partial_{x} \psi_{0}(x)\right|^{2}+\left|L^{\prime}(y)\right|^{4} \int_{-\infty}^{\infty} d x\left|\partial_{x}^{2} \psi_{0}(x)\right|^{2} \\
& +2\left|L^{\prime}(y)\right|^{2}\left|L^{\prime \prime}(y)+2 i k L^{\prime}(y)\right| \sqrt{\int_{-\infty}^{\infty} d x\left|\partial_{x} \psi_{0}(x)\right|^{2} \int_{-\infty}^{\infty} d x\left|\partial_{x}^{2} \psi_{0}(x)\right|^{2}} \\
& =\left(\left|L^{\prime \prime}(y)+2 i k L^{\prime}(y)\right| \sqrt{\int_{-\infty}^{\infty} d x\left|\partial_{x} \psi_{0}(x)\right|^{2}}+\left|L^{\prime}(y)\right|^{2} \sqrt{\int_{-\infty}^{\infty} d x\left|\partial_{x}^{2} \psi_{0}(x)\right|^{2}}\right)^{2} \\
& =\left(\left|L^{\prime \prime}(y)+2 i k L^{\prime}(y)\right| \frac{\sqrt{\left\langle\hat{p}_{x}^{2}\right\rangle_{0}}}{\hbar}+\left|L^{\prime}(y)\right|^{2} \frac{\sqrt{\left\langle\hat{p}_{x}^{4}\right\rangle_{0}}}{\hbar^{2}}\right)^{2} \tag{6.30}
\end{align*}
$$

where to keep notation simple we indicate with $\langle\cdots\rangle_{0}$ the expectation value with respect to $\psi_{0}(x)$ and $\hat{p}_{x}^{2}$ is the transverse kinetic energy. Our next goal is to compute the $\ell^{2}$ norm of the function $f(x, y)=-\frac{2 m}{\hbar^{2}}\left[E-V^{[L(y)]}(x)\right] \psi_{0}^{[L(y)]}(x)$ :

$$
\begin{align*}
\|f(x, y)\|^{2} & =\int_{-\infty}^{\infty} d x|f(x, y)|^{2}=\int_{-\infty}^{\infty} d x\left|\partial_{x}^{2} \psi_{0}^{[L(y)]}(x)\right|^{2} \\
& =\int_{-\infty}^{\bar{x}} d x\left|\partial_{x}^{2} \psi_{0}(x)\right|^{2}+\int_{\bar{x}+L}^{\infty} d x\left|\partial_{x}^{2} \psi_{0}(x-L)\right|^{2} \\
& =\int_{-\infty}^{\infty} d x\left|\partial_{x}^{2} \psi_{0}(x)\right|^{2}=\frac{\left\langle\hat{p}_{x}^{4}\right\rangle_{0}}{\hbar^{4}} . \tag{6.31}
\end{align*}
$$

Finally, comparing the final expression of Eq. (6.31) with the final expression in

Eq. (6.30), we can state that as long as the inequality

$$
\begin{equation*}
\frac{\left\langle\hat{p}_{x}^{4}\right\rangle_{0}}{\left\langle\hat{p}_{x}^{2}\right\rangle_{0} \hbar^{2}} \gg \frac{\left|L^{\prime \prime}(y)\right|^{2}+4 k^{2}\left|L^{\prime}(y)\right|^{2}}{\left(1-\left|L^{\prime}(y)\right|^{2}\right)^{2}} \tag{6.32}
\end{equation*}
$$

holds, we are sure that also

$$
\begin{equation*}
\|f(x, y)\| \gg\|\Delta(x, y)\| \tag{6.33}
\end{equation*}
$$

is valid, thus showing that the $\Delta(x, y)$ contribution is negligible when integrating over a not too large interval.

With this we have concluded our treatment of stretching in higher dimensions, showing how the problem is not trivial, but instead requires many considerations in order to get a meaningful approximate solution. In the next section we are going to return to the analytically treatable 1 D situation, illustrating practically through some examples the effect of stretching a potential on the wave functions and their energy eigenvalues.

### 6.3. Stretching the infinite well

In this section we want to show through some examples how the presence of a stretched state influences the system, in particular the shape of the wave function and its associated energy eigenvalue, both for the stretched state and the others.

In order to be practical, we consider as seeding potential an infinite well of width $a$ :

$$
V(x)=\left\{\begin{array}{cc}
0 & \text { for }|x|<a / 2  \tag{6.34}\\
+\infty & \text { otherwise }
\end{array},\right.
$$

whose eigenfunctions are well known to be:

$$
\psi_{n}(x)=\sqrt{2} a \begin{cases}\cos \left(\frac{\pi(n+1) x}{a}\right) & \text { for } n \geq 0 \text { even }  \tag{6.35}\\ \sin \left(\frac{\pi(n+1) x}{a}\right) & \text { for } n \geq 1 \text { odd }\end{cases}
$$

with associated energy eigenvalues:

$$
\begin{equation*}
E_{n}=\frac{\pi^{2}(n+1)^{2} \hbar^{2}}{2 m a^{2}} . \tag{6.36}
\end{equation*}
$$

As first instance of stretching potential, we want to build a potential profile that


Figure 6.3.: Wave functions and energy levels for ground state stretching. Upper panel: the inset shows a sketch of the potential profile under examination, which gives rise to a stretched ground state, while in the panel the energy of the first four levels is plotted as a function of the stretching length $L$. As one can notice, as $L$ increases the energy of the ground state is unaffected, as it is the energy of the stretched state, while the higher energy levels get compressed, as it would be expected in a continuum limit. Lower panel: plot of the wave functions of the first four energy levels of the infinite well modified in order to sustain a stretched ground state for the specific ratio $L / a=0.4$. It is possible to notice how the ground state wave function is flat in correspondence of the barrier, while all the other wave functions retain their oscillatory behavior.
supports a stretched ground state. From the expression of $\psi_{0}(x)$ in Eq. (6.35) we immediately verify that it has only one extremal point at the center of the well. Hence, we perform a cut at this point, inserting a potential barrier of length $L$ and height $E_{0}$, obtaining the potential shown in the inset of Fig. 6.3. The new problem defined by the
stretching potential can be solved analytically with no difficulties.
As we are stretching the ground state, we are sure that the first allowed solution is $E=E_{0}=\frac{\pi^{2} \hbar^{2}}{2 m a^{2}}$, with associated wave function as in Eq. (6.10). As for the excited states, their energy and eigenfunctions can be found with the standard method [Griffiths and Schroeter 2018] of solving the Schrödinger equation in each region of the potential and imposing the continuity of the wave function and its first derivative. We define:

$$
\begin{equation*}
\bar{k}=\sqrt{\frac{2 m\left(E-E_{0}\right)}{\hbar^{2}}}, \quad k=\sqrt{\frac{2 m E}{\hbar^{2}}} \tag{6.37}
\end{equation*}
$$

getting the two following quantization conditions:

$$
\begin{align*}
k \cot \left(\frac{a k}{2}\right) & =\bar{k} \tan \frac{\bar{k} L}{2}  \tag{6.38}\\
k \cot \left(\frac{a k}{2}\right) & =-\bar{k} \cot \left(\frac{\bar{k} L}{2}\right) \tag{6.39}
\end{align*}
$$

for even and odd states respectively. The solutions to this two equations are plot in the upper panel of Fig. 6.3 of a function of the stretching length $L$ : as one can see the energy of the ground state is not influenced by the stretching, while the other energy levels get compressed, as anticipated in Sec. 6.1. This is due to the fact that as $L$ becomes large, the system becomes more and more similar to free space, and hence the energy levels approach the continuum. On the other hand, as $L$ approaches zero we recover the energies of the infinite well, as expected.

As for the wave functions, plotted in the lower panel of Fig. 6.3, we can observe that in the region corresponding to the barrier the ground state wave-function is flat, as we wanted it to be, while the other wave functions still keep an oscillatory nature.

Another possibility to examine is to stretch an excited state of the infinite well. Considering for instance an excited state wave function $\psi_{n}(x)$, with $n$ even, we can verify that it has a stationary point in $x=0$, just as the ground state. Thus, in order to stretch such state, we can use the same potential shown in the inset of Fig. 6.3, but setting the height of the barrier equal to $E_{n}$. Making this choice, by virtue of what has been said in Sec. 6.1, $E=E_{n}$ is a proper eigenvalue of the problem irrespectively of the stretching length $L$. For $E>E_{n}$, one can easily find that the quantization conditions are the same of the previous instance, as in Eqs. $(6.38,6.39)$. However, now the model admits also eigenvalues for $E<E_{n}$. These energies can be found via the following two


Figure 6.4.: Upper panel: plot of the first six energy levels for the case where the height of the barrier equals the energy $E_{4}$ of the fifth energy level. As one can observe, the states with higher energy than $E_{4}$ behave as in the case of ground state stretching, while the levels below $E_{4}$ form a doublets structure. Lower panel: plot of the wave functions for the first six levels for the specific ratio $a / L=0.6$. From here it is possible to observe that the doublets in the upper panel correspond to states with opposite symmetry.
quantization conditions:

$$
\begin{align*}
& -k \cot \left(\frac{a k}{2}\right)=\gamma \tanh \left(\frac{\gamma L}{2}\right)  \tag{6.40}\\
& -k \cot \left(\frac{a k}{2}\right)=\gamma \operatorname{coth}\left(\frac{\gamma L}{2}\right) \tag{6.41}
\end{align*}
$$

for even and odd states respectively, where $\gamma=\sqrt{2 m\left(E_{n}-E\right) / \hbar^{2}}$. We note that these two quantization conditions become exactly the same in the limit $L \gg a$, and thus we expect them to lead to a doublet structure in the lower part of the spectrum. This fact has a simple physical interpretation: we can look at the system as the union of two distinct identical wells separated by a potential barrier, that interact via tunnel effect. As $L$ becomes large, the tunnel coupling becomes weaker and thus the two wells start behaving as independent, giving rise to the doublets structure. While these predictions are confirmed in the upper panel of Fig. 6.4, we notice that the same argument can also be applied to the stretched state and the next higher level, i.e. $n=4,5$ : as $L$ becomes large the energy $E_{5}$ approaches $E_{4}$, and thus its wave function becomes essentially linear in the stretching interval, as for small argument $\sin (x) \simeq x$.

The last instance we want to analyze is one where we deal with multi-parameter stretching, that is, a situation where there is more than one stretching region. To this aim we consider the stretching of the first excited level of the infinite well $\psi_{1}(x)=$ $\sqrt{\frac{2}{a}} \sin \left(\frac{2 \pi}{a}\right)$, which possesses two extremal points located at $\bar{x}_{ \pm}= \pm \frac{a}{4}$. Accordingly we want to look at the potential profile:

$$
V(x)=\left\{\begin{array}{cc}
\infty & \text { for } x<-\frac{a}{2}-L_{1}  \tag{6.42}\\
0 & \text { for } \frac{a}{2}-L_{1} \leq x \leq-\frac{a}{4}-L_{1} \\
E_{1} & \text { for }-\frac{a}{4}-L_{1} \leq x \leq-\frac{a}{4} \\
0 & \text { for }-\frac{a}{4} \leq x \leq \frac{a}{4} \\
E_{1} & \text { for } \frac{a}{4} \leq x \leq \frac{a}{4}+L_{2} \\
0 & \text { for } \frac{a}{4}+L_{2} \leq x \leq \frac{a}{2}+L_{2} \\
\infty & \text { for } x>\frac{a}{2}+L_{2}
\end{array}\right.
$$

where $E_{1}=\frac{4 \pi^{2} \hbar^{2}}{2 m a^{2}}$ and $L_{1}, L_{2}$ are the stretching parameters, as shown in the bottom panel of Fig. 6.5. The spectrum can be easily computed also in this case. We have of course the solution $E=E_{1}$, which does not depend on the stretching parameters, while


Figure 6.5.: Upper panel: plot of the first three energy levels for the infinite well with two stretching regions, as a function of $L_{1}$ and $L_{2}$. While the energy of the second level stays constant, the upper levels get compressed. Lower panel: plot of the wave functions of the first three levels for $L_{1} / a=0.4$ and $L_{2} / a=0.2$.
for $E<E_{1}$ we have the quantization condition:

$$
\begin{align*}
& \frac{1}{4 k^{2} \gamma^{2} \cos \left(k\left(\frac{a}{2}+L_{1}\right)\right)}\left\{-2 \sinh \left(\gamma\left(L_{1}+L_{2}\right)\right) k \gamma\left(\left(k^{2}+\gamma^{2}\right) \cos \left(\frac{a k}{2}\right)+\left(k^{2}-\gamma^{2}\right) \cos (a k)\right)\right. \\
& +\sinh \left(\gamma L_{1}\right) \sinh \left(\gamma L_{2}\right) \sin (a k)\left(k^{2}-\gamma^{2}\right)^{2}+2 \sinh \left(\gamma L_{2}\right) \sinh \left(\gamma L_{1}\right) \sin \left(\frac{a k}{2}\right)\left(k^{4}-\gamma^{4}\right) \\
& \left.-4 k^{2} \gamma^{2} \cosh \left(\gamma L_{2}\right) \cosh \left(\gamma L_{1}\right) \sin (a k)\right\}=0 \tag{6.43}
\end{align*}
$$

where now $\gamma=\sqrt{\frac{2 m\left(E_{1}-E\right)}{\hbar^{2}}}$ and $\bar{k}=\sqrt{\frac{2 m\left(E-E_{1}\right)}{\hbar^{2}}}$. For $E>E_{1}$ we have instead the condition:

$$
\begin{align*}
& \frac{1}{8 k^{2} \bar{k}^{2} \cos \left(k\left(\frac{a}{2}+L_{1}\right)\right)}\left\{-\left(k^{2}-\bar{k}^{2}\right)^{2} \cos \left(\bar{k}\left(L_{2}-L_{1}\right)\right) \sin (a k)\right. \\
& +\left(k^{4}+6 k^{2} \bar{k}^{2}+\bar{k}^{4}\right) \cos \left(\bar{k}\left(L_{1}+L_{2}\right)\right) \sin (a k)-4\left(k^{4}-\bar{k}^{4}\right) \sin \left(\frac{a k}{2}\right) \sin \left(\bar{k} L_{1}\right) \sin \left(\bar{k} L_{2}\right) \\
& \left.+4 k \bar{k} \sin \left(\bar{k}\left(L_{1}+L_{2}\right)\right)\left[\left(k^{2}-\bar{k}^{2}\right) \cos \left(\frac{a k}{2}\right)+\left(k^{2}+\bar{k}^{2}\right) \cos (a k)\right]\right\}=0 . \tag{6.44}
\end{align*}
$$

In Fig. 6.5 both the first three energy levels and the corresponding wave functions are plotted. As one can see the ground state energy quickly reaches an asymptotic value as $L_{1}$ and $L_{2}$ increases, while the energy of the first excited level stays constant. Concerning the other levels, as the stretching parameters grow they go towards the asymptotic value $E_{1}$ : this in once again to be expected, since as in the other instances we examined increasing the stretching parameters implies approaching the free particle limit.

All the concepts exposed in this section can be adapted also to the case where the seeding potential is a harmonic oscillator, as reported in App. C.

## CHAPTER 7

## Geometric phases

The growing importance of quantum engineering has been fostered by the need for new more efficient circuits and transistors, and also by the creation of the first prototypes of quantum computers. Having this in mind, it becomes clear that coherence manipulation becomes of great importance in present technological challenges, as coherence is considered to be at the origin of quantum supremacy.

One possibility in this direction is to exploit the so called Berry phase [Wilczek and Shapere 1989]. When the Hamiltonian of a quantum system changes, the state of the system acquires a phase: though this effect was known before the work by Berry, his key insight was to recognize that for a cyclic change of the Hamiltonian this phase becomes gauge independent, and thus a measurable and meaningful quantity.

This effect is nowadays exploited by some approaches to quantum information processing [A. Ekert et al. 2000; Faoro, Siewert, and Fazio 2003; Sjöqvist, Azimi Mousolou, and C. M. Canali 2016; Zanardi and Rasetti 1999] and quantum state manipulation [De Chiara and Palma 2003; Duan, Cirac, and Zoller 2001; Vepsäläinen, Danilin, and Paraoanu 2018; Zhu and Wang 2002], where target states are obtained by applying a, possibly unitary, transformation implemented through a cyclic driving of the Hamiltonian, either adiabatically [Wilczek and Shapere 1989] or non-adiabatically [Aharonov and Anandan 1987], and even in dissipative processes [A. Carollo and Palma 2006; A. Carollo, Santos, and Vedral 2006]. The resulting operations are usually referred to as holonomies, and have also been proved experimentally [Hansom et al. 2014; Leek et al.

2007; Yale et al. 2016; Zhou et al. 2017]. Another very important feature of these operations is their resiliency to local fluctuations [Berger et al. 2013; Snizhko, Egger, and Gefen 2019; Yale et al. 2016], due to the geometrical character of the phenomenon.

What we propose here is to extend this approach to Hamiltonian that vary in space, and not in time: as we saw in Chap. 5, present day techniques for nanofabrication allow for the creation of very arbitrary and sharp potential profiles. By allowing the confining potential of a traveling wave to change adiabatically, we will show how it is possible to attach a phase to the state of the system. The adiabatic assumption is not strictly necessary to implement an holonomy, but it allows one to invoke a partial decoupling of fast and slow degrees of freedom [Aldinger, Böhm, and Loewe 1991; Mead 1992; Novičenko, Ruseckas, and Anisimovas 2019], see also Sec. 6.2.

In Sec. 7.1 we will briefly review the standard derivation of the adiabatic Berry's phase, seeing how a time dependent Hamiltonian can give rise to a geometric phase when it varies along a closed path in parameters space. Then in Sec. 7.2 we will show how also in the case of a coordinate dependent Hamiltonian it is possible to attach a geometric phase to a quantum state. Finally in Sec. 7.3 we will give some examples of coordinate-dependent Hamiltonian where a geometric phase is attached to a quantum state.

### 7.1. Standard Berry phase

In the standard approach to the Berry phase, one typically considers a Hamiltonian $\hat{H}(\vec{R}(t))$ which depends upon a set of time dependent parameters described by the vector $\vec{R}(t)=\left(R_{1}(t), R_{2}(t), \cdots\right)$. A necessary assumption in order to stay in the adiabatic regime is that the spectrum of $\hat{H}(\vec{R}(t))$ has always a finite gap between the ground state and the rest of the spectrum for all the considered values of $\vec{R}(t)$.

We then let the vector $\vec{R}(t)$ change slowly (i.e. adiabatically) in time such that:

$$
\begin{equation*}
\frac{\hbar}{T} \ll \Delta_{\min } \tag{7.1}
\end{equation*}
$$

where $T$ is the time necessary for the transformation and $\Delta_{\text {min }}$ is the minimum energy gap between the ground state and the first excited state. When Eq. (7.1) holds we are ensured that as $\hat{H}(\vec{R})$ varies, the system remains always in the instantaneous ground
state $\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle$. At this point we consider the instantaneous set of eigenvectors of $\hat{H}(\vec{R}(t))$ :

$$
\begin{equation*}
\hat{H}(\vec{R}(t))\left|\phi_{\vec{R}(t)}^{(j)}\right\rangle=\epsilon_{\vec{R}(t)}^{(j)}\left|\phi_{\vec{R}(t)}^{(j)}\right\rangle, \tag{7.2}
\end{equation*}
$$

thanks to which the solution to the time dependent Schödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle=\hat{H}(\vec{R}(t))|\psi(t)\rangle \tag{7.3}
\end{equation*}
$$

can be written as:

$$
\begin{equation*}
|\psi(t)\rangle=e^{i \gamma(t)} e^{-\frac{i}{\hbar} \int_{0}^{t} d t^{\prime} \epsilon_{\vec{R}(t)}^{(0)}}\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle+\sum_{j \neq 0} a_{j}(t)\left|\phi_{\vec{R}(t)}^{(j)}\right\rangle . \tag{7.4}
\end{equation*}
$$

If the adiabatic approximation in Eq. (7.1) holds, this allows us to neglect the sum on the rhs of Eq. (7.4). Focusing hence on the ground state contribution, we see that it has two phases attached to it: one is the dynamical phase given by free evolution of the system, while $\gamma(t)$ is known as the Berry phase.

In order to find the value of this phase, one requires the state to fulfill the time dependent Schrödinger equation. Evaluating the lhs of Eq. (7.3) we get:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle=\left[-\hbar \dot{\gamma}(t)+\epsilon_{\vec{R}(t)}^{(0)}\right]|\psi(t)\rangle+i \hbar e^{i \gamma(t)} e^{-\frac{i}{\hbar} \int_{0}^{t} d t^{\prime} \epsilon_{\vec{R}(t)}^{(0)}} \dot{\vec{R}}(t) \cdot \frac{d}{d \vec{R}}\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle, \tag{7.5}
\end{equation*}
$$

where dotted quantities indicate time derivatives and the sum over the excited states has been neglected. Evaluating the rhs of Eq. (7.3) we get instead:

$$
\begin{equation*}
\hat{H}(\vec{R}(t))|\psi(t)\rangle=\epsilon_{\vec{R}(t)}^{(0)}|\psi(t)\rangle, \tag{7.6}
\end{equation*}
$$

where once again we neglect the excited states contribution. At this point we can use the completeness relation and the adiabatic approximation to write:

$$
\begin{equation*}
\frac{d}{d \vec{R}}\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle=\sum_{j}\left|\phi_{\vec{R}(t)}^{(j)}\right\rangle\left\langle\phi_{\vec{R}(t)}^{(j)}\right| \frac{d}{d \vec{R}}\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle \simeq\left\langle\phi_{\vec{R}(t)}^{(0)}\right| \frac{d}{d \vec{R}}\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle, \tag{7.7}
\end{equation*}
$$

which substituted in Eq. (7.5) leads to:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle=\left[-\hbar \dot{\gamma}(t)+i \hbar \dot{\vec{R}}(t)\left\langle\phi_{\vec{R}(t)}^{(0)}\right| \frac{d}{d \vec{R}}\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle+\epsilon_{\vec{R}(t)}^{(0)}\right]|\psi(t)\rangle . \tag{7.8}
\end{equation*}
$$

At this point we note that Eq. (7.8) and Eq. (7.6) are equal if:

$$
\begin{equation*}
\dot{\gamma}(t)=i \dot{\vec{R}}(t)\left\langle\phi_{\vec{R}(t)}^{(0)}\right| \frac{d}{d \vec{R}}\left|\phi_{\vec{R}(t)}^{(0)}\right\rangle, \tag{7.9}
\end{equation*}
$$

where the normalization condition $\left\langle\phi_{\vec{R}(t)}^{(0)} \mid \phi_{\vec{R}(t)}^{(0)}\right\rangle=1$ ensures the reality of $\gamma(t)$.
At this point it should be noted that one is always free to choose the phase attached to the basis states for each value of $\vec{R}$, so that $\gamma(t)$ would result to be somehow gauge dependent: the key point observed by Berry is that if we let the vector $\vec{R}$ vary along a closed path $\Gamma$ in parameters space, i.e. if:

$$
\begin{equation*}
\vec{R}(0)=\vec{R}(T), \tag{7.10}
\end{equation*}
$$

then $\gamma(t)$ is not gauge dependent anymore, becoming a geometric quantity:

$$
\begin{equation*}
\gamma_{\text {Berry }}=\int_{0}^{T} \dot{\gamma}(t) d t^{\prime}=i \oint_{\Gamma} d \vec{R}\left\langle\phi_{\vec{R}}^{(0)}\right| \frac{d}{d \vec{R}}\left|\phi_{\vec{R}}^{(0)}\right\rangle . \tag{7.11}
\end{equation*}
$$

The Berry phase is said to be a geometric quantity because it does not depend on the velocity with which the transformation happen, but only on the path covered in parameters' space. The Berry phase is also gauge independent, in analogy with what happens in electrodynamics, where the line integral of the vector potential along a closed path is a gauge independent quantity. Following this analogy one can define the Berry connection $\overrightarrow{\mathcal{A}}$ as:

$$
\begin{equation*}
\overrightarrow{\mathcal{A}}=i\left\langle\phi_{\vec{R}}^{(0)}\right| \frac{d}{d \vec{R}}\left|\phi_{\vec{R}}^{(0)}\right\rangle \tag{7.12}
\end{equation*}
$$

so that the Berry phase in Eq. (7.11) can be rewritten as

$$
\begin{equation*}
\gamma_{\text {Berry }}=\oint_{\Gamma} d \vec{R} \cdot \overrightarrow{\mathcal{A}} . \tag{7.13}
\end{equation*}
$$

We conclude this section by noting that the Berry connection is a gauge dependent quantity, and thus it is not an observable quantity. However it is possible to define a gauge independent, and hence observable, quantity starting from the Berry connection, the so called Berry curvature:

$$
\begin{equation*}
\Omega=\Omega_{i j}=\frac{\partial}{\partial R_{i}} \mathcal{A}_{j}-\frac{\partial}{\partial R_{j}} \mathcal{A}_{i} . \tag{7.14}
\end{equation*}
$$

Using the Berry curvature and applying the Stokes theorem, it is possible to write the Berry phase in the alternative, and sometimes simpler to treat, form:

$$
\begin{equation*}
\gamma_{B e r r y}=\int_{S(\Gamma)} d \vec{S} \cdot \Omega \tag{7.15}
\end{equation*}
$$

where $S(\Gamma)$ is the surface enclosed in the loop $\Gamma$.
Having reviewed the Berry phase mechanism we are now ready to see how to obtain geometric phases with coordinate dependent Hamiltonians.

### 7.2. Spatial Berry phase

In order to show our result, let us consider a non relativistic particle $A$ of mass $m$ propagating in the $x y$-plane in a potential landscape $\hat{V}(\hat{x}, \hat{y})$ like the one shown in Fig. 7.1, which confines the particle along the $x$ direction, while letting it propagate along $y$. Thus the particle has Hamiltonian:

$$
\begin{equation*}
\hat{H}=\frac{\hat{p}_{x}^{2}}{2 m}+\frac{\hat{p}_{y}^{2}}{2 m}+\hat{V}(\hat{x}, \hat{y}) . \tag{7.16}
\end{equation*}
$$

As shown pictorially in Fig. 7.1, we are considering a situation where the particle $A$ enters the potential landscape with energy $E$, this corresponding to an input state that far away from the scattering region has the form of a plane wave propagating with impulse $p_{0}>0$, hence setting the largest energy scale in the system, as $E_{\text {kin }}=p_{0}^{2} /(2 m) \simeq$ E.

What we want to do now is to look for solutions of the time independent Schrödinger equation compatible with the boundary conditions. In order to achieve the goal we move to a representation with respect to the $y$ coordinate, i.e. we multiply both sides of the Schrödinger equation by the bra $\langle y|$, obtaining:

$$
\begin{equation*}
\langle y| \hat{H}\left|\psi_{E}\right\rangle=\langle y| E\left|\psi_{E}\right\rangle \Rightarrow-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial y^{2}}\left|\psi_{E}(y)\right\rangle+\hat{h}_{y}(\hat{x})\left|\psi_{E}(y)\right\rangle=E\left|\psi_{E}(y)\right\rangle, \tag{7.17}
\end{equation*}
$$

where we have defined $\left|\psi_{E}(y)\right\rangle=\left\langle y \mid \psi_{E}\right\rangle$ as the transverse wave vector component for assigned longitudinal position. The self-adjoint operator

$$
\begin{equation*}
\hat{h}_{y}(\hat{x})=\frac{\hat{p}_{x}^{2}}{2 m}+\hat{V}_{y}(\hat{x}), \tag{7.18}
\end{equation*}
$$



Figure 7.1.: Pictorial representation of the system under examination: a particle $A$ is moving in the potential landscape described by the operator $\hat{V}(\hat{x}, \hat{y})$ with a certain energy $E$.
with $\hat{V}_{y}(\hat{x})=\hat{V}(\hat{x}, y)$, is obtained by replacing the operator $\hat{y}$ with its eigenvalue $y$.
In analogy with the previous section, we assume the dependence upon $y$ of $\hat{V}_{y}(\hat{x})$ to be mediated by a set of control parameters $R_{y}^{(i)}$, described collectively by the vector $\vec{R}_{y}=\left(R_{y}^{(1)}, R_{y}^{(2)}, \cdots\right)$, so that we can write:

$$
\begin{equation*}
\hat{V}_{y}(\hat{x})=V_{0}\left(\hat{x} ; \vec{R}_{y}\right) \tag{7.19}
\end{equation*}
$$

We further assume that the operator $\hat{h}_{y}(\hat{x})$, via the potential $\hat{V}_{y}(\hat{x})$, induces confinement along $x$, so that for each assigned $y$ we can identify a discrete set of eigenvectors $\left\{\left|\phi_{y}^{(\ell)}\right\rangle ; \ell=0,1,2, \cdots\right\}$ with associated eigenvalues $E_{y}^{(\ell)}=\frac{\hbar^{2}}{2 m} \epsilon_{y}^{(\ell)}$, i.e.:

$$
\begin{equation*}
\hat{h}_{y}(\hat{x})\left|\phi_{y}^{(\ell)}\right\rangle=E_{y}^{(\ell)}\left|\phi_{y}^{(\ell)}\right\rangle \tag{7.20}
\end{equation*}
$$

We can then expand the state $\left|\psi_{E}(y)\right\rangle$ in the instantaneous eigenbasis as

$$
\begin{equation*}
\left|\psi_{E}(y)\right\rangle=\sum_{\ell} C_{y}^{(\ell)}\left|\phi_{y}^{(\ell)}\right\rangle, \quad C_{y}^{(\ell)} \in \mathbb{C}, \tag{7.21}
\end{equation*}
$$

so that we can write:

$$
\begin{align*}
\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial^{2}}{\partial y^{2}}\left|\psi_{E}(y)\right\rangle & =\frac{\partial^{2}}{\partial y^{2}} C_{y}^{(\ell)}+\sum_{\ell^{\prime}} 2 \frac{\partial}{\partial y} C_{y}^{\left(\ell^{\prime}\right)}\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle+\sum_{\ell^{\prime}} C_{y}^{\left(\ell^{\prime}\right)}\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial^{2}}{\partial y^{2}}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle \\
& \left.=\frac{\partial^{2}}{\partial y^{2}} C_{y}^{(\ell)}+\sum_{\ell^{\prime}}\left(2\left[K_{y}\right] \ell_{\ell \ell^{\prime}} \frac{\partial}{\partial_{y}} C_{y}^{\left(\ell^{\prime}\right)}+\left[\Gamma_{y}\right]\right]_{\ell \ell^{\prime}} C_{y}^{\left(\ell^{\prime}\right)}\right) . \tag{7.22}
\end{align*}
$$

Here we have defined the two matrices of elements:

$$
\begin{equation*}
\left[K_{y}\right]_{\ell \ell^{\prime}}=\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle, \quad\left[\Gamma_{y}\right]_{\ell \ell^{\prime}}=\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial^{2}}{\partial y^{2}}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle . \tag{7.23}
\end{equation*}
$$

We anticipate here, and demonstrate in App. D.1, that the matrix $K_{y}$ is anti-Hermitean, having only real elements and its diagonal terms being null.

Inserting the expression in Eq. (7.22) in Eq. (7.17), we can get a set of coupled differential equations for the coefficients $C_{y}^{(\ell)}$ :

$$
\begin{equation*}
\frac{\partial^{2}}{\partial y^{2}} C_{y}^{(\ell)}+\sum_{\ell^{\prime}}\left(2\left[K_{y}\right]_{\ell^{\prime}} \frac{\partial}{\partial y} C_{y}^{\left(\ell^{\prime}\right)}+\left[\Gamma_{y}\right]_{\ell^{\prime}} C_{y}^{\left(\ell^{\prime}\right)}\right)+\frac{2 m}{\hbar^{2}}\left(E-E_{y}^{(\ell)}\right) C_{y}^{(\ell)}=0 \tag{7.24}
\end{equation*}
$$

Defining the column vector $\vec{C}_{y}=\left(C_{y}^{(1)}, C_{y}^{(2)}, \cdots\right)$ and introducing the rescaled energy $\epsilon=\frac{2 m}{\hbar^{2}} E$, we can recast this system of differential equations in vectorial form as:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial y^{2}} \vec{C}_{y}+2 K_{y} \frac{\partial}{\partial y} \vec{C}_{y}+\left(\Gamma_{y}+\epsilon-\Omega_{y}\right) \vec{C}_{y}=0 \tag{7.25}
\end{equation*}
$$

where we introduced the diagonal matrix:

$$
\begin{equation*}
\left[\Omega_{y}\right]_{\ell \ell^{\prime}}=\frac{2 m}{\hbar^{2}} E_{y}^{(\ell)} \delta_{\ell \ell^{\prime}}=\epsilon_{y}^{(\ell)} \delta_{\ell \ell^{\prime}} . \tag{7.26}
\end{equation*}
$$

As shown in App. D.1, it holds:

$$
\begin{equation*}
\left[K_{y}^{2}\right]_{\ell \ell^{\prime}}=-\left(\frac{\partial}{\partial_{y}}\left\langle\phi_{y}^{(\ell)}\right|\right) \frac{\partial}{\partial_{y}}\left|\phi_{y}^{(\ell)}\right\rangle, \tag{7.27}
\end{equation*}
$$

and we notice that:

$$
\begin{align*}
{\left[\Gamma_{y}-\frac{\partial}{\partial y} K_{y}\right]_{\ell \ell^{\prime}} } & =\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial^{2}}{\partial y^{2}}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle-\frac{\partial}{\partial y}\left(\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle\right)  \tag{7.28}\\
& =-\left(\frac{\partial}{\partial_{y}}\left\langle\phi_{y}^{(\ell)}\right|\right) \frac{\partial}{\partial_{y}}\left|\phi_{y}^{(\ell)}\right\rangle=\left[K_{y}^{2}\right]_{\ell \ell^{\prime}}, \tag{7.29}
\end{align*}
$$

which allows us to finally rewrite Eq. (7.25) in the form:

$$
\begin{equation*}
\left(\frac{\partial}{\partial y}+K_{y}\right)^{2} \vec{C}_{y}+\left(\epsilon-\Omega_{y}\right) \vec{C}_{y}=0 \tag{7.30}
\end{equation*}
$$

The presence of the term $K_{y}$ in Eq. (7.30) is analogous to a coupling to a non Abelian vector potential, and hence it can be gauged away via an appropriate transformation. This transformation is the unitary map given by:

$$
\begin{equation*}
\mathcal{U}_{Y_{0} \rightarrow y}=P \exp \left[-\int_{Y_{0}}^{y} d y^{\prime} K_{y^{\prime}}\right], \tag{7.31}
\end{equation*}
$$

where $P$ indicates a path ordered integral and $Y_{0}$ is the coordinate of the beginning of the scattering region. Applying this transformation, i.e. defining the vector $\tilde{\vec{C}}_{y}=\mathcal{U}_{Y_{0} \rightarrow y}^{\dagger} \vec{C}_{y}$, we can write:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial y^{2}} \tilde{\vec{C}}_{y}+\left(\epsilon-\tilde{\Omega}_{y}\right) \tilde{\vec{C}}_{y}=0 \tag{7.32}
\end{equation*}
$$

with $\tilde{\Omega}_{y}=\mathcal{U}_{Y_{0} \rightarrow y}^{\dagger} \Omega_{y} \mathcal{U}_{Y_{0} \rightarrow y}$. When $\epsilon$, and thus the kinetic energy, is the largest energy scale in the system, Eq. (7.32) admits solutions of the form:

$$
\begin{equation*}
\tilde{\vec{C}}_{y}=\mathcal{W}_{y}^{(+)} \vec{A}+\mathcal{W}_{y}^{(-)} \vec{B} \tag{7.33}
\end{equation*}
$$

where $\vec{A}$ and $\vec{B}$ are determined by the boundary conditions of the problem and the matrices $\mathcal{W}^{( \pm)}$describe the propagation of the particle in the $\pm y$ direction. Moreover, when $\epsilon$ is so large that the gaps in $\Omega_{y}$ are negligible, an approximate solution is given by $\mathcal{W}_{y}^{( \pm)}=e^{ \pm i \sqrt{\epsilon}\left(y-Y_{0}\right)}$, which explicitly depends upon the integration length and thus its effect on the state is just an irrelevant global phase.

At this point we want to consider the case where the scattering region starts at $Y_{0}$ and ends at some $Y$. We then assume $\vec{B}=0$ and $\vec{A}=\vec{C}_{Y_{0}}$, that is, we assume a situation where the particle propagates only in one direction with no back-scattering contributions, which can always be achieved for large enough values of the kinetic energy. Given the
initial condition $\vec{C}_{Y_{0}}$, we can write the evolved vector at the coordinate $Y$ as:

$$
\begin{equation*}
\vec{C}_{Y}=\mathcal{U}_{Y_{0} \rightarrow Y} \mathcal{W}_{Y}^{(+)} \vec{C}_{Y_{0}} . \tag{7.34}
\end{equation*}
$$

What we want to show now is that the operator $\mathcal{U}_{Y_{0} \rightarrow Y}$ is an holonomy that attaches a geometric non Abelian phase to the particle state. To see this we first notice that the dependence on $y$ of the eigenvectors $\left|\phi_{y}^{(\ell)}\right\rangle$ is mediated by the control parameters $\vec{R}_{y}$, so that we can rewrite the matrix elements of $K_{y}$ as:

$$
\begin{equation*}
K_{y}=\vec{K}\left(\vec{R}_{y}\right) \cdot \frac{\partial}{\partial y} \vec{R}_{y}, \quad\left[\vec{K}\left(\vec{R}_{y}\right)\right]_{\ell \ell^{\prime}}=\left\langle\phi_{y}^{(\ell)}\right| \frac{d}{d \vec{R}}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle . \tag{7.35}
\end{equation*}
$$

The matrix $\vec{K}\left(\vec{R}_{y}\right)$ defines a connection analogous to the one we saw in Eq. (7.12) for the standard Berry phase. If now we assume that the trajectory $\mathcal{R}=\left\{\vec{R}_{y}\right\}_{y \in\left[Y_{0}, Y\right]}$ in parameters space followed by $\vec{R}_{y}$ is closed, which is equivalent to requiring $\vec{R}_{Y_{0}}=\vec{R}_{Y}$, it is possible to use Eq. (7.35) to rewrite $\mathcal{U}_{Y_{0} \rightarrow Y}$ as:

$$
\begin{equation*}
\mathcal{U}_{Y_{0} \rightarrow Y}=\mathcal{U}(\mathcal{R})=P \exp \left[-\oint_{\mathcal{R}} d \vec{R} \cdot \vec{K}(\vec{R})\right], \tag{7.36}
\end{equation*}
$$

where the path ordering is formally defined as:
$P \exp \left[-\oint_{\mathcal{R}} d \vec{R} \cdot \vec{K}(\vec{R})\right]=\sum_{n=0}^{+\infty}(-1)^{n} \int_{\vec{R}_{Y_{0}}}^{\vec{R}_{Y}} d \vec{r}_{1} \cdot \vec{K}\left(\vec{r}_{1}\right) \int_{\vec{R}_{Y_{0}}}^{\vec{r}_{1}} d \vec{r}_{2} \cdot \vec{K}\left(\vec{r}_{2}\right) \cdots \int_{\vec{R}_{Y_{0}}}^{\vec{r}_{n-1}} d \vec{r}_{n} \cdot \vec{K}\left(\vec{r}_{n}\right)$,
where for a given $j=0,1, \cdots n-1$, the vector $\vec{r}_{j}=\vec{R}_{y_{j}}$ is the element of the curve $\mathcal{R}$ assumed by the parameters vector $\vec{R}_{y}$ at the point $y=y_{j}$, the points $y_{1}, y_{2}, \cdots y_{n}$ being coordinate values in the interval $\left[Y_{0}, Y\right.$ [ ordered according to $y_{j} \geq y_{j+1}$.

Now, the point is that the path ordered integral does not depend anymore on the speed of the longitudinal variation of the potential, or, in other words, $\frac{\partial \vec{R}}{\partial y}$ does not appear in Eq. (7.36), a feature that makes manifest the geometric nature of the phase shift induced by $\mathcal{U}(\mathcal{R})$.

Note also that, at glance with the previous section, the phase shift generated by the holonomy in Eq. (7.36) is of non Abelian nature [Wilczek and Zee 1984], as it mixes different energy levels of the system.

Moreover it is possible to invoke the non Abelian version of the Stokes theorem [Halpern 1979] to further rewrite $\mathcal{U}(\mathcal{R})$ in terms of the curvature tensor $\mathcal{F}_{i j}(\vec{R})$ obtained from
$\vec{K}(\vec{R})$. The latter can be written as:

$$
\begin{equation*}
\mathcal{F}_{i j}(\vec{R})=i \frac{\partial K^{(j)}}{\partial R^{(i)}}-i \frac{\partial K^{(i)}}{\partial R^{(j)}}+i\left[K^{(i)}(\vec{R}), K^{(j)}(\vec{R})\right] \tag{7.38}
\end{equation*}
$$

so that the operator $\mathcal{U}(\mathcal{R})$ becomes:

$$
\begin{equation*}
\mathcal{U}(\mathcal{R})=\mathcal{P} \exp \left[\frac{i}{2} \int_{\mathcal{S}} \mathcal{F}_{i j}(\vec{R}) d R^{(i)} \wedge d R^{(j)}\right] \tag{7.39}
\end{equation*}
$$

where $\mathcal{P}$ indicates the surface ordered product and $\mathcal{S}$ is any regular surface in parameters space which can be bounded by $\mathcal{R}$. While Eq. (7.39) is quite evocative, it is actually not much informative, as the surface ordered product is typically quite demanding from a computational perspective.

### 7.2.1. The case of two dimensional models

When the dynamics of the system can be reduced to an Hilbert space spanned by only two eigenstates $\left|\phi_{y}^{(0)}\right\rangle,\left|\phi_{y}^{(1)}\right\rangle$ of the transverse Hamiltonian $\hat{h}_{y}(\hat{x})$, a great simplification occurs to all the formalism we exposed in the previous section. Such a situation can be reached, for instance, when the energy gap $\Delta_{y}=\epsilon_{y}^{(1)}-\epsilon_{y}^{(0)}$ is the smallest among all the energy gaps, i.e.:

$$
\begin{equation*}
\Delta_{y} \ll\left|\epsilon_{y}^{(\ell)}-\epsilon_{y}^{\left(\ell^{\prime}\right)}\right|, \quad \forall \ell \neq \ell^{\prime}, \forall y \tag{7.40}
\end{equation*}
$$

When this assumption is fulfilled we can write the matrix $\Omega_{y}$ as:

$$
\begin{equation*}
\Omega_{y}=\omega_{y} \hat{\mathbb{I}}-\Delta_{y} \frac{\hat{\sigma}_{3}}{2} \tag{7.41}
\end{equation*}
$$

where $\mathbb{I}$ is the $2 \times 2$ identity matrix, $\hat{\sigma}_{3}$ is the diagonal Pauli matrix and $\omega_{y}=\frac{\left(\epsilon_{y}^{(0)}+\epsilon_{y}^{(1)}\right)}{2}$. Moreover, the matrix $K_{y}$ reduces to a $2 \times 2$ matrix as well, becoming:

$$
\begin{equation*}
K_{y}=i \lambda_{y} \hat{\sigma}_{2} \tag{7.42}
\end{equation*}
$$

where $\hat{\sigma}_{2}$ is the imaginary Pauli matrix and $\lambda_{y}=\lambda_{y}^{*}=\left\langle\phi_{y}^{(0)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{(1)}\right\rangle$. This feature leads to a great simplification, as now the auto-commutator becomes trivial:

$$
\begin{equation*}
\left[K_{y}, K_{y^{\prime}}\right]=0, \quad \forall y, y^{\prime} \tag{7.43}
\end{equation*}
$$

From Eq. (7.43) it follows that the operator $\mathcal{U}_{Y_{0} \rightarrow y}$ reduces to an $S U(2)$ rotation:

$$
\begin{equation*}
\mathcal{U}_{Y_{0} \rightarrow y}=\exp \left[-i \alpha_{y} \hat{\sigma}_{2}\right]=\cos \alpha_{y} \mathbb{I}-i \sin \alpha_{y} \hat{\sigma}_{2} \tag{7.44}
\end{equation*}
$$

where $\alpha_{y}=\int_{Y_{0}}^{y} d y^{\prime} \lambda\left(y^{\prime}\right)$. For the case of our interest where $y=Y$, the expression further simplifies to:

$$
\begin{equation*}
\mathcal{U}(\mathcal{R})=e^{i \alpha \hat{\sigma}_{2}} \tag{7.45}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\oint_{\mathcal{R}} d \vec{R} \cdot \vec{\lambda}(\vec{R})=\int_{\mathcal{S}} d \vec{S} \cdot\left(\vec{\nabla}_{\vec{R}} \wedge \vec{\lambda}(\vec{R})\right), \tag{7.46}
\end{equation*}
$$

with $\vec{\lambda}(\vec{R})=\left\langle\phi_{y}^{(0)}\right| \frac{\partial}{\partial \vec{R}}\left|\phi_{y}^{(1)}\right\rangle$. All of this implies the possibility of rewriting Eq. (7.32) as:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial y^{2}} \tilde{\vec{C}}_{y}+\left[\left(\epsilon-\omega_{y}\right) \hat{\mathbb{I}}+\Delta_{y} \frac{\tilde{\hat{\sigma}}_{3}}{2}\right] \tilde{\vec{C}}_{y}=0 \tag{7.47}
\end{equation*}
$$

with $\tilde{\hat{\sigma}}_{3}=e^{i \alpha_{y} \hat{\sigma}_{2}} \hat{\sigma}_{3} e^{-i \alpha_{y} \hat{\sigma}_{2}}$. At this point, assuming once again $\epsilon$ to be the largest energy scale in the problem, which in this case amounts to requiring $\epsilon \gg\left|\omega_{y}\right|,\left|\Delta_{y}\right|$, it is possible to exploit the Wentzel-Kramers-Brillouin (WKB) approximation [Messiah 1999] to obtain the solution $\mathcal{W}_{Y}^{( \pm)} \simeq e^{ \pm i \int_{Y_{0}}^{Y} \sqrt{\epsilon-\omega_{y^{\prime}}} d y^{\prime}} \hat{\mathbb{I}}$, which still represents an irrelevant global phase, and can thus be neglected.

Accordingly we can describe the effect of $\mathcal{U}_{Y_{0} \rightarrow Y}$ as a qubit gate: given an input state of the form $\left|\psi_{E}\left(Y_{0}\right)\right\rangle=a\left|\phi_{Y_{0}}^{(0)}\right\rangle+b\left|\phi_{Y_{0}}^{(1)}\right\rangle$, with $a, b \in \mathbb{C}$, it will result in an output at the end of the scattering region of the form:

$$
\begin{align*}
\mathcal{U}_{Y_{0} \rightarrow Y}\left|\psi_{E}\left(Y_{0}\right)\right\rangle & =\left|\psi_{E}(Y)\right\rangle  \tag{7.48}\\
& \simeq e^{+i \int_{Y_{0}}^{Y} \sqrt{\epsilon-\omega_{y^{\prime}}} d y^{\prime}}\left[(a \cos \alpha-b \sin \alpha)\left|\phi_{Y_{0}}^{(0)}\right\rangle+(b \cos \alpha+a \sin \alpha)\left|\phi_{Y_{0}}^{(1)}\right\rangle\right] .
\end{align*}
$$

This concludes our demonstration, while in the next section we provide some examples of the theory we exposed in this section.

### 7.3. Examples

In this section we want to examine a potential profile where the system Hilbert space is effectively two fold, in order to exploit the simplification exposed in Sec. 7.2.1. To this aim we consider a potential profile like the one shown in the inset of Fig. 7.2, which reads:

$$
\hat{V}_{\vec{R}}(\hat{x})=\left\{\begin{array}{cc}
0 & \text { for } 0 \leq x \leq \frac{a}{2}  \tag{7.49}\\
V_{0}=\frac{9 \pi^{2} \hbar^{2}}{2 m a^{2}} & \text { for } \frac{a}{2} \leq x \leq \frac{a}{2}+L \\
0 & \text { for } \frac{a}{2}+L \leq x \leq a+L+w \\
+\infty & \text { otherwise }
\end{array}\right.
$$

which resembles the stretched construction we met in Chap. 6. Here $a$ is the width of the original well and $L$ is the width of the barrier. We also introduce the parameter $w$ which describes the amount we increase the well width, as in what follows we will only want to increase such width from the right side (i.e. in a non-symmetrical way).

The eigenfunctions of the potential in Eq. (7.49) are readily written as:

$$
\phi_{\vec{R}}(x)=\left\{\begin{array}{cc}
\sin (k x) & \text { for } 0 \leq x \leq \frac{a}{2}  \tag{7.50}\\
A e^{-\gamma x}+B e^{\gamma x} & \text { for } \frac{a}{2} \leq x \leq \frac{a}{2}+L \\
C \sin (k x)+D \cos (k x) & \text { for } \frac{a}{2}+L \leq x \leq a+L+w
\end{array} .\right.
$$

Imposing the usual boundary conditions we can compute the coefficients $A, B, C, D$ via:

$$
\begin{align*}
\sin \left(k \frac{a}{2}\right) & =A e^{-\gamma \frac{a}{2}}+B e^{\gamma \frac{a}{2}}  \tag{7.51}\\
k \cos \left(k \frac{a}{2}\right) & \left.=\gamma\left(-A e^{-\gamma \frac{a}{2}}+B e^{\gamma \frac{a}{2}}\right)\right)  \tag{7.52}\\
A e^{-\gamma\left(\frac{a}{2}+L\right)}+B e^{\gamma\left(\frac{a}{2}+L\right)} & =C \sin \left(k\left(\frac{a}{2}+L\right)\right)+D \cos \left(k\left(\frac{a}{2}+L\right)\right)  \tag{7.53}\\
\gamma\left(-A e^{-\gamma\left(\frac{a}{2}+L\right)}+B e^{\gamma\left(\frac{a}{2}+L\right)}\right) & =k\left(C \cos \left(k\left(\frac{a}{2}+L\right)\right)-D \sin \left(k\left(\frac{a}{2}+L\right)\right)\right)(\gamma \tag{7.54}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
k=\sqrt{\frac{2 m E}{\hbar^{2}}}, \quad \gamma=\sqrt{\frac{2 m\left(V_{0}-E\right)}{\hbar^{2}}} . \tag{7.55}
\end{equation*}
$$

The energies can be found solving the equation:

$$
\begin{equation*}
C \sin (k(a+L+w))+D \cos (k(a+L+w))=0, \tag{7.56}
\end{equation*}
$$

whose solutions for the first three energy levels are plotted in Fig. 7.2.
From Fig. 7.2 we notice that, at least in the region of small $L$ and $w$, the energy gap between the first two levels and the third is very large. Furthermore, the energy gap between the first two levels becomes small in the same region, so that the matrix elements $\left[K_{y}\right]_{\ell \ell^{\prime}}$ become negligible for $\ell, \ell^{\prime}>2$. This allows us to treat the system effectively as two fold, as confirmed from the plot in Fig. 7.3.

Moreover, we can show that only the variation of $L$ contributes to the phase, while varying $w$ gives no effects. To show this we start by writing a regularized version of the potential in Eq. (7.49) as a sum of Heavyside step functions:

$$
\begin{align*}
V_{\vec{R}}^{(\kappa)}(x)=V_{0} & {\left[\Theta\left(x-\frac{a}{2}\right)-\Theta\left(\frac{a}{2}+L-x\right)\right.} \\
& \kappa f(x) \Theta(-x)+\kappa f(x-a-L-w) \Theta(x-a-L-w)], \tag{7.57}
\end{align*}
$$

where $k \gg 1$ is a regularization parameter that will be sent to infinity to recover $V_{\vec{R}}(x)$ and $f(x)$ is any regular function that nullifies in $x=0$ and is strictly positive everywhere else.

From Eq. (7.57) we can write:

$$
\begin{align*}
\frac{\partial}{\partial L} V_{\vec{R}}^{(\kappa)}(x) & =-V_{0} \delta\left(\frac{a}{2}+L-x\right)-\kappa V_{0} f(x-a-L-w) \delta(x-a-L-w),(  \tag{7.58}\\
\frac{\partial}{\partial w} V_{\vec{R}}^{(\kappa)}(x) & =-\kappa V_{0} f(x-a-L-w) \delta(x-a-L-w) \tag{7.59}
\end{align*}
$$

so that we are able to write, for any finite $\kappa$ :

$$
\begin{align*}
\left\langle\phi_{\vec{R}}^{(\ell, \kappa)}\right| \frac{\partial}{\partial L} V_{\vec{R}}^{(\kappa)}(x)\left|\phi_{\vec{R}}^{(\ell, \kappa)}\right\rangle & =-V_{0} \phi_{\vec{R}}^{*(\ell, \kappa)}\left(\frac{a}{2}+L\right) \phi_{\vec{R}}^{\left(\ell^{\prime}, \kappa\right)}\left(\frac{a}{2}+L\right)  \tag{7.60}\\
\left\langle\phi_{\stackrel{R}{R}}^{(\ell)}\right| \frac{\partial}{\partial w} V_{\vec{R}}^{(\kappa)}(x)\left|\phi_{\vec{R}}^{\left(\ell^{\prime}, \kappa\right)}\right\rangle & =0, \tag{7.61}
\end{align*}
$$



Figure 7.2.: Panel (a): Sketch of the potential in Eq. (7.49): we have an infinite well of variable width $D=a+L+w$ with a potential barrier of length $L$ and height $V_{0}=\frac{9 \pi^{2} \hbar^{2}}{2 m a^{2}}$ inside. Panel (b): Energies of the first three levels of the potential in Eq. (7.49) as functions of $L$ and $w$. It can be noticed that the energy decrease as $w$ increases, just as expected from a well with larger width. On the other hand we will have to pay attention whenever $w=0$, as in this case, for sufficiently large values of $L$ the energies of the first two levels might become equal. Inset: sketch of the potential profile under examination.
where with $\left|\phi_{\vec{R}}^{(\ell, \kappa)}\right\rangle$ we mean the $\ell$-th energy eigenvector of the Hamiltonian associated with the regularized potential $V_{\vec{R}}^{(\kappa)}(x)$. Finally in the limit $\kappa \rightarrow+\infty$ we have:

$$
\begin{align*}
\left\langle\phi_{\vec{R}}^{(\ell)}\right| \frac{\partial}{\partial L} V_{\vec{R}}(x)\left|\phi_{\vec{R}}^{\left(\ell^{\prime}\right)}\right\rangle & =-V_{0} \phi_{\vec{R}}^{*(\ell)}\left(\frac{a}{2}+L\right) \phi_{\vec{R}}^{\left(\ell^{\prime}\right)}\left(\frac{a}{2}+L\right),  \tag{7.62}\\
\left\langle\phi_{\vec{R}}^{(\ell)}\right| \frac{\partial}{\partial w} V_{\vec{R}}(x)\left|\phi_{\vec{R}}^{\left(\ell^{\prime}\right)}\right\rangle & =0 . \tag{7.63}
\end{align*}
$$



Figure 7.3.: Panel (a): Plot of the quantities $\left.\left|\left\langle\phi_{\vec{R}}^{(\ell)}\right| \frac{\partial}{\partial L}\right| \phi_{\vec{R}}^{\left(\ell^{\prime}\right)}\right\rangle \mid a^{2}$ for the couples $\left(\ell, \ell^{\prime}\right)=(0,1),(1,2),(0,2)$. We can observe how, in the region used to compute the phase in shown in Fig. 7.4, $\left.\left|\left\langle\phi_{\vec{R}}^{(0)}\right| \frac{\partial}{\partial L}\right| \phi_{\vec{R}}^{(1)}\right\rangle \mid a^{2}$ is far larger than the same quantity evaluated for the other two indices couples. Panel (b): Plot of the matrix elements $[K]_{\ell e^{\prime}}$ along one of the paths used to plot the phase in Fig. 7.4. The path is parametrized as $\mathcal{R}(s)$ with $s \in[0,1]$. As one can observe the matrix element $[K]_{01}$ is always far larger than the other two, thus confirming our working hypotheses.

Inserting Eqs.(7.62, 7.63) into Eq. (D.86) in App. D we finally get:

$$
\begin{align*}
\left\langle\phi_{\vec{R}}^{(0)}\right| \frac{\partial}{\partial L}\left|\phi_{\vec{R}}^{(1)}\right\rangle & =\frac{\left\langle\phi_{\vec{R}}^{(0)}\right| \frac{\partial}{\partial L} \hat{V}_{\vec{R}}(x)\left|\phi_{\vec{R}}^{(1)}\right\rangle}{E_{\vec{R}}^{(1)}-E_{\vec{R}}^{(0)}} \\
& =-\frac{V_{0}}{E_{\vec{R}}^{(1)}-E_{\vec{R}}^{(0)}} \phi_{\vec{R}}^{*(0)}\left(\frac{a}{2}+L\right) \phi_{\vec{R}}^{(1)}\left(\frac{a}{2}+L\right) . \tag{7.64}
\end{align*}
$$



Figure 7.4.: Plot of the geometric phase obtained following the paths shown in the inset: we choose as initial point in parameters space $\vec{R}_{\mathrm{int}}=(0.35 a, 0)$, plotting the geometric phase $\alpha$ as a function of $L_{\mathrm{fin}}$ and $w_{\mathrm{fin}}$. Inset: sketch of the paths followed in parameters space.

Equation (7.64) implies that the computation of the geometric phase $\alpha$ is greatly simplified, as we will only need to compute two integrals. We choose the integration paths shown in the inset of Fig. 7.4: we start from an initial point in parameters space $\vec{R}_{\text {in }}=\left(L_{\text {in }}, w_{\text {in }}\right)$, and then we increase $w$ up to a final value $w_{\text {fin }}$, before increasing $L$ up to its final value $L_{\mathrm{fin}}$. We then move back to the initial point $\vec{R}_{\mathrm{in}}$, so that the geometric phase can be computed as:
$\alpha=V_{0}\left[\left.\int_{L_{\mathrm{in}}}^{L_{\mathrm{fin}}} d L \frac{\phi_{\vec{R}}^{*(0)}\left(\frac{a}{2}+L\right) \phi_{\vec{R}}^{(1)}\left(\frac{a}{2}+L\right)}{E_{\vec{R}}^{(1)}-E_{\vec{R}}^{(0)}}\right|_{w_{\mathrm{fn}}}+\left.\int_{L_{\mathrm{fin}}}^{L_{\mathrm{in}}} d L \frac{\phi_{\vec{R}}^{*(0)}\left(\frac{a}{2}+L\right) \phi_{\vec{R}}^{(1)}\left(\frac{a}{2}+L\right)}{E_{\vec{R}}^{(1)}-E_{\vec{R}}^{(0)}}\right|_{w_{\mathrm{in}}}\right]$.

Exploiting Eq. (7.65) we obtain the plot shown in Fig. 7.4: we notice that it is possible to obtain, by appropriately choosing the path in parameter space, a wide range of values of the phase $\alpha$, by only exploring the small parameters region. This fully shows how it is possible to attach a geometric phase by letting the Hamiltonian of the system vary in space, other than in time.

## CHAPTER 8

## Conclusions

We are now moving towards the conclusion of this thesis. During the exposition we went through many different topics in quantum engineering, ranging from open quantum system dynamics to potential engineering for state control and manipulation.

Collisional models are now quickly spreading as an effective tool to describe quantum dynamics in very different scenarios, from thermodynamics to quantum metrology. In Chap. 3 we showed how the elasticity given by collisional models in setting the causal structure of the interaction between different quantum systems allowed us to derive in a simple fashion the master equation describing the dynamics of a quantum cascade network. As the field of network study, both classical [R. Albert and Barabási 2002; Barrat, Barthélemy, and Vespignani 2008] and quantum [Chiribella, D'Ariano, and Perinotti 2009; Nikolopoulos and Jex 2013], is nowadays rapidly expanding, it would be interesting to check whether collisional models, and more in general the theory of open system dynamics, can give further contributions in the field, from the modeling of socio-technical systems [Antal, Redner, and Sood 2006; Castellano, Marsili, and Vespignani 2000] and infrastructure networks [Barrat, Barthélemy, et al. 2004], such as environmental networks [Montoya, Pimm, and Solé 2006; Pimm 2002], telecommunications networks [R. Albert, Jeong, and Barabási 1999, 2000], scientific networks [Newman 2001a,b; Redner 2005], to the exploitation of quantum networks for state engineering [Pichler and Zoller 2016; Ramos et al. 2014; Ringel, Pletyukhov, and Gritsev 2014; Söllner et al. 2015] and quantum computation [Pichler, Choi, et al. 2017; Zheng, Gauthier, and Baranger 2013].

On the other hand in Chap. 4 we exploited another important feature of collisional models, namely the easiness in keeping track of the environmental degrees of freedom, in order to study a simple, yet fundamental thermodynamical process, the thermalization of a quantum system interacting with a thermal bath. By keeping track of the environmental state, we were able to compute the thermodynamic functionals needed at each step of the thermalization process, getting greater insight on the resulting final state of the process. Also in this case it must be said that the possibility of studying the environmental state has been a scarcely exploited feature of collisional models up to know, mostly because of the large memory required to describe the state as the time steps increase. Nonetheless this might represent an interesting topic to investigate, maybe exploiting some computational techniques from the field of many-body physics [Silvi et al. 2013; Verstraete, Garcia-Ripoll, and Cirac 2004; Vidal 2004].

Besides open quantum system theory, also potential engineering has been treated in this thesis. Specifically, after introducing the band engineering paradigm and the concept of confining potential and subbands in electron waveguides in Chap 5, we have shown how to arbitrary create potential profiles giving rise to what we dubbed stretchable states. This class of states, in analogy to what happens to an electromagnetic wave in an $\epsilon$-near-zero metamaterial, has its wave profile stretched, i.e. the wave function of the particle has a flat region. While it is not easy to think to a specific outlook to this work, it must be noted that the field of quantum metamaterials is still expanding, and as such it will be interesting to further explore the analogies between electromagnetic waves in photonic metamaterials [Cai and Shalaev 2009; Caloz 2005] and matter waves in quantum metamaterials [Rakhmanov et al. 2008].

Finally in Chap. 7 we have shown how it is possible to attach a Berry phase to a quantum state by spatially varying the potential landscape dictating the particle dynamics. Though the mathematics behind this phenomenon was already known and exploited in different contexts [Grosso and Parravicini 2000], it was never highlighted the possibility of imprinting a geometric phase on a quantum state. While we developed our theory for a two dimensional potential landscape, the result can be straightforwardly generalized to a three dimensional situation, where however the phenomenology would be richer, due to the greater freedom in choosing the basis and the gauge. It is also worth highlighting that much work has been done on the relation between holonomies and networks [Bascone et al. 2019; Lahtinen et al. 2008] and critical behavior [Pachos and A. C. Carollo 2006; Plastina, Liberti, and A. Carollo 2006]. Moreover it would be interesting to see how shortcuts to adiabaticity techniques [Guéry-Odelin et al. 2019; Menchon-Enrich et
al. 2016; Vepsäläinen, Danilin, and Paraoanu 2018] might help in relaxing the hypothesis under which the theory has been developed, possibly leading to a simpler experimental feasibility.

## Appendices

## A. Appendix to Chap. 3

## A.1. Positivity of the matrix $\Omega_{j j^{\prime}}$

In this section we demonstrate the non-negativity of the matrix $\Omega_{j j^{\prime}}$ defined in Sec. 3.2, remembering that $j$ stands for the joint index $(\ell, k, m)$ and the elements of $\Omega_{j j^{\prime}}$ are the coefficients $D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ defined in Eq. (3.73), which amounts to show that for any vector $\vec{q}$ of complex elements $q_{j}$, it holds:

$$
\begin{equation*}
\vec{q} \Omega \vec{q}^{\dagger}=\sum_{j j^{\prime}} q_{j} \Omega_{j j^{\prime}} q_{j^{\prime}}^{*} \geq 0 . \tag{A.1}
\end{equation*}
$$

Starting from the definition of the coefficients in Eqs.(3.54, 3.56, 3.57) and exploiting Eq. (3.61) we get:

$$
\begin{align*}
& 2 \vec{q} \Omega \vec{q}^{\dagger}=\sum_{m} q_{(\ell, k, m)} q_{\left(\ell^{\prime}, k^{\prime}, m\right)}^{*} \gamma_{m\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}+\sum_{m^{\prime}>m}\left[q_{(\ell, k, m)} q_{\left(\ell^{\prime}, k^{\prime}, m^{\prime}\right)}^{*} \zeta_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}\right] \\
= & \sum_{m} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{Q}_{\mathcal{E}_{n}}^{(m) \dagger} \hat{Q}_{\mathcal{E}_{n}}^{(m)} \mathcal{M}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\} \\
+ & \sum_{m^{\prime}>m}\left[\operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{Q}_{\mathcal{E}_{n}}^{\left(m^{\prime}\right) \dagger} \mathcal{M}_{\mathcal{E}_{n}}^{\left(m^{\prime}-1 \leftarrow m\right)}\left(\hat{Q}_{\mathcal{E}_{n}}^{(m)} \mathcal{M}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right)\right\}+\text { h.c. }\right], \tag{A.2}
\end{align*}
$$

where we are using the summation over repeated indices convention and we have defined for easiness of notation:

$$
\begin{equation*}
\hat{Q}_{\mathcal{E}_{n}}^{(m)}=\sum_{\ell, k} q_{(\ell, k, m)} \hat{B}_{E_{n}^{(k)}}^{(\ell, m)} . \tag{A.3}
\end{equation*}
$$

We now invoke the Stinespring representation to write the CPT maps in the expression as:

$$
\begin{align*}
\mathcal{M}_{\mathcal{E}_{n}}^{(m)}(\cdots) & =\operatorname{Tr}_{\mathcal{A}}\left\{\mathcal{V}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)}\left(\cdots \otimes|0\rangle\left\langle\left. 0\right|_{\mathcal{A}}\right)\right\},\right.  \tag{A.4}\\
\mathcal{V}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)} & =\hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)}(\cdots) \hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{(m) \dagger} \tag{A.5}
\end{align*}
$$

where $|0\rangle_{\mathcal{A}}$ is some reference state of an ancillary system $\mathcal{A}$ and $\hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)}$ is a unitary
transformation coupling $\mathcal{A}$ and $\mathcal{E}_{n}$. Thanks to Eq. (A.4) we can write:

$$
\begin{align*}
& \mathcal{M}_{\mathcal{E}_{n}}^{\left(m^{\prime} \leftarrow m\right)}=\operatorname{Tr}_{\mathcal{A}}\left\{\mathcal{V}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime} \leftarrow m\right)}\left(\cdots \otimes\left|0_{\mathcal{A}}\right\rangle\left\langle 0_{\mathcal{A}}\right|\right)\right\},  \tag{A.6}\\
& \mathcal{V}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime}\right)}(\cdots)=\hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime}-m\right)}(\cdots) \hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime} \leftarrow m\right) \dagger}  \tag{A.7}\\
& \hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime} \leftarrow m\right)}=\hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime}\right)} \hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime}-1\right)} \cdots \hat{V}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)} . \tag{A.8}
\end{align*}
$$

Inserting these expressions in Eq. (A.2) we get:

$$
\begin{align*}
& 2 \vec{q} \Omega \vec{q}^{\dagger}=\sum_{m} \operatorname{Tr}_{\mathcal{E}_{n}, \mathcal{A}}\left\{\hat{Q}_{\mathcal{E}_{n}}^{(m) \dagger} \hat{Q}_{\mathcal{E}_{n}}^{(m)} \mathcal{V}_{\mathcal{E}_{n}, \mathcal{A}}^{(m-1 \leftarrow 1)}\left(\hat{\eta}_{\mathcal{E}_{n}} \otimes\left|0_{\mathcal{A}}\right\rangle\left\langle 0_{\mathcal{A}}\right|\right)\right\}  \tag{A.9}\\
& +\sum_{m^{\prime}>m}\left[\operatorname{Tr}_{\mathcal{E}_{n}, \mathcal{A}}\left\{\hat{Q}_{\mathcal{E}_{n}}^{\left(m^{\prime}\right) \dagger} \mathcal{V}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime} 1 \leftarrow m\right)}\left(\hat{Q}_{\mathcal{E}_{n}}^{(m)} \mathcal{V}_{\mathcal{E}_{n}, \mathcal{A}}^{(m-1 \leftarrow 1)}\left(\hat{\eta}_{\mathcal{E}_{n}} \otimes\left|0_{\mathcal{A}}\right\rangle\left\langle 0_{\mathcal{A}}\right|\right)\right)\right\}+\text { h.c. }\right] \\
& =\sum_{m} \operatorname{Tr}_{\mathcal{E}_{n}, \mathcal{A}}\left\{\tilde{\mathcal{V}}_{\mathcal{E}_{n}, \mathcal{A}}^{(m-1 \leftarrow 1)}\left(\hat{Q}_{\mathcal{E}_{n}}^{(m) \dagger} \hat{Q}_{\mathcal{E}_{n}}^{(m)}\right)\left(\hat{\eta}_{\mathcal{E}_{n}} \otimes\left|0_{\mathcal{A}}\right\rangle\left\langle 0_{\mathcal{A}}\right|\right)\right\}  \tag{A.10}\\
& +\sum_{m^{\prime}>m}\left[\operatorname{Tr}_{\mathcal{E}_{n}, \mathcal{A}}\left\{\tilde{\mathcal{V}}_{\mathcal{E}_{n}, \mathcal{A}}^{(m-1 \leftarrow 1)}\left(\tilde{\mathcal{V}}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime}-1 \leftarrow m\right)}\left(\hat{Q}_{\mathcal{E}_{n}}^{\left(m^{\prime}\right) \dagger}\right) \hat{Q}_{\mathcal{E}_{n}}^{(m)}\right)\left(\hat{\eta}_{\mathcal{E}_{n}} \otimes\left|0_{\mathcal{A}}\right\rangle\left\langle 0_{\mathcal{A}}\right|\right)\right\}+\text { h.c. }\right]
\end{align*}
$$

At this point we observe that:

$$
\begin{align*}
& \tilde{\mathcal{V}}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{Q}_{\mathcal{E}_{n}}^{(m) \dagger} \hat{Q}_{\mathcal{E}_{n}}^{(m)}\right)= \\
& \tilde{\mathcal{V}}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{Q}_{\mathcal{E}_{n}}^{(m) \dagger}\right) \tilde{\mathcal{V}}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{Q}_{\mathcal{E}_{n}}^{(m)}\right)=\hat{T}_{\mathcal{E}_{n}, \mathcal{A}}^{(m) \dagger} \hat{T}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)},  \tag{A.11}\\
& \tilde{\mathcal{V}}_{\mathcal{E}_{n}, \mathcal{A}}^{(m-1)}\left(\tilde{\mathcal{V}}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime}-1 \leftarrow m\right)}\left(\hat{Q}_{\mathcal{E}_{n}}^{\left(m^{\prime}\right) \dagger}\right) \hat{Q}_{\mathcal{E}_{n}}^{(m)}\right)= \\
& \tilde{\mathcal{V}}_{\left.\mathcal{E}_{n}-1 \leftarrow 1\right)}^{\left(m^{\prime}\right.}\left(\hat{Q}_{\mathcal{E}_{n}}^{\left(m^{\prime}\right) \dagger}\right) \tilde{\mathcal{V}}_{\mathcal{E}_{n}}^{(m-1 \leftarrow 1)}\left(\hat{Q}_{\mathcal{E}_{n}}^{(m)}\right)=\hat{T}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime}\right) \dagger} \hat{\mathcal{E}}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)}, \tag{A.12}
\end{align*}
$$

where we have introduced the operators:

$$
\begin{equation*}
\hat{T}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)}=\tilde{\mathcal{V}}_{\mathcal{E}_{n}, \mathcal{A}}^{(m-1 \leftarrow 1)}\left(\hat{Q}_{\mathcal{E}_{n}}^{(m)}\right) \tag{A.13}
\end{equation*}
$$

Inserting Eqs.(A.11, A.12) into Eq. (A.10) and rearranging the terms, we finally prove the thesis:

$$
\begin{equation*}
2 \vec{q} \Omega \vec{q}^{\dagger}=\sum_{m, m^{\prime}=1}^{M} \operatorname{Tr}_{\mathcal{E}_{n}, \mathcal{A}}\left\{\hat{T}_{\mathcal{E}_{n}, \mathcal{A}}^{\left(m^{\prime}\right) \dagger} \hat{T}_{\mathcal{E}_{n}, \mathcal{A}}^{(m)}\left(\hat{\eta}_{\mathcal{E}_{n}} \otimes\left|0_{\mathcal{A}}\right\rangle\left\langle 0_{\mathcal{A}}\right|\right)\right\} . \tag{A.14}
\end{equation*}
$$

## A.2. Calculations from Sec. 3.3.2

In this section we report the calculations for the master equation in Sec. 3.3.2.

First of all we are interested in the expressions for the CPT maps $\mathcal{M}_{\mathcal{E}_{n}}^{(m)}$ acting on the ancillas. As it can be seen from Fig. 3.6, the map $\mathcal{M}_{\mathcal{E}_{n}}^{(1)}$ acting after the interaction of the ancillas with the first node $Q_{1}$ but before their interaction with $Q_{2}$, is associated with beam splitter $B S_{1}$. Complementary, we have the map $\mathcal{M}_{\mathcal{E}_{n}}^{(2)}$ acting after the interaction with node $Q_{2}$ associated to the phase shift $P S$ and the second beam splitter $B S_{2}$. We can then write:

$$
\begin{align*}
\mathcal{M}_{\mathcal{E}_{n}}^{(1)}(\cdots) & =\hat{V}_{B S_{1}}(\cdots) \hat{V}_{B S_{1}}^{\dagger}  \tag{A.15}\\
\mathcal{M}_{\mathcal{E}_{n}}^{(2)}(\cdots) & =\hat{V}_{B S_{2}} \hat{V}_{P S}(\cdots) \hat{V}_{P S}^{\dagger} \hat{V}_{B S_{2}}^{\dagger} . \tag{A.16}
\end{align*}
$$

Once we have these expressions, it is very simple to see that the stability condition still holds for the same reasons exposed in Sec. 3.3.1. Moreover, we have already said that the coefficients $\gamma_{1\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ relative to the term $\mathcal{L}_{1}$ are identical to the ones computed in Sec. 3.3.1, together with the $\gamma_{3\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ associated to $\mathcal{L}_{3}$, and the coefficients $\zeta_{13\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}, \xi_{13\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ associated with $\mathcal{D}_{13}$, as they are identical to the coefficients for the $\mathcal{D}_{12}$ term in Sec. 3.3.1. We are then left with the computation of the coefficients relative to the terms $\mathcal{L}_{2}, \mathcal{D}_{12}$ and $\mathcal{D}_{23}$. As for the local term $\mathcal{L}_{2}$ we have:

$$
\begin{aligned}
\gamma_{2\left(k k^{\prime}\right)}^{(1,1)} & =\left[\gamma_{2\left(k k^{\prime}\right)}^{(2,2)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{2} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\}=0, \\
\gamma_{2\left(k k^{\prime}\right)}^{(1,2)} & =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(\sqrt{\epsilon_{1}} \hat{b}_{E_{n}^{(1)}}^{\dagger}+i \sqrt{1-\epsilon_{1}} \hat{b}_{E_{n}^{(2)}}^{\dagger}\right)\left(\sqrt{\epsilon_{1}} \hat{b}_{E_{n}^{(1)}}-i \sqrt{1-\epsilon_{1}} \hat{b}_{E_{n}^{(2)}}^{(2)}\right) \hat{\eta}_{\mathcal{E}_{n}}\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \bar{N}_{12}, \\
\gamma_{2\left(k k^{\prime}\right)}^{(2,1)} & =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(\sqrt{\epsilon_{1}} \hat{b}_{E_{n}^{(1)}}^{(1)}-i \sqrt{1-\epsilon_{1}} \hat{b}_{E_{n}^{(2)}}\right)\left(\sqrt{\epsilon_{1}} \hat{b}_{E_{n}^{(1)}}^{\dagger}+i \sqrt{1-\epsilon_{1}} \hat{b}_{E_{n}^{(2)}}^{\dagger}\right) \hat{\eta}_{\mathcal{E}_{n}}\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1}\left(\bar{N}_{12}+1\right) .
\end{aligned}
$$

The coefficients for $\mathcal{D}_{12}$ are instead worth:

$$
\begin{aligned}
& \zeta_{12\left(k k^{\prime}\right)}^{(1,1)}=\left[\xi_{12\left(k k^{\prime}\right)}^{(2,2)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}} \hat{\eta}_{\mathcal{E}_{n}}\right)\right\}=0, \\
& \zeta_{12\left(k k^{\prime}\right)}^{(2,2)}=\left[\xi_{12\left(k k^{\prime}\right)}^{(1,1)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{\mathcal{E}}_{n}\right)\right\}=0, \\
& \zeta_{12\left(k k^{\prime}\right)}^{(1,2)}=\left[\xi_{12\left(k k^{\prime}\right)}^{(2,1)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}} \hat{\mathcal{E}}_{n}\right)\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(\sqrt{\epsilon_{1}} \hat{b}_{E_{n}^{(1)}}^{\dagger}+i \sqrt{1-\epsilon_{1}} \hat{b}_{E_{n}^{(2)}}^{\dagger}\right) \hat{b}_{E_{n}^{(1)}} \hat{\mathcal{E}}_{n}\right\}=\delta_{k, 1} \delta_{k^{\prime}, 1} \sqrt{\epsilon_{1}} N_{1}, \\
& \zeta_{12\left(k k^{\prime}\right)}^{(2,1)}=\left[\xi_{12\left(k k^{\prime}\right)}^{(1,2)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{\eta}_{\mathcal{E}_{n}}\right)\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(\sqrt{\epsilon_{1}} \hat{b}_{E_{n}^{(1)}}-i \sqrt{1-\epsilon_{1}} \hat{b}_{E_{n}^{(2)}}\right) \hat{b}_{E_{n}^{(1)}}^{\dagger} \hat{\mathcal{E}}_{n}\right\}=\delta_{k, 1} \delta_{k^{\prime}, 1} \sqrt{\epsilon_{1}}\left(N_{1}+1\right) .
\end{aligned}
$$

Finally, the coefficients for $\mathcal{D}_{23}$ can be written as:

$$
\begin{aligned}
& \zeta_{23\left(k k^{\prime}\right)}^{(1,1)}=\left[\xi_{23\left(k k^{\prime}\right)}^{(2,2)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(2)}\left(\hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right)\right\}=0, \\
& \zeta_{23\left(k k^{\prime}\right)}^{(2,2)}=\left[\xi_{23\left(k k^{\prime}\right)}^{(1,1)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(2)}\left(\hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right)\right\}=0, \\
& \zeta_{23\left(k k^{\prime}\right)}^{(1,2)}=\left[\xi_{23\left(k k^{\prime}\right)}^{(2,1)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(2)}\left(\hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right)\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c^{*}(\varphi) \hat{b}_{E_{n}^{(1)}}^{\dagger}+i s^{*}(\varphi) \hat{b}_{E_{n}^{(2)}}^{\dagger}\right)\left(\sqrt{\epsilon_{1}} \hat{b}_{E_{n}^{(1)}}-i \sqrt{1-\epsilon_{1}} \hat{b}_{E_{n}^{(2)}}\right) \hat{\eta}_{\mathcal{E}_{n}}\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} M_{12}^{*}(\varphi) \text {, } \\
& \zeta_{23\left(k k^{\prime}\right)}^{(2,1)}=\left[\xi_{23\left(k k^{\prime}\right)}^{(1,2)}\right]^{*}=\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\hat{b}_{E_{n}^{(1)}} \mathcal{M}_{\mathcal{E}_{n}}^{(2)}\left(\hat{b}_{E_{n}^{(1)}}^{\dagger} \mathcal{M}_{\mathcal{E}_{n}}^{(1)}\left(\hat{\eta}_{\mathcal{E}_{n}}\right)\right)\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1} \operatorname{Tr}_{\mathcal{E}_{n}}\left\{\left(c(\varphi) \hat{b}_{E_{n}^{(1)}}+i s(\varphi) \hat{b}_{E_{n}^{(2)}}\right)\left(\sqrt{\epsilon_{1}} \hat{b}_{E_{n}^{(1)}}^{\dagger}+i \sqrt{1-\epsilon_{1}} \hat{b}_{E_{n}^{(2)}}^{\dagger}\right) \hat{\eta}_{\mathcal{E}_{n}}\right\} \\
& =\delta_{k, 1} \delta_{k^{\prime}, 1}\left(M_{12}(\varphi)+\lambda_{12}(\varphi)\right) \text {. }
\end{aligned}
$$

As for the GKSL form of the master equation, the matrix $D_{m m^{\prime}\left(k k^{\prime}\right)}^{\left(\ell, \ell^{\prime}\right)}$ can be written as:

$$
\left[\begin{array}{cc|cc|cc}
N_{1} & 0 & \sqrt{\epsilon_{1}} N_{1} & 0 & c^{*}(\varphi) N_{1} & 0 \\
0 & N_{1}+1 & 0 & \sqrt{\epsilon_{1}}\left(N_{1}+1\right) & 0 & c(\varphi)\left(N_{1}+1\right) \\
\hline \sqrt{\epsilon_{1}} N_{1} & 0 & \bar{N}_{12} & 0 & M_{12}^{*}(\varphi) & 0 \\
0 & \sqrt{\epsilon_{1}}\left(N_{1}+1\right) & 0 & \left(\bar{N}_{12}+1\right) & 0 & M_{12}(\varphi)+\lambda(\varphi) \\
\hline c(\varphi) N_{1} & 0 & M_{12}(\varphi) & 0 & N_{12}(\varphi) & 0 \\
0 & c^{*}(\varphi)\left(N_{1}+1\right) & 0 & M_{12}^{*}(\varphi)+\lambda^{*}(\varphi) & 0 & \left(N_{12}(\varphi)+1\right)
\end{array}\right] .
$$

Diagonalizing this matrix, one finds the following Hamiltonian contributions:

$$
\begin{align*}
\hat{H}_{12} & =-\frac{i}{2} \sqrt{\epsilon_{1}}\left(\hat{a}_{1} \hat{a}_{2}^{\dagger}-\hat{a}_{1}^{\dagger} \hat{a}_{2}\right)  \tag{A.17}\\
\hat{H}_{23} & =-\frac{i}{2}\left(\lambda^{*}(\varphi) \hat{a}_{2} \hat{a}_{3}^{\dagger}-\lambda(\varphi) \hat{a}_{2}^{\dagger} \hat{a}_{3}\right)  \tag{A.18}\\
\hat{H}_{13} & =-\frac{i}{2}\left(c^{*}(\varphi) \hat{a}_{1} \hat{a}_{3}^{\dagger}-c(\varphi) \hat{a}_{1}^{\dagger} \hat{a}_{3}\right) . \tag{A.19}
\end{align*}
$$

## A.3. Lindblad operators for the network of Sec. 3.4

The master equation for the network of Sec. 3.4 reported in Eq. (3.134) can be diagonalized following the receipt already shown in Sec. 3.2, obtaining the Lindblad operators in Eq. (A.3).

To achieve our goal we write the $2 M \times 2 M$ matrix $\Omega_{j j^{\prime}}$ in a block representation:

$$
\Omega=\left(\begin{array}{cccc}
\Xi_{11} & \Xi_{12} & \cdots & \Xi_{1 M}  \tag{A.20}\\
\Xi_{21} & \Xi_{22} & \cdots & \Xi_{2 M} \\
\cdots & \cdots & \cdots & \cdots \\
\Xi_{M 1} & \Xi_{M 2} & \cdots & \Xi_{M M}
\end{array}\right)
$$

where each $\Xi_{m m^{\prime}}$ is a $2 \times 2$ diagonal block of the form:

$$
\Xi_{m m^{\prime}}=\left(\begin{array}{cc}
0 & 0  \tag{A.21}\\
0 & \zeta_{m m^{\prime}}
\end{array}\right) \quad \forall m^{\prime}>m
$$

$\zeta_{m m^{\prime}}$ being the coefficients in Eq. (3.140). The $\kappa_{i}$ in Eq. (3.138) are nothing but the eigenvalues of $\Omega_{j j^{\prime}}$, while the Lindblad operators $\hat{L}_{i}$ in the same equation are obtained via:

$$
\hat{\boldsymbol{L}}=W\left(\begin{array}{c}
\hat{a}_{1}^{\dagger}  \tag{A.22}\\
\hat{a}_{1} \\
\hat{a}_{2}^{\dagger} \\
\hat{a}_{2} \\
\vdots \\
\hat{a}_{M}^{\dagger} \\
\hat{a}_{M}
\end{array}\right),
$$

where $W$ is the $2 M \times 2 M$ matrix diagonalizing $\Omega_{j j^{\prime}}$, i.e. $\Omega=W D W^{\dagger}, D=\operatorname{diag}\left[\kappa_{i}\right]$


Figure A.1.: Schematic illustration of the amplitudes $W_{k}^{(\ell)}$ labelling the horizontal lines of the network. As made clear by the figure in left panel, these amplitudes are associated with the propagation of a signal from $S_{1}$ to the $k$-th horizontal step of the $\ell$-th level of the network. To better exemplify this, in the right panel the paths contributing the definition of $W_{4}^{(3)}$ have been highlighted.
being the diagonal matrix whose elements are the eigenvalues of $\Omega_{j j^{\prime}}$. For the case under consideration the construction above can be further simplified if we consider the we are dealing with environmental channels in the vacuum state. This is manifested in $\Omega_{j j^{\prime}}$ by the fact that its odd column, as well as its odd rows, contain only zero elements, so that they can be safely removed, their corresponding eigenvalues being null. Upon this consideration, $\Omega$ becomes an $M \times M$ matrix and we can write the Lindblad operators as in Eq. (3.138).

## A.4. Proof of Eq. (3.196)

Before proceeding in demonstrating Eq. (3.196), in order to obtain more compact expressions, it is useful to adopt a change of notation. In fact in our demonstration we will need to label the horizontal elements of the network: for $\ell$ and $k$ integers we use $W_{k}^{(\ell)}$ to indicate the amplitude of the signal reaching the $k$-th horizontal step of the network at the $\ell$-th level, as exemplified in Fig. A.1.

The various elements $W_{k}^{(\ell)}$ are connected through the action of the beam splitters in
the network, giving rise to linear relationships which we report for the first values of $k$ :

$$
\begin{aligned}
& W_{2}^{(1)}=\sqrt{\tau_{1}} \quad W_{2}^{(2)}=-i \sqrt{1-\tau_{1}} e^{-i \varphi_{1}} \quad W_{3}^{(1)}=\sqrt{\tau_{2}} W_{2}^{(1)}, \\
& W_{3}^{(2)}=\left(-i \sqrt{1-\tau_{1}} e^{-i \varphi_{1}}\right)\left(-i \sqrt{1-\tau_{2}} e^{-i \varphi_{2}}\right) W_{2}^{(1)}+\sqrt{\tau_{1}} W_{2}^{(2)}, \\
& W_{3}^{(3)}=\left(\sqrt{\tau_{1}} e^{-i \varphi_{1}}\right)\left(-i \sqrt{1-\tau_{2}} e^{-i \varphi_{2}}\right) W_{2}^{(1)}+\left(-i \sqrt{1-\tau_{1}} e^{-i \varphi_{1}}\right) W_{2}^{(2)} .
\end{aligned}
$$

Using this notation we have that $A_{k \leftarrow 1}^{(1)}$ corresponds to the element $W_{k}^{(k)}$, so that we have:

$$
\begin{equation*}
\xi_{k}=A_{k+1 \leftarrow 1}^{(1)}=W_{k+1}^{(k+1)} . \tag{A.23}
\end{equation*}
$$

Moreover we also have that for $\ell=1$ and any $k$ it holds:

$$
\begin{equation*}
W_{k}^{(1)}=\sqrt{\tau_{k-1} \tau_{k-2} \cdots \tau_{2} \tau_{1}}, \tag{A.24}
\end{equation*}
$$

so that Eq. (3.196) can be equivalently written as:

$$
\begin{equation*}
\tau_{k}=1-\left(\frac{1-\left|W_{k}^{(1)}\right|^{2}}{\left|W_{k}^{(1)}\right|^{2}}\right)\left(\frac{1-\tau_{k-1}}{\tau_{k-1}}\right) . \tag{A.25}
\end{equation*}
$$

Now, let us assume that we want to nullify second-neighbor interactions, i.e. $\xi_{2}=0$. This is tantamount to nullify $W_{3}^{(3)}$ :

$$
\begin{align*}
& \sqrt{\tau_{1}}\left(-i \sqrt{1-\tau_{2}} e^{-i \varphi_{2}}\right) W_{2}^{(1)}+\left(-i \sqrt{1-\tau_{1}}\right) W_{2}^{(2)}=0 \\
& \Rightarrow \varphi_{2}=\varphi_{1}+\frac{\pi}{2}, \quad \tau_{2}=1-\left(\frac{1-\left|W_{2}^{(1)}\right|^{2}}{\left|W_{2}^{(1)}\right|^{2}}\right)\left(\frac{1-\tau_{1}}{\tau_{1}}\right) . \tag{A.26}
\end{align*}
$$

The solution for $\tau_{2}$ in Eq. (A.26) shows the validity of Eq. (3.196) for $k=2$. To proceed further we note that when we eliminate second-neighbor interactions, this implies that the signal from $S_{1}$ reaches the third level of the interferometer without interacting with $S_{3}$, thus producing the amplitudes $W_{3}^{(1)}$ and $W_{3}^{(2)}$. Though we already computed the explicit value of these amplitudes, actually we only need to note that probability conservation and $W_{3}^{(3)}=0$ imply the complementarity of $W_{3}^{(1)}$ and $W_{3}^{(2)}$, leading to

$$
\begin{equation*}
W_{3}^{(2)}=e^{-i \alpha_{3}} \sqrt{1-\left|W_{3}^{(1)}\right|^{2}} \tag{A.27}
\end{equation*}
$$

$\alpha_{3}$ being an irrelevant phase. At this point we pose ourselves the problem of eliminat-


Figure A.2.: Left panel: sketch of the possible paths when nullifying $\xi_{2}$. As highlighted, the signal from $S_{1}$ (green) splits away in the first beam splitter following two paths that recombine themselves in the beam splitter with transmissivity $\tau_{1}$ at the second level of the network. From there, if the relative phase has been tuned properly, the signal goes all in the horizontal output branch of the beam splitter, thus not interacting with $S_{3}$. Right panel: still a sketch of the possible paths the signal can follow, but for third-neighbor interactions. From this picture one can observe how the signal must remain confined in the first two level of the network in order to eliminate third-neighbor interactions.
ing third-neighbor interactions: in order to do this we must prevent the signal to reach the node $S_{4}$, i.e. we require $W_{4}^{(4)}=0$. However we are faced with the problem that we already imposed the condition $W_{3}^{(3)}=0$, so that there is no horizontal signal that can be used by the beam splitter of transmissivity $\tau_{1}$ to interfere destructively with the one coming from above. From this we conclude that in order to reach our goal, the signal must be confined in the first two levels of the network (see right panel in Fig. A.2), leading to the condition:

$$
\begin{equation*}
\sqrt{\tau_{2}}\left(-i \sqrt{1-\tau_{3}} e^{-i \varphi_{3}}\right) W_{3}^{(1)}+\left(-i \sqrt{1-\tau_{2}}\right) W_{3}^{(2)}=0 . \tag{A.28}
\end{equation*}
$$

Exploiting Eq. (A.27) we can solve the equation for $\varphi_{3}$ and $\tau_{3}$, obtaining:

$$
\begin{array}{r}
\varphi_{3}=\alpha_{3}+\pi \\
\tau_{3}=1-\left(\frac{1-\left|W_{3}^{(1)}\right|^{2}}{\left|W_{3}^{(1)}\right|^{2}}\right)\left(\frac{1-\tau_{2}}{\tau_{2}}\right), \tag{A.30}
\end{array}
$$

so that we proved Eq. (3.196) to be valid also for $k=3$. In order to complete the demonstration we iterate the procedure we just performed, noting that having imposed
$\xi_{2}=\xi_{3}=0$ implies that the signal must be confined in the first two levels, so that the fourth step of the network is populated only through the complementary terms $W_{4}^{(1)}$ and $W_{4}^{(2)}$ which must fulfill:

$$
\begin{equation*}
\sqrt{\tau_{3}}\left(-i \sqrt{1-\tau_{4}} e^{-i \varphi_{4}}\right) W_{4}^{(1)}+\left(-i \sqrt{1-\tau_{3}}\right) W_{4}^{(2)}=0, \tag{A.31}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\tau_{4}=1-\left(\frac{1-\left|W_{4}^{(1)}\right|^{2}}{\left|W_{4}^{(1)}\right|^{2}}\right)\left(\frac{1-\tau_{3}}{\tau_{3}}\right) \tag{A.32}
\end{equation*}
$$

so that Eq. (3.196) is proved by construction. Nonetheless this is not all: in the main text we anticipated that Eq. (3.196) is valid only when we choose $\tau_{1} \in[3 / 4,1]$. The necessity of a lower bound for $\tau_{1}$ is readily seen if we consider the functional dependence of the other transmissivities on $\tau_{1}$ :

$$
\begin{align*}
& \tau_{2}\left(\tau_{1}\right)=1-\frac{\left(1-\tau_{1}\right)^{2}}{\tau_{1}^{2}}  \tag{A.33}\\
& \tau_{3}\left(\tau_{1}\right)=1-\frac{\left(1-\tau_{1}\right)^{3}}{\left(2 \tau_{1}-1\right)^{2}},  \tag{A.34}\\
& \tau_{4}\left(\tau_{1}\right)=1-\frac{\left(1-\tau_{4}\right)^{4}}{\left(\tau_{1}^{2}+\tau_{1}-1\right)^{2}} . \tag{A.35}
\end{align*}
$$

Since $\tau_{k} \in[0,1]$ for any $k$, we see immediately that not all values of $\tau_{1}$ are allowed. Considering for instance Eq. (A.33), we get instantly the condition $\tau_{1}>1 / 2$, while from the condition on $\tau_{3}$ we get $\tau_{1}>(\sqrt{5}-1) / 2 \simeq 0.618$ and finally from Eq. (A.35) we have $\tau_{1}>2 / 3$. Before discussing why Eq. (3.196) is valid for any $k$ given $\tau_{1} \in[3 / 4,1]$, we want to highlight that the condition $\tau_{k} \leq 1$ is easily shown to be true for any $k$, since it suffices to note that $1-\tau_{k+1}$ and $1-\tau_{k-1}$ must have the same sign, as can be seen by the formula:

$$
\begin{equation*}
1-\tau_{k+1}=\left(\frac{1-\tau_{k-1} \tau_{k-2} \cdots \tau_{1}}{1-\tau_{k-1} \tau_{k-2} \cdots \tau_{1}-\tau_{k-1}}\right)^{2}\left(1-\tau_{k-1}\right) \tag{A.36}
\end{equation*}
$$

which is obtained via a simple iteration of Eq. 3.196.
Going back to the problem of setting a lower bound on $\tau_{1}$, we proceed as follows: consider $\bar{\tau}_{1} \in[0,1]$ such that $\tau_{k} \geq 0$ for all $k$; then, for any $\overline{\bar{\tau}}_{1}>\bar{\tau}_{1}$, it must still hold that all the other transmissivities are posiive, since for a given $k$ the rhs of Eq. (3.196) is an
increasing function of the parameters $\tau_{k-1}, \tau_{k-2}, \ldots, \tau_{1}$. We then notice that $\tau_{1}=3 / 4$ is a legitimate choice, since it yields:

$$
\begin{equation*}
\tau_{k}\left(\tau_{1}=3 / 4\right)=1-\frac{1}{(k+1)^{2}}=\frac{k(k-2)}{(k+1)^{2}}, \tag{А.37}
\end{equation*}
$$

the last expression being easily obtained by induction. We finally justify $\tau_{1} \geq 3 / 4$ as lower bound considering that a direct evaluation of the transmissivities up to $k=10$ already shows numerically that $\tau_{1}>0.74$ at least.

## B. Appendix to Chap. 4

## B.1. Derivation of the inequalities in the collisional model

In Sec. 4.2 we derived the Clausius inequality in Eq. (4.7) by exploiting the contractivity of the relative entropy under CPT evolution. In order to generalize the inequality to the collisional setting one can follow the same procedure, comparing the relative entropies of $\hat{\rho}_{A}(n)$ and $\hat{\rho}_{A}(n-1)$ with the thermal state $\hat{\eta}_{A}^{(\beta)}$, obtaining:

$$
\begin{align*}
d S_{A}(n) \geq & \beta d Q_{A}(n),  \tag{B.38}\\
d S_{A}(n)=S\left(\hat{\rho}_{A}(n)\right)-S\left(\hat{\rho}_{A}(n-1)\right), & d Q_{A}(n)=\operatorname{Tr}\left\{\hat{H}_{A}\left(\hat{\rho}_{A}(n)-\hat{\rho}_{A}(n-1)\right)\right\} .
\end{align*}
$$

showing that the intrinsic inequality holds also when considering a discrete step evolution.

The extrinsic inequality is obtained by invoking the subadditivity of the entropy, obtaining:

$$
\begin{equation*}
\Delta S_{A}(n) \geq-\Delta S_{B}(n)=n S\left(\hat{\eta}_{b}^{(\beta)}\right)-S\left(\hat{\rho}_{B}(n)\right) \tag{B.39}
\end{equation*}
$$

where $\hat{\rho}_{B}(n)$ is the full state of the environment at the $n$-th step of the evolution, including all possible correlations among the ancillas. Also in this case we can write an incremental version of the inequality:

$$
\begin{equation*}
d S_{A}(n) \geq-d S_{b_{n}}=S\left(\hat{\eta}_{b}\right)-S\left(\hat{\rho}_{b_{n}}\right) \tag{B.40}
\end{equation*}
$$

where $\hat{\rho}_{b_{n}}=\operatorname{Tr}_{A}\left\{\hat{U}_{n}\left(\hat{\rho}_{A}(n) \otimes \hat{\eta}_{b_{n}}^{(\beta)}\right) \hat{U}_{n}^{\dagger}\right\}$ is the output state of the ancilla after the collision with $A$. Eq. (B.40) defines a weaker inequality than the one in Eq. (4.8). In fact starting from the previous equation we can define the local entropy variation appearing in Eq. (4.36) as:

$$
\begin{equation*}
\Delta S_{B}^{(\mathrm{loc})}(n)=\sum_{k=1}^{n} S\left(\hat{\rho}_{b_{k}}\right)-n S\left(\hat{\eta}_{b}^{(\beta)}\right) . \tag{B.41}
\end{equation*}
$$

The inequality defined starting from Eq. (B.41) is immediately seen to be weaker than the extrinsic bound because of the entropy subadditivity, $\sum_{k} S\left(\hat{\rho}_{b_{k}}\right) \geq S\left(\hat{\rho}_{B}(n)\right)$. This must come as no surprise, since computing the entropy variation of the environment as in Eq. (B.41) is tantamount to approximating the environmental state at the $n$-th step
of the evolution with $\bigotimes_{n} \hat{\rho}_{b_{n}}$, thus neglecting all the correlations among the ancillas.
Finally it is worth noticing that Eq. (4.21) can be rewritten in the collisional framework as:

$$
\begin{equation*}
\beta \Delta Q_{A}(n)+\Delta S_{B}(n)=-S\left(\hat{\rho}_{B}(n) \| \hat{\rho}_{B}(0)\right) \Rightarrow-\Delta S_{B}(n) \geq \beta \Delta Q_{A}(n) \tag{B.42}
\end{equation*}
$$

For the local entropy variation we can write similarly:

$$
\begin{equation*}
\beta d Q_{A}(n)+d S_{b_{n}}=-S\left(\hat{\rho}_{b_{n}} \| \hat{\eta}_{b}^{(\beta)}\right) \Rightarrow-\Delta S_{B}^{(\mathrm{loc})}(n) \geq \beta \Delta Q_{A}(n) . \tag{B.43}
\end{equation*}
$$

## B.2. Asymptotic factorization with full dephasing

The asymptotic factorization, as anticipated in the main text, can be proved also in the weak coupling regime with a little modification of the model. In particular we are able to prove the factorization by forcing $A$ to undergo a full dephasing $\mathcal{D}_{A}$ every $k \gg 1$ steps of the dynamical evolution. The action of the transformation $\mathcal{D}_{A}$ is to destroy the off-diagonal elements of the density matrix of $A$ :

$$
\begin{equation*}
\mathcal{D}_{A}\left(\left|j_{A}\right\rangle\left\langle j_{A}^{\prime}\right|\right)=\delta_{j j^{\prime}}\left|j_{A}\right\rangle\left\langle j_{A}\right| . \tag{B.44}
\end{equation*}
$$

Without loss of generality, we now proceed in demonstrating our claim assuming $A$ to be a qubit. Moreover our proof does not depend upon the specific form of the unitary operator describing the dynamics, the only requirement being that the corresponding CPT map gives rise to thermalization and acts trivially on the thermal state.

We divide the ancillas into sets, $B_{1}, B_{2} \cdots$, each one containing $k$ ancillas. After $A$ has interacted with all the ancillas in $B_{1}$ we are left with the joint state:

$$
\begin{equation*}
\hat{\rho}_{A B_{1}}(k)=\mathcal{U}_{k} \circ \cdots \circ \mathcal{U}_{2} \mathcal{U}_{1}\left[\hat{\rho}_{A}(0) \bigotimes_{i=1}^{k} \hat{\eta}_{b_{i}}^{(\beta)}\right]=\sum_{j, j^{\prime}}\left|j_{a}\right\rangle\left\langle j_{a}^{\prime}\right| \hat{\Pi}_{B_{1}}^{\left(j, j^{\prime}\right)}\left(\hat{\rho}_{A}(0)\right), \tag{B.45}
\end{equation*}
$$

where $\Pi_{B_{1}}^{\left(j, j^{\prime}\right)}\left(\hat{\rho}_{A}(0)\right)$ are operators of $B_{1}$ depending linearly on the input state of $A$. Tracing away $B_{1}$ we are left with:

$$
\begin{gather*}
\hat{\rho}_{A}(k)=\sum_{j, j^{\prime}} M_{j j^{\prime}}^{(k)}\left(\hat{\rho}_{A}(0)\right)\left|j_{A}\right\rangle\left\langle j_{A}^{\prime}\right|,  \tag{B.46}\\
M_{j j^{\prime}}^{(k)}\left(\hat{\rho}_{A}(0)\right)=\operatorname{Tr}_{B_{1}}\left\{\hat{\Pi}_{B_{1}}^{\left(j, j^{\prime}\right)}\left(\hat{\rho}_{A}(0)\right)\right\} . \tag{B.47}
\end{gather*}
$$

As we assumed the whole dynamics to induce thermalization on $A$, for large enough $k$ we are ensured that $A$ is approaching the thermal state $\hat{\eta}_{A}^{(\beta)}$, which is diagonal in the $\left\{|j\rangle_{A}\right\}$ basis with eigenvalues $\eta_{j}^{(\beta)}=e^{-\beta \hbar E_{j}} / \mathcal{Z}(\beta), \mathcal{Z}(\beta)$ being the partition function. According to this, for any $\epsilon<1$, it exists $k$ sufficiently large such that:

$$
\begin{align*}
\left|M_{j j^{\prime}}^{(k)}\left(\hat{\rho}_{A}(0)\right)-\eta_{j}^{(\beta)}\right| & <\epsilon,  \tag{B.48}\\
\left|M_{j j^{\prime}}^{(k)}\left(\hat{\rho}_{A}(0)\right)\right| & <\epsilon \quad \forall j \neq j^{\prime} \tag{B.49}
\end{align*}
$$

hold. At this point we use the assumption of being dealing with a qubit, so that applying the full dephasing to the state in Eq. (B.45) we find:

$$
\begin{equation*}
\mathcal{D}_{A}\left(\hat{\rho}_{A B}(k)\right)=\left|0_{A}\right\rangle\left\langle 0_{A}\right| \otimes \hat{\Pi}_{B_{1}}^{(0,0)}\left(\hat{\rho}_{A}(0)\right)+\left|1_{A}\right\rangle\left\langle 1_{A}\right| \otimes \hat{\Pi}_{B_{1}}^{(1,1)}\left(\hat{\rho}_{A}(0)\right) . \tag{B.50}
\end{equation*}
$$

If we now sum and subtract the term $\frac{\eta_{0}^{(\beta)}}{\eta_{1}^{(\beta)}} \hat{\Pi}_{B_{1}}^{(1,1)}\left(\hat{\rho}_{A}(0)\right)$ we can recast the last equation as

$$
\begin{equation*}
\hat{\rho}_{A B}(k)=\left|0_{A}\right\rangle\left\langle 0_{A}\right| \otimes \hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right)+\hat{\eta}_{A}^{(\beta)} \otimes \hat{\Xi}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right), \tag{B.51}
\end{equation*}
$$

with:

$$
\begin{align*}
\hat{\Xi}_{B_{1}}\left(\hat{\rho}_{A}(0)\right) & =\frac{\hat{\Pi}_{B_{1}^{(1,1)}}}{\eta_{1}^{(\beta)}}  \tag{B.52}\\
\hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right) & =\hat{\Pi}_{B_{1}}^{(0,0)}\left(\hat{\rho}_{A}(0)\right)-\frac{\eta_{0}^{(\beta)}}{\eta_{1}^{(\beta)}} \hat{\Pi}_{B_{1}}^{(1,1)}\left(\hat{\rho}_{A}(0)\right) \tag{B.53}
\end{align*}
$$

Now we want to show that the trace norm $\left\|\hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right)\right\|$ can be forced to be strictly smaller than one for large enough $k$. This is readily done by summing and subtracting $\frac{M_{00}^{(k)}\left(\hat{\rho}_{A}(0)\right)}{M_{11}^{(k)}\left(\hat{\rho}_{A}(0)\right)} \hat{\Pi}_{B_{1}}^{(1,1)}\left(\hat{\rho}_{A}(0)\right)$ to $\hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right)$ and applying the triangular inequality to get:

$$
\begin{align*}
\left\|\hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right)\right\| & \leq \alpha^{(k)}+\beta^{(k)},  \tag{B.54}\\
\alpha^{(k)} & =M_{00}^{(k)}\left(\hat{\rho}_{A}(0)\right)\left\|\frac{\hat{\Pi}_{B_{1}}^{(0,0)}\left(\hat{\rho}_{A}(0)\right)}{M_{00}^{(k)}\left(\hat{\rho}_{A}(0)\right)}-\frac{\hat{\Pi}_{B_{1}}^{(1,1)}\left(\hat{\rho}_{A}(0)\right)}{M_{11}^{(k)}\left(\hat{\rho}_{A}(0)\right)}\right\|  \tag{B.55}\\
\beta^{(k)} & =\left|M_{00}^{(k)}\left(\hat{\rho}_{A}(0)\right)-\frac{\eta_{0}^{(\beta)}}{\eta_{1}^{(\beta)}} M_{11}^{(k)}\left(\hat{\rho}_{A}(0)\right)\right|\left\|\frac{\hat{\Pi}_{B_{1}}^{(1,1)}\left(\hat{\rho}_{A}(0)\right)}{M_{11}^{(k)}\left(\hat{\rho}_{A}(0)\right)}\right\| . \tag{B.56}
\end{align*}
$$

The quantity $\alpha^{(k)}$ can be shown to be smaller than one, for $k$ large enough: in facts, for
large $k$, the state of $A$ approaches the thermal state, so that $M_{00}^{(k)}\left(\hat{\rho}_{A}(0)\right)$ approaches $\eta_{0}^{(\beta)}$, which is smaller than one for positive $\beta$. Moreover the trace norm in the expression of $\alpha^{(k)}$ is computed over the difference between two properly normalized density matrices, so that we are ensured it is smaller than one. On the other hand for $\beta^{(k)}$ we have that $\left|M_{00}^{(k)}\left(\hat{\rho}_{A}(0)\right)-\frac{\eta_{0}^{(\beta)}}{\eta_{1}^{(\beta)}} M_{11}^{(k)}\left(\hat{\rho}_{A}(0)\right)\right|$ goes to zero for large $k$, thanks to Eq. (B.48). Finally $\left\|\frac{\hat{\Pi}_{B_{1}}^{(1,1)}\left(\hat{\rho}_{A}(0)\right)}{M_{11}^{(k)}\left(\hat{\rho}_{A}(0)\right)}\right\|=1$, being the trace norm of a normalized state.
After having verified that $\left\|\hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right)\right\|<1$, we go back to Eq. (B.51) describing the state of $\rho_{A B}(k)$ after the dephasing operation: we notice that repeating the above operations with the second set of ancillas $B_{2}$, the part of the state proportional to $\hat{\eta}_{A}^{(\beta)}$ is left unchanged by the evolution, so that after the second dephasing operation we are left with:

$$
\begin{equation*}
\left|0_{A}\right\rangle\left\langle 0_{A}\right| \otimes \hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho_{A}}(0)\right) \otimes \hat{\Delta}_{B_{2}}^{(k)}\left(\left|0_{A}\right\rangle\left\langle 0_{A}\right|\right)+\hat{\eta}_{A}^{(\beta)} \hat{\Xi}_{B_{1} B_{2}}\left(\hat{\rho}_{A}(0)\right), \tag{B.57}
\end{equation*}
$$

where $\hat{\Xi}_{B_{1} B_{2}}\left(\hat{\rho}_{A}(0)\right)$ is a proper operator of $B_{1} B_{2}$. Iterating the procedure with the other sets of ancillas, after $q$ iterations we find:

$$
\begin{equation*}
\left|0_{A}\right\rangle\left\langle 0_{A}\right| \otimes \hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right) \otimes_{\ell=2}^{q} \hat{\Delta}_{B_{\ell}}^{(k)}\left(\left|0_{A}\right\rangle\left\langle 0_{A}\right|\right) \otimes \hat{\eta}_{A}^{(\beta)} \otimes \hat{\Xi}_{B_{1} B_{2} \ldots B_{q}}\left(\hat{\rho}_{A}(0)\right) . \tag{B.58}
\end{equation*}
$$

To conclude the demonstration we only need to compute the trace norm of the first term of the equation above, obtaining:

$$
\begin{equation*}
\|\left|0_{A}\right\rangle\left\langle 0_{A}\right| \otimes \hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right) \otimes_{\ell=2}^{q} \hat{\Delta}_{B_{\ell}}^{(k)}\left(\left|0_{A}\right\rangle\left\langle 0_{A}\right|\right)\|=\| \hat{\Delta}_{B_{1}}^{(k)}\left(\hat{\rho}_{A}(0)\right)\| \| \hat{\Delta}_{B_{\ell}}^{(k)}\left(\left|0_{A}\right\rangle\left\langle 0_{A}\right|\right) \|^{q-1}(1 \tag{B.59}
\end{equation*}
$$

which is exponentially decreasing in $q$, thus proving that for large $q$ the state of $A+B$ is equal to the second contribution of Eq. (B.58), thus demonstrating the factorization property.

## C. Appendix to Chap. 6

## C.1. 2D stretchable separable potential

In this section we want to show an example of a 2 D separable potential where it is possible to stretch the wave function. In particular, we will show how to stretch the ground state wave function. Consider an infinite 2D square well, which can be written as:

$$
\begin{equation*}
V(x, y)=V_{x}(x)+V_{y}(y) \tag{C.60}
\end{equation*}
$$

with

$$
V_{x_{j}}\left(x_{j}\right)=\left\{\begin{array}{cc}
0 & \text { for } 0 \leq x_{j} \leq a_{x_{j}}  \tag{C.61}\\
+\infty & \text { otherwise }
\end{array}\right.
$$

where $a_{x_{j}}$ is the width of the well along $x_{j}$.
This potential is manifestly separable, and thanks to the fact that the potential is infinite at the boundaries, also the boundary conditions are separable. We want to consider the stretching of the ground state, which can be written as:

$$
\begin{equation*}
\psi_{0}(x, y)=\psi_{0}^{(x)}(x) \psi_{0}^{(y)}(y), \tag{C.62}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{0}^{\left(x_{j}\right)}\left(x_{j}\right)=\sqrt{\frac{2}{a_{x_{j}}}} \sin \left(\frac{\pi}{a_{x_{j}}} x_{j}\right) \tag{C.63}
\end{equation*}
$$

whose associated eigenenergies are $E_{0}^{\left(x_{j}\right)}=\frac{\hbar^{2} \pi^{2}}{2 m a_{x_{j}}^{2}}$, so that $E_{0}=E_{0}^{(x)}+E_{0}^{(y)}$. From these expressions one immediately sees that the wave function $\psi_{0}(x, y)$ has zero gradient at the point $\left(\frac{a_{x}}{2}, \frac{a_{y}}{2}\right)$ : we hence insert a potential box of height $E_{0}^{(x)}$ and width $L_{x}$ at the point $x=a_{x} / 2$, and similarly a box of height $E_{0}^{(y)}$ and width $L_{y}$ at point $y=a_{y} / 2$, obtaining the potential shown in the inset of Fig. C.3. This new potential ground state eigenfunction reads:

$$
\begin{equation*}
\psi_{0}^{\left[L_{x}, L_{y}\right]}=\psi_{0}^{(x)\left[L_{x}\right]}(x) \psi_{0}^{(y)\left[L_{y}\right]}(y), \tag{C.64}
\end{equation*}
$$

where now $\psi_{0}^{\left(x_{j}\right)\left[L_{x_{j}}\right]}\left(x_{j}\right)$ is worth:

$$
\psi_{0}^{\left(x_{j}\right)\left[L_{x_{j}}\right]}\left(x_{j}\right)=\frac{1}{\sqrt{N_{x_{j}}}}\left\{\begin{array}{cc}
\sin \left(\frac{\pi}{a_{x_{j}}} x_{j}\right) & \text { for } 0 \leq x_{j} \leq \frac{a_{x_{j}}}{2}  \tag{C.65}\\
1 & \text { for } \frac{a_{x_{j}}}{2} \leq x_{j} \leq \frac{a_{x_{j}}}{2}+L_{x_{j}} \\
\sin \left(\frac{\pi}{a_{x_{j}}}\left(x_{j}-L_{x_{j}}\right)\right) & \text { for } \frac{a_{x_{j}}}{2}+L_{x_{j}} \leq x_{j} \leq a_{x_{j}}+L_{x_{j}}
\end{array}\right.
$$

This leads to the ground state wave function plotted in Fig. C.3, where one has a central region where $\psi_{0}^{\left[L_{x}, L_{y}\right]}(x, y)$ is constant, and four regions where one of the components of the gradient is null. These four regions correspond to the blue and green regions of the inset of Fig. C.3, where only one the kinetic components is absorbed into potential energy.

## C.2. Stretched states of the harmonic oscillator

Here we want to show how to build a stretching potential using the harmonic oscillator as seed. The harmonic oscillator $V(x)=\frac{m \omega^{2}}{2} x^{2}$ is known to have equally spaced eigenvalues $E_{n}=\hbar \omega(n+1 / 2)$ for $n \geq 0$ and associated eigenfunctions:

$$
\begin{equation*}
\psi_{n}(x)=\frac{\left(\frac{m \omega}{\pi \hbar}\right)^{1 / 4}}{\sqrt{2^{n} n!}} H_{n}\left(\frac{m \omega}{\hbar} x\right) \exp \left[-\frac{m \omega x^{2}}{2 \hbar}\right] \tag{C.66}
\end{equation*}
$$

where $H_{n}(x)$ is the $n$-th Hermite polynomial. As for $n$ even the corresponding wave function has a stationary point in $x=0$, we can use the following stretching potential:

$$
V(x)^{[L]}=\left\{\begin{array}{cc}
\frac{m \omega^{2}}{2}\left(x+\frac{L}{2}\right) & \text { for } x \leq-\frac{L}{2},  \tag{C.67}\\
E_{n} & \text { for }|x|<\frac{L}{2}, \\
\frac{m \omega^{2}}{2}\left(x-\frac{L}{2}\right) & \text { for } x \geq \frac{L}{2} .
\end{array} .\right.
$$

We now solve the problem using once again the standard method of solving the Schrödinger equation in each region and then imposing the appropriate boundary conditions. One has that the only square-integrable solution for the region $x \leq-\frac{L}{2}$ (respectively $x \geq \frac{L}{2}$ ) is the parabolic cylinder function $D_{\epsilon-\frac{1}{2}}\left(-\sqrt{2} \xi\left(x+\frac{L}{2}\right)\right.$ ) (resp. $D_{\epsilon-\frac{1}{2}}\left(\sqrt{2} \xi\left(x-\frac{L}{2}\right)\right)$ ), where $\epsilon=\frac{E}{\hbar \omega}$ and $\xi=\sqrt{\frac{m \omega}{\hbar}}$. Once the quantities $\epsilon_{n}=\frac{E_{n}}{\hbar \omega}$, $\gamma=\sqrt{\epsilon_{n}-\epsilon}$ and $\bar{k}=\sqrt{\epsilon-\epsilon_{n}}$ have been introduced, we can write the solutions for


Figure C.3.: Inset: density plot of the stretching potential under examination. Figure: plot of the 2D stretched ground state $\psi_{0}^{\left[L_{x}, L_{y}\right]}(x, y)$ for $a_{x}=a_{y}=1$, $L_{x}=0.3 a_{x}$ and $L_{y}=0.5 a_{y}$. One can observe the flat region at the center, in correspondence of the red region of the inset, where the wave function has a constant value. One can also observe four regions where only one component of the gradient nullifies, corresponding to the blue and green regions of the inset.
$E<E_{n}$, up to a normalization constant, as:

$$
\psi_{n}(x)=\left\{\begin{array}{cc}
\frac{\cosh \left(\sqrt{2} \xi \gamma \frac{L}{2}\right)}{D_{\epsilon-\frac{1}{2}}(0)} D_{\epsilon-\frac{1}{2}}\left(-\sqrt{2} \xi\left(x+\frac{L}{2}\right)\right) & \text { for } x \leq-\frac{L}{2}  \tag{C.68}\\
\cosh (\sqrt{2} \xi \gamma x) & \text { for }|x|<\frac{L}{2} \\
\frac{\cosh \left(\sqrt{2} \xi \gamma \frac{L}{2}\right)}{D_{\epsilon-\frac{1}{2}}(0)} D_{\epsilon-\frac{1}{2}}\left(\sqrt{2} \xi\left(x-\frac{L}{2}\right)\right) & \text { for } x \geq \frac{L}{2}
\end{array}\right.
$$

for the even states, where $\epsilon_{n}$ is determined via:

$$
\begin{equation*}
\frac{D_{\epsilon+\frac{1}{2}}(0)}{D_{\epsilon-\frac{1}{2}}(0)}=-\gamma \tanh \left(\sqrt{2} \xi \gamma \frac{L}{2}\right) . \tag{C.69}
\end{equation*}
$$

As for the odd states we have instead:

$$
\psi_{n}(x)=\left\{\begin{array}{cc}
-\frac{\sinh \left(\sqrt{2} \xi \gamma \frac{L}{2}\right)}{D_{\epsilon-\frac{1}{2}}(0)} D_{\epsilon-\frac{1}{2}}\left(-\sqrt{2} \xi\left(x+\frac{L}{2}\right)\right) & \text { for } x \leq-\frac{L}{2}  \tag{C.70}\\
\sinh (\sqrt{2} \xi \gamma x) & \text { for }|x|<\frac{L}{2} \\
\frac{\sinh \left(\sqrt{2} \xi \gamma \frac{L}{2}\right)}{D_{\epsilon-\frac{1}{2}}(0)} D_{\epsilon-\frac{1}{2}}\left(\sqrt{2} \xi\left(x-\frac{L}{2}\right)\right) & \text { for } x \geq \frac{L}{2}
\end{array}\right.
$$

where the quantization condition reads:

$$
\begin{equation*}
\frac{D_{\epsilon+\frac{1}{2}}(0)}{D_{\epsilon-\frac{1}{2}}(0)}=-\gamma \operatorname{coth}\left(\sqrt{2} \xi \gamma \frac{L}{2}\right) . \tag{C.71}
\end{equation*}
$$

After this we turn to the states with $E>E_{n}$. For the even states the wave-function can be written as:

$$
\psi_{n}(x)=\left\{\begin{array}{cc}
\frac{\cos \left(\sqrt{2} \xi \bar{k} \frac{L}{2}\right)}{D_{\epsilon-\frac{1}{2}}(0)} D_{\epsilon-\frac{1}{2}}\left(-\sqrt{2} \xi\left(x+\frac{L}{2}\right)\right) & \text { for } x \leq-\frac{L}{2}  \tag{C.72}\\
\cos (\sqrt{2} \xi \bar{k} x) & \text { for }|x|<\frac{L}{2} \\
\frac{\cos \left(\sqrt{2} \xi \bar{k} \frac{L}{2}\right)}{D_{\epsilon-\frac{1}{2}}(0)} D_{\epsilon-\frac{1}{2}}\left(\sqrt{2} \xi\left(x-\frac{L}{2}\right)\right) & \text { for } x \geq \frac{L}{2}
\end{array}\right.
$$

while for the odd states one has

$$
\psi_{n}(x)=\left\{\begin{array}{cc}
\frac{-\sin \left(\sqrt{2} \xi \bar{k} \frac{L}{2}\right)}{D_{\epsilon-\frac{1}{2}}(0)} D_{\epsilon-\frac{1}{2}}\left(-\sqrt{2} \xi\left(x+\frac{L}{2}\right)\right) & \text { for } x \leq-\frac{L}{2}  \tag{C.73}\\
\sin (\sqrt{2} \xi \bar{k} x) & \text { for }|x|<\frac{L}{2} \\
\frac{\sin \left(\sqrt{2} \xi \bar{k} \frac{L}{2}\right)}{D_{\epsilon-\frac{1}{2}}(0)} D_{\epsilon-\frac{1}{2}}\left(\sqrt{2} \xi\left(x-\frac{L}{2}\right)\right) & \text { for } x \geq \frac{L}{2}
\end{array}\right.
$$

where the two quantization conditions are:

$$
\begin{gather*}
\frac{D_{\epsilon+\frac{1}{2}}(0)}{D_{\epsilon-\frac{1}{2}}(0)}=\bar{k} \tan \left(\sqrt{2} \xi \gamma \frac{L}{2}\right),  \tag{C.74}\\
\frac{D_{\epsilon+\frac{1}{2}}(0)}{D_{\epsilon-\frac{1}{2}}(0)}=-\bar{k} \cot \left(\sqrt{2} \xi \gamma \frac{L}{2}\right), \tag{C.75}
\end{gather*}
$$



Figure C.4.: Upper panel: plot of the first six energy levels when we stretch the state $n=4$. As $L$ increases, just as for the infinite well, the levels with energy below $E_{4}$ form a doublet structure, while the levels above $E_{4}$ get compressed. Lower panel: plot of the wave functions of the first six levels for the specific choice $L / \xi=0.4$. Inset: a sketch of the potential under examination.
for even and odd states respectively.
We first note that for $E=E_{n}$, both Eqs.(C.69, C.74) are fulfilled, and substituting this value into Eq. (C.68) one obtains the stretched version of $\psi_{n}(x)$. As in the case of the infinite well, we note that the two quantization conditions in Eqs.(C.69, C.71)
become identical in the limit of large $L$, giving rise to a doublet structure shown in Fig. C. 4 for the case the barrier height is $E_{4}$. Finally, also in this case as $L$ becomes large the system approach the free particle limit, so that the states with energy above $E_{n}$ get energetically compressed.

## D. Appendix to Chap. 7

## D.1. Properties of the matrix $K_{y}$

In this section we derive some properties of the matrix $K_{y}$, whose elements are defined as:

$$
\begin{equation*}
\left[K_{y}\right]_{\ell \ell^{\prime}}=\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle . \tag{D.77}
\end{equation*}
$$

In order to do so, we start from the orthonormality relation between the eigenstates of the transverse Hamiltonian $\hat{h}_{y}(\hat{x})$ :

$$
\begin{equation*}
\left\langle\phi_{y}^{(\ell)} \mid \phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle=\delta_{\ell \ell^{\prime}}, \tag{D.78}
\end{equation*}
$$

which derived with respect to $y$ on both sides yelds:

$$
\begin{equation*}
\left[K_{y}\right]_{\ell^{\prime}}=\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle=-\left(\frac{\partial}{\partial y}\left\langle\phi_{y}^{(\ell)}\right|\right)\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle=-\left[K_{y}\right]_{\ell^{\prime} \ell}^{*}, \tag{D.79}
\end{equation*}
$$

from which it follows the anti-hermiticity property $K_{y}=-K_{y}^{\dagger}$.
We also notice that, since the $\left\{\left|\phi_{y}^{(\ell)}\right\rangle ; \ell=0,1,2, \cdots\right\}$ form a complete basis, we have:

$$
\begin{align*}
{\left[K_{y}^{\dagger} K_{y}\right]_{\ell^{\prime}} } & =\sum_{\ell^{\prime \prime}}\left[K_{y}^{\dagger}\right]_{\ell \ell^{\prime \prime}}\left[K_{y}\right]_{\ell^{\prime \prime} \ell^{\prime}}=\sum_{\ell^{\prime \prime}}\left[K_{y}\right]_{\ell^{\prime \prime} \ell}^{*}\left[K_{y}\right]_{\ell^{\prime \prime} \ell^{\prime}} \\
& =\sum_{\ell^{\prime \prime}}\left\langle\phi_{y}^{\left(\ell^{\prime \prime}\right)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{(\ell)}\right\rangle^{*}\left\langle\phi_{y}^{\left(\ell^{\prime \prime}\right)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle \\
& =\sum_{\ell^{\prime \prime}}\left(\frac{\partial}{\partial y}\left\langle\phi_{y}^{(\ell)}\right|\right)\left|\phi_{y}^{\left(\ell^{\prime \prime}\right)}\right\rangle\left\langle\phi_{y}^{\left(\ell^{\prime \prime}\right)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle \\
& =\left(\frac{\partial}{\partial y}\left\langle\phi_{y}^{(\ell)}\right|\right) \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle . \tag{D.80}
\end{align*}
$$

We further observe that the matrix elements $\left[K_{y}\right]_{e e^{\prime}}$ are all real. This observation, together with the anti-Hermitian property, implies that:

$$
\begin{equation*}
\left[K_{y}\right]_{\ell \ell}=0, \quad \forall \ell . \tag{D.81}
\end{equation*}
$$

The reality of the matrix elements follows from the observation that the wave functions in the $x$ representation associated with the eigenstates of $\hat{h}_{y}(\hat{x})$, the $\phi_{y}^{(\ell)}(x)=\left\langle x \mid \phi_{y}^{(\ell)}\right\rangle$,
can always be chosen to be real together with all their derivatives with respect to $y$, i.e.:

$$
\begin{equation*}
\phi_{y}^{(\ell)}(x)=\phi_{y}^{(\ell) *}(x), \quad \frac{\partial^{k}}{\partial y^{k}} \phi_{y}^{(\ell)}(x)=\left(\frac{\partial^{k}}{\partial y^{k}} \phi_{y}^{(\ell)}(x)\right)^{*} . \tag{D.82}
\end{equation*}
$$

Exploiting this last property we have:

$$
\begin{align*}
\left\langle\phi_{y^{\prime}}^{\left(\ell^{\prime}\right)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{(\ell)}\right\rangle & =\int d x \phi_{y^{\prime}}^{\left(\ell^{\prime}\right) *}(x) \frac{\partial}{\partial y} \phi_{y}^{(\ell)}(x)=\int d x \phi_{y^{\prime}}^{(\ell)}(x)\left(\frac{\partial}{\partial y} \phi_{y}^{\left(\ell^{\prime}\right)}(x)\right)^{*} \\
& =\left(\frac{\partial}{\partial y}\left\langle\phi_{y}^{(\ell)}\right|\right)\left|\phi_{y^{\prime}}^{\left(\ell^{\prime}\right)}\right\rangle=\left\langle\phi_{y^{\prime}}^{\left(\ell^{\prime}\right)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{(\ell)}\right\rangle^{*}, \tag{D.83}
\end{align*}
$$

from which, setting $y^{\prime}=y$, Eq. (D.81) follows.
Finally we consider the identity:

$$
\begin{equation*}
\left\langle\phi_{y^{\prime}}^{\left(\ell^{\prime}\right)}\right| \hat{h}_{y}(\hat{x})\left|\phi_{y}^{(\ell)}\right\rangle=E_{y}^{(\ell)}\left\langle\phi_{y^{\prime}}^{\left(\ell^{\prime}\right)} \mid \phi_{y}^{(\ell)}\right\rangle . \tag{D.84}
\end{equation*}
$$

Deriving both sides of the identity with respect to $y$ and setting $y^{\prime}=y$ we get:

$$
\begin{align*}
& \left\langle\phi_{y}^{\left(\ell^{\prime}\right)}\right| \frac{\partial}{\partial y} \hat{h}_{y}(\hat{x})\left|\phi_{y}^{(\ell)}\right\rangle+\left\langle\phi_{y}^{\left(\ell^{\prime}\right)}\right| \hat{h}_{y}(\hat{x}) \frac{\partial}{\partial y}\left|\phi_{y}^{(\ell)}\right\rangle=E_{y}^{(\ell)}\left\langle\phi_{y}^{\left(\ell^{\prime}\right)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{(\ell)}\right\rangle \\
& \Rightarrow\left[K_{y}\right]_{\ell \ell^{\prime}}=\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial}{\partial y}\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle=\frac{\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial}{\partial y} \hat{h}_{y}(\hat{x})\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle}{E_{y}^{\left(\ell^{\prime}\right)}-E_{y}^{(\ell)}} \\
& =\frac{\left\langle\phi_{y}^{(\ell)}\right| \frac{\partial}{\partial y} \hat{V}_{y}(\hat{x})\left|\phi_{y}^{\left(\ell^{\prime}\right)}\right\rangle}{E_{y}^{\left(\ell^{\prime}\right)}-E_{y}^{(\ell)}} . \tag{D.85}
\end{align*}
$$

Equation (D.85) can be used to write the analogous expression for the elements $[\vec{K}(\vec{R})]_{\ell \ell^{\prime}}$ :

$$
\begin{equation*}
[\vec{K}(\vec{R})]_{\ell \ell^{\prime}}=\frac{\left\langle\phi_{\vec{R}}^{(\ell)}\right| \frac{\partial}{\partial \vec{R}} \hat{V}_{\vec{R}}(\hat{x})\left|\phi_{\vec{R}}^{\left(\ell^{\prime}\right)}\right\rangle}{E_{\vec{R}}^{\left(\ell^{\prime}\right)}-E_{\vec{R}}^{(\ell)}} \tag{D.86}
\end{equation*}
$$

where we highlighted the dependence of both the energies and the wave functions on the control parameters.
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