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Abstract. We consider an interacting particle system modeled as a system of N stochastic
differential equations driven by Brownian motions. We prove that the (mollified) empirical process
converges, uniformly in time and space variables, to the solution of the two-dimensional Navier—
Stokes equation written in vorticity form. The proofs follow a semigroup approach.

Key words. moderately interacting particle system, stochastic differential equations, 2d Navier—
Stokes equation, vorticity equation, analytic semigroup

AMS subject classifications. 60H20, 60H10, 60F99

DOI. 10.1137/20M1328993

1. Introduction. The main goal of this paper is to provide a stochastic particle
approximation of the two-dimensional Navier—Stokes equation. Precisely, we consider
the following classical Cauchy problem which describes the evolution of the velocity
field u : Ry x R? — R? of an incompressible fluid with kinematic viscosity coefficient
v > 0: for any (¢,7) € Ry x R?

wu(t,z) = vAu(t,z) — [u(t,z)sV]u(t,z) — Vp(t, z),
(1) div u(t,z) =0,

u(0, ) = u™ (),

where o denotes the standard Euclidean product in R?; the unknown quantities are the
velocity u(t,z) = (ui(t,z),us(t,z)) € R? of the fluid element at time ¢ and position
2 and the pressure p(t,z) € R. Such equations are attracting the attention of a large
scientific community, with a large number of publications in the literature. Since this
system is very famous, we do not comment here on its derivation and rather refer to
the monographs [30] and [31]. For recent developments, see also [20].

The associated (scalar) wvorticity field & = Ojus — douy : R? — R satisfies a
remarkably simple equation of convection-diffusion propagation, namely,

(2) i€ +ueVE = VAE, zeR2t>0.
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The velocity field u(t,z) can be reconstructed from the vorticity distribution £(¢, x)
by the convolution with the Biot-Savart kernel K as

T — 1
(3) ult.a) = (K +€(0) (@) = - | E 29 e, y)dy,

27 Jge |z —y|?

where (z1,72)t := (—2,21). It is well known (see [23, Lemma 1.1]) that there is a
constant cx > 0 such that for any £ € L!(R?) N L>°(R?)

(4) 1K 5 €l < exc ([1€llr + 1€]ILe),

where | - ||L» denotes the usual LP(R?) norm. The proof of (4) simply follows from
expanding the convolution and dividing R? into two parts, the first one containing
the points (z,y), where |y — x| < 1, the second one being its complement.

There is a vast literature on that model: for instance, the Cauchy problem (2)
for an initial datum in L'(R?) (also L' N LP) was studied in [4]. The existence of
solutions of (2) for the case of an initial finite measure was proved in [13] and [19].
Uniqueness in that case is a much more difficult problem; it is shown in [13] that the
solution is unique if the atomic part of the initial vorticity is sufficiently small. This
last restriction has been removed recently in [12]; there, the authors obtain uniqueness
when the initial datum belongs to the space of finite measures.

The question of a particle approximation to the two-dimensional (2d) Navier—
Stokes equation has been already considered in the literature, as recalled in more detail
in section 1.1 below. The aim of this paper is to provide a new rigorous approximation
of the vorticity field £ by stochastic particle systems, stronger than others: contrary
to the previous works where only the empirical measure of the density of particles is
shown to converge, here we also prove that a mollified empirical measure converges
uniformly. More precisely, we consider the N-particle dynamics described, for each
N € N, by the following system of coupled stochastic differential equations in R?: for
anyt=1,..., N,

N
, 1 .
(5) dxN = ( SO (K V) (xN th’N)) dt + /20 dW;,
k=1
where:
e for a given M > 0 chosen ahead (see Theorem 1.3 below), the function F' is
given by

e (w1 AM)V (=M)Y |
(6) £ (332) = ((Z‘QAM)\/(—M)) ’
o {W}, i € N} is a family of independent standard Brownian motions on R?
defined on a filtered probability space (2, F, F, P) ;
e the interaction potential V¥ : R? — R, is continuous and will be specified
later on.
Finally, * stands for the standard convolution product, and A (resp., V) is the usual

notation for the minimum (resp., maximum) of two real numbers.
Now let us define the empirical process of this particle system as

1 N
= NZ(SXZ,N,
i=1
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which is a (scalar) measure-valued process associated with the R%-valued processes
{t — Xl’ }iz1,..N. Above, §, is the delta Dirac measure concentrated at a € R2.
For any test functlon ¢ : R?2 = R, we use the standard notation

<ta = NZ¢ ZN

Our interest lies in the investigation of the dynamical process t — S{¥ in the large
particle limit N — oo.

The dynamics of the empirical measure is determined by the It6 formula, which
reads as follows: for any test function ¢ : R2 — R of class C?, the empirical measure
SN satisfies

(5,6) = (550) + [ (52 P (K0 V 0 5Y)00) s

(7) +V/Ot< ,Ap) ds +—Z/ V(XN Yo dW

Our main result is the uniform convergence (in the space and time variables) of the
mollified empirical measure

N=VN4«8N 2 cR? VN (z —y)dS] (y)
RQ

to the solution of the Navier—Stokes equation written in vorticity form, given below
in Theorem 1.3. Note that this probability measure is more regular than S}V, and its
nicer properties allow us to obtain better convergence results. To prove the latter, we
follow the new approach presented in [7] and then in [9, 8, 29], based on semigroup
theory. Our source of inspiration has been the works of Oelschliager [25] and Jourdain
and Méléard [18], where stochastic approximations of PDEs are investigated. We
assume that the initial vorticity satisfies £ € L}(R?) NL°°(R?), but we believe that
our approach can be adapted for more irregular initial data, for instance when &™
belongs to L!(R?) N LP(R?) with p € (2, 00).

Let us also note that a similar strategy based on a mild formulation for the
empirical measure (not the mollified one) has recently been worked out in [3], where
the authors prove a law of large numbers for weakly interacting particles driven by
independent Brownian motions, under weak assumptions on the initial condition.

1.1. Related works. Rigorous derivations of particle approximations to the 2d
Navier—Stokes equation have already been investigated in the literature. Chorin in
[6] (see also [5]) proposed a heuristic probabilistic algorithm to numerically simu-
late the solution of the Navier—Stokes equation in two dimensions, by approximating
the (scalar) vorticity function, involving cutoff kernels, by random interacting “point
vortices.” The convergence of Chorin’s vortex method was mathematically proved
in 1982, for instance, by Marchioro and Pulvirenti [22], who interpreted the vortex
equation in two dimensions with bounded and integrable initial condition as a general-
ized McKean—Vlasov equation. Simultaneously, several authors obtained convergence
proofs for Chorin’s algorithm; see, for instance, Beale and Majda [2, 1] and Goodman
[14]. Finally, a rate of convergence result was obtained by Long in [21]. Later Méléard
[23, 24] improved the results and showed the convergence in the path space of the em-
pirical measures of the interacting particle system. Fontbona [10] then generalized
that result in dimension d = 3.
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In addition, following the probabilistic interpretation of [22], a series of papers
investigates in detail the propagation of chaos property. In 1987, Osada [26] proved
such a result for an interacting particle system which approximates the solution of the
McKean—Vlasov equation, without cutoff, by an analytical method based on genera-
tors of generalized divergence form, but only for large viscosities and bounded density
initial data. The convergence of empirical measure and propagation of chaos have
then been considered under more general assumptions and with innovative techniques
of entropy and Fisher information by Fournier, Hauray and Mischler [11]. Finally we
mention that recently, Jabin and Wang [17] showed that a mean field approximation
converges to the solution of the Navier—Stokes equation written in vorticity form, and
they are able to obtain quantitative optimal convergence rates for all finite marginal
distributions of particles.

Besides, let us note that Marchioro and Pulvirenti [22] wished to describe a unified
approach for both Navier—Stokes and Euler equations, and for that reason they did
not fully exploit the stochastic nature of the Navier—Stokes equation, which is exactly
what we are doing here. In fact, we strongly exploit the Brownian perturbation of the
system and, therefore, we cannot cover the results obtained for the Euler equation as
in [22].

1.2. Notations and results. Before concluding the introduction, let us state
the main results of this work. We first need to introduce some of our notations, which
are listed below:

e For any measure space (5,3, ), the standard LP(S)-spaces of real-valued
functions with p € [1,00], are provided with their usual norm denoted by
| - le(sy or || - [|lL» whenever the space S will be clear to the reader. With
a little abuse of notation, and as soon as no confusion regarding the space S
arises, we denote by (f, g) the inner product on L?(S) between two functions
f and g. In more general cases, if the functions take values in some space X,
the notation will become LP(S; X). Finally, the norm || - [[Lr(s)-Lr(s) is the
usual operator norm.

e For any ¢ € R;p > 1, and d € N, we denote by H;(Rd) the Bessel potential
space

H(RY) = {u e §'®Y; F7H((1+] )7 Fu)) e LPEY

where Fu denotes the Fourier transform of u. These spaces are endowed with

their norm
2

lullp o= |7 (@ +1- B8 Fu()))|

LP(R4)

Note that
lullg2 = lullierey

and, moreover, for any ¢ < 0, we have (using Plancherel’s identity and the
fact that (14 ]-])% < 1)

el = ([ 1125 Fu() ooy < IFullagay = o -

e Let us now recall the definition of Sobolev—Slobodeckij spaces. Let U be a
general, possibly nonsmooth, open set in R%. Let p > 1. For any positive
integer m we define

W (U) = {f €L2U)5 [fllmp = D D" Fluow) < oo}

ls|>m
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For any € > 0 not an integer, we define

WeP(U) = {few[el*”( )i Ifllep = D Zu }
Js|=[e]

D f(x) = D*f(y)lP N\
ne= ([ [ R )

We observe that: when U = RY and p = 2, the Sobolev space W#2(R%) and
the Bessel space H5(R?) coincide: We2(R?) = H5(R?). Moreover, note that
for any open set U, W%2(U) roughly corresponds to distributions f on U
which are restrictions of some f € H5(R?); see [32], for instance. Also we
recall that H, C WP for any p > 1 and € > 0.

e The space of smooth real-valued functions with compact support in R? is
denoted by C§°(R%). The space of functions of class C* with k € N is denoted
by C*(R9). Finally, the space of bounded functions is denoted by Cj(R?).

Now, let us give our main assumptions: first, we need to be more precise about
the interaction potential V; second, recall that we are interested in the large N
limit of the process t — S, and we therefore need to specify its initial condition,
which is random, and supposed to be “almost chaotic”; see point 4 in Assumption 1.1
below. The expectation with respect to P ib denoted by E. We say that a function
f:R? = Ry is a probability density if [, f(z)dz = 1.

where

Assumption 1.1. We assume that there exists a probability density V : R? — R,
and a parameter 3 € [0, 1], such that
1. for any x € R?, VN (z) = N¥V(NPz) ;
2. Ve (R?) ;
3. there exists p > 2 and % < a < 1 such that, for any g > 0,

N, oN|4 _
(8) ;%%]E[HV * Sy Ha_’p} < 00 ;

4. there exists £ € L(R?)NL°(R?) such that the sequence of measures {S{' } ;
weakly converges to the initial measure £™i(-)dz, as N — oo, in probability.
5. finally, the parameters (8, «, p) satisfy

1 1

(9) 0<ﬁ<4+2a_%<4.
Remark 1.2. In [8] the authors provide sufficient conditions for the validity of (8).
To understand, very roughly, condition (8), think of dimension 1 and 8 = %: if we have
N points on the real line, distributed very regularly, and we convolve (i.e., observe)
them by a smooth kernel VN such that it averages v/N of them, the result of the
convolution is a function which does not oscillate too much; this is opposite to the
case in which the concentration of the kernel Vv is such that it averages only a
very few points, so that the convolution is exposed to the granularity of the sample,
its minor irregularities, and concentrations. Condition (8) quantifies this control on

oscillations.

Some further intuition comes from kernel smoothing algorithms, those which re-
place a histogram by a smooth curve; the histogram is based on a partition of the real
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line and simply counts the relative frequency of a sample in the intervals of the par-
tition, kernel smoothing convolves the sample with a smooth kernel, e.g., a Gaussian
kernel with standard deviation h. If, compared to the cardinality N and distribution
of the sample, the partition is made of too small intervals or h is too small, we see an
histogram or a kernel smoothing function which oscillates very much. This happens
in particular when h is of the order of the distance between nearest neighbor points
in the sample. But if we take A much larger, although very small compared to the full
sample, for instance h ~ N~1/2 (if the points are concentrated in a set of size of order
one), the graph of the curve given by kernel smoothing algorithms is not oscillating
anymore.

Let us emphasize, however, that condition (8) is a joint condition on the size of
the smoothing kernel compared to the cardinality of the sample (the issue stressed in
the previous sentences), but also on the regularity of the sample. If it has extreme
concentrations around some points, the pictures above change, oscillations may re-
appear.

In all what follows we fix a time horizon T > 0.

THEOREM 1.3. We assume Assumption 1.1 and we consider the particle system
(5) with the parameter M which satisfies

(10) M > ek (14 [|€™ L),

where cx has been defined in (4).
Then, for every n € (%,a), the sequence of processes {t — gl = VN x SN} yen
converges in probability with respect to the
e weak topology of L*([0,T] ; H%(R?)),
e strong topology of C([0,T] ; W["P(R?)),

as N — 00, to the unique weak solution of the partial differential equation (PDE)

(11) O, + div(¢(K x€)) = vAE,
£(0,2) = ™ (), reR2t>0.

Namely, for any real-valued test function ¢ € C§°(R?) and any t > 0, it holds that

(12) (£(t, ). 8) = (67, 6) + / (E(5,), (K *€)(s,-)oV) ds + v / (€(5.), AgY ds.

Remark 1.4. Note that the limiting PDE (11) does not depend on the value of

the parameter 8 € (0, m)

Remark 1.5. The previous result implies, by the Sobolev embedding theorem (see
[32, section 2] for instance), the strong convergence in C'([0, 7] x K) for every compact
set K C R%

Here is an outline of the paper: we start in section 2 with an exposition of the
strategy to prove Theorem 1.3. We will prove the technical estimates in section 3. We
chose to investigate in detail the case where £ is a probability density, in particular,
is nonnegative and then, in Appendix A, we show that the same result holds in the
general case ¢ € L1 (R?) N L>°(R?), without assumptions on the sign and the value
of [ £l (1) dx, by a simple decoupling argument. Finally, covering the importance
and geometrical interpretation of the uniform convergence of the mollified empirical
measure, we have included a short discussion in Appendix B. In particular, the uniform
convergence does not follow from the weak convergence of the empirical measure.
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2. Strategy of the proof of Theorem 1.3. There are three main steps to
deriving the convergence result stated in Theorem 1.3:
1. First, we write the mild formulation of the identity satisfied by

(13) gt (x) = (VN % 87)(2) = - VN (z —y)dSY (y);
see section 2.2. We will obtain a “closed” inequality (note that g’V already
appears in the right-hand side of (7)), and then prove two uniform bounds;
see Propositions 2.1 and 2.2. To that aim we will use two main properties
of the function F: first F' is Lipschitz continuous, and second it is bounded;
precisely |F(z) — F(y)| < |z — y| and || Fll 2y < M.
2. Then we apply compacteness arguments and Sobolev embeddings to have
subsequences which converge so as to pass to the limit; see sections 2.3, 2.4,
and 2.6.
3. Finally, we are able to conclude the proof since the solution to the limiting
PDE (11) is unique, as is proved in section 2.5.
The support of a function f is denoted by Suppf. When a constant C' will depend
on some parameter, say «, this will be highlighted in its index by C,,, but the constant
may change from line to line.

2.1. Analytic semigroup. Let us first introduce the operator
A:D(A) C LP(R?) — LP(RY)

defined as Af = vAf. It is the infinitesimal generator of an analytic semigroup (the
heat semigroup) in LP(R?) (see, for instance, [27]). We denote this semigroup by
{et4, t > 0}, which is simply given by
1 vz
(/) (x) = / e WO () dy, e LPRY).
Re (4umt)

Moreover, denoting by I the identity operator, we know that, for any ¢ € R, the
domain of the operator (I — A)%/? is given by

D((1—A)7?) = Hy(RY)
with equivalent norms, where (I — A)E/ % is the Bessel potential operator given by

(1= A f=FY(1+]-1%)% Ff(-)). Recall also from [27] that, for every ¢ > 0 and
T >0, and p > 1, there is a constant C. 1, > 0 such that, for any ¢ € (0, T7,

C

e tA e, T,v,p

(14) H (I - A) € ||]LPH1LP < te '

We are now ready to prove Theorem 1.3; therefore from now on the dimension is
d=2.

2.2. The equation for VN*S,{V in mild form. We want to deduce an identity
for gV (z) from (7). For every = € R? take, in identity (7), the test function ¢, (y) =
VN (z —y). We get (recall the definition (13) of g/V)

giV<x>=géV<w>+/0 (SN, F(K  g) s VVN (2 — ) ds

¢ Vor & [t : :
N N ,NY o 7
(15) + V/o Agy' (z)ds + N ;_1 /0 VVY (z = XPN) e dW?.
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In the following, let us write for the sake of clarity,
(SN F(K % gY) e YV (2 — 1) ) = (va « (F(K * g)s) ) ()

and similarly for analogous expressions. Hence we can write (using the same idea as
in [7])

¢
gV = et —l—/ elt=9)4 (VVN s (F(K % gY)SY)) ds
0

N t
YIS [ 8 (90 (= X)) e
i=170

s)A

By inspection of the convolution explicit formula for e*=*)4 one can see that

e(t—s)Avf — Ve(t—s)Af7

and then one can use the semigroup property, so as to write
gV =gl + /Vets VN * (F (K*géV)Sév))ds

2v -5 i i
(16) + N;/o I (VYN (= XPN)) e W

Recall that three parameters p > 2, a € (2 1) and 8 are fixed from Assumption
1.1 for the rest of the paper. From now on every constant C'y which depends on some
parameter A may also depend on the three parameters «, p, 3: we decide to withdraw
them from the notation in order not to burden the paper. In the following we will
prove two important bounds:

PROPOSITION 2.1. We assume Assumption 1.1. Let ¢ > 2. Then there exists a
positive constant Cp a.u,q such that, for all t € (0,T] and N € N, it holds:

(17) E [H(I A)°7? N’

PROPOSITION 2.2. We assume Assumption 1.1. Let v € (0, %) and ¢’ > 2. There
exists a positive constant Cr ar,u,q Such that, for any N € N, it holds that

} < Cr Mg
Lr(R2)

THg —9Ys ||q22
| [ et

The proofs of Propositions 2.1 and 2.2 are postponed to sections 3.1 and 3.2,
respectively.

(18) <COrmug-

2.3. Criterion of compactness. In this subsection we follow the arguments
of [8, Section 3.1]. We start by constructing a space on which the sequence of the
probability laws of g% is tight.

We exploit Corollary 9 of Simon [28], using as far as possible the notations of that
paper. Given a ball Br C R?, taken o > % (as in Theorem 1.3), and % <n<a,we
consider the space

X =W*P(Bg), B:=W"P(Bg), Y :=W *Bg).
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One can check that X C B C Y, with compact dense embedding. Moreover, we have
the interpolation inequality: for any f € X

Ifls < CrIFIX? IFIY
with

g.— 21

(19) =5

Now taking, in the notations of [28, Corollary 9], so := 0, s; := v € (0,3), and
choosing ¢, q" > 2 such that
1-6 0
(20) s1¢ =~vq > 1 and 59 =051 =0y > ——+ —,
q q
then the corollary tells us that the space L([0,T] ; X)NW™4 ([0, T] ; Y) is relatively
compact in C([0,T]; B).
Therefore, for any v € (0, %), for the parameter a > % given by point 3 of
Assumption 1.1, and for ¢, ¢ > 2 which satisfy (20), we now consider the space

Do = L7(0,7); Hy) nW ([0, 7] Hy?).

We use the Fréchet topology on C([0,7]; W'P(IR?)) defined as

d ) = 3 27" (1 - )" 2 >a
(f,9) HZ::I (/\t:[%%]H(f D s,

where A denotes the infimum. From the above, we conclude that %)y is compactly
embedded into C([0,T] ; WP) for any % < n < a. Finally, let us denote by L2

loc
the spaces L2 endowed with the weak topology. We obtain that %)y is compactly
embedded into
(21) 9 :=L2([0,7] ; HY) N C([0,T] ; WP).

loc

Note that
C([0,7]; Wige) < €((0,T]; C(D))

for every regular bounded domain D C R2.
Let us now go back to the sequence of processes {g” } 5 for which we have proved
several estimates. The Chebyshev inequality ensures that

E[|lg™ |2
P(1s 3, > F) < 02 ]

< 7 for any R > 0.

Thus by Propositions 2.1 and 2.2 (since ¢, ¢’ > 2), we obtain
p(loV|° >R) <S¢ R>0,NeN
(Hg H@o > R) < = orany R>0,N € N.
The process t € [0,T] ~ gi¥ defines a probability Py on ). Fix ¢ > 0. The last
inequality implies that there exists a bounded set B, € 9o such that Py (B:) <1—¢

for all N and, therefore, from the previous argument, there exists a compact set
K. C 9 such that Py(K.) <1—e.
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Finally, denoting by {L"} yen the laws of the processes {g™¥ } yen on 9)o, we have
proved that {L" } yen is tight in 9), hence relatively compact, by Prohorov’s theorem.
From every subsequence of {L"}yey it is possible to extract a further subsequence
which converges to a probability measure L on ). Moreover by a theorem of Skorokhod

(see [16, Theorem 2.7]), we are allowed, eventually after choosing a suitable probability
space where all our random variables can be defined, to assume

(22) gV = £ inQ, a.s.,

where the law of ¢ is L.

2.4. Passing to the limit. Next step is to characterize the limit. First, recall
formula (15), which reads
t
o (@) =g @)+ [ (SYFU gy VY (o ) ds
0

t
y/ AgN (z ds+—Z/ VN (2 — XEN) o dWL
0

Taking a test function ¢ : R? — R we have

(o, 6) = (a0 /< F(K +gY)e (VY %)) ds
N @ AN N, iNY o i
(23) +y/o (gN, A¢) ds + N ;/0 VN % ¢) (X0N) o dWL.

It is clear from (22) that
(24) (9¢" ,¢> — (&9, (90" 7¢>> <fml ),

and also that

1oL [t
— N LNY o JTI
EUNX_;/O VY 5 ¢) (X0N) o dW]

(25)

2] - ]\;i/otEUV(VNw) (x2) [ as

2 2
oo O.
CIVolE ——

IN

We now claim that

¢ ¢
(26) lim_ ; (SN, F(Kxgl)eV(VNxg)) ds = /0 N &(s,x)F(K+€)eVo(x) dxds.
Proof of (26). First, we observe that Hg HIL1 =1 and g¢" is uniformly bounded
in L2([0, 7] ; H7) for any 1 > ]; Then by the Sobolev embedding theorem (see [32,
section 2.8.1]), we have that ¢g" is uniformly bounded in L?([0,7] ; Cy(R)).
By interpolation we also know that g € L2([0, 7] ; L%(R?)) for any a € [1, +o0],
and there is a constant Cg > 0 such that

(27) ‘ . < CKHgtN

s

with % = % — % and 1 < b < 2. The kernel K is singular, of Calderon—Zygmund type.
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Hence, there exists a constant C' > 0 such that, for any a € (1, +00),
(28) V(K * g)||p. < Cllgt’

Lo
Let us introduce fV = K x g". By the Sobolev embedding theorem, estimates (27)
and (28) imply that, for any 7 > 0 (take 77 = 1 — 2 with a > 2),

N
I ||]L2([O,T] ; C7(R2)) ¢

Now, let x : R? — [0,1] € C§° be a cutoff function, such that
0<x(x)<1 and x(x) =11if |z| < 1.

Let x =1 — x. We can decompose
(K * (9" =€) ()
= [ WKW -9 —ndi+ [ 3= K- -

]RQ
We observe that x(-)K(-) € L¢(R?) with ¢ < 2, and Y(z — -)K (2 — -) € L%(R?) with
d > 2. Since gV is uniformly bounded in L2([0,7] ; L%(R?)) for all a € [1,+oc] we
obtain that K * g/ converges to K * &.
Finally, we can bound as follows:

(SN (K < g2)e VN 56)) = (6 (K + ) T (VY 5 0))|

< sup [F(K g2 )e V(VY 5 9)(2) — (F(K +gY)e (VY 56)) « V) ()],

zER?
Let us control the last term, using the facts that
e V is a density (denoted below by ([V =1));
e F' is Lipschitz and bounded (denoted below by (F € LipNL™>));
e V is compactly supported (denoted below by (V is c¢.s.));
e and ¢ is compactly supported and smooth,
as follows (the norm | - || below is the Euclidean norm on R?): for any = € R?,

F(K 5 gY) (@)e TV 5 0)(@) = (F(K % g¥)e TV %6)) 5 VY) (@)

T v [V i@ | P g @) - R e - )
R

i

+ [ V) [P0 s 0)@) =V x0) (@ = ) | 1€« ) o)

(FeLipNL™)
<

¢ [ v V0N co@) £ @ - ¥ @ - #)jdy
R2
+ 7 L Velaldy

Wises) ¢ || (@) = 1)
- Nﬁﬁ z,yeK Hm—yHﬁ

C
57 | V@l

/ V)l dy
R?
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where K C R? is a compact set. Therefore we have obtained

C
[PUS gY@+ VY 5 0)(@) - (FU + g+ VY ) 5 V) (0)] <
where the constant C' depends on || f]|ca(gz). Thus,
t
lim <S§,F(K*gév) -V(VN*¢)> ds
N—oc0 0
"IN N N
= Jim_ | (oY (K Y )e V(VY ) ds
t
= lim / / gN(2)F(K * gN)(z)e V(VY x ¢) () dads
N —o00 0 R2

/ £(s,2) F(K % €(s,))(x)s Vo(x) dads,
0 R2

where in the last equality we used that g)¥ — ¢ strongly in L% ([0,77] ; C(R?)). We
have proved (26).

Therefore from (23), (24), (25), and (26), we conclude that the limit point £ is
then a weak solution to the PDE

(29) Q& +div(E F(K €)) = vAE,  &|,_, = &™.

Note that there is one more step to recover (44) in Theorem 1.3, which will be achieved
in section 2.7 below. Before that, we need to prove that the solution to (11) is unique.

2.5. Uniqueness of the solution.

THEOREM 2.3. We assume that €™ € L' N1L>°(R?). Then there is at most one
weak solution of (11) which belongs to L2([0,T] ; L' NL>°(R?)).

Proof. For any function u : [0,7] x R? — R we introduce the notation

llpimpee = [lult; )l + [Jult, )l

Let £1, €2 be two weak solutions of (11) with the same initial condition & which
satisfies ¢ € L' NIL>°(R?). By hypothesis, from [4], ¢, &2 € L2([0,T] ; L°°).

Let {h.}. be a family of standard symmetric mollifiers on R?. For any ¢ > 0 and
x € R? we can use h.(z — -) as a test function in (12). Therefore we set £i(t,x) =
(€i(t,-) * he)(z) for i = 1,2. Then we have, for any (t,z) € [0,T] x R2,

fé(t,x) = ({ini * he)(x) + V/O Afé(s,x) ds + /0 ((Vhe- F(K % £Y) % fi)(s,x) ds.

Writing this identity in mild form we obtain (writing with a little abuse of notation
€% (t) for the function £ (¢,-) and &(t) for e*4)

EL(t) = S(t)e (€™ xhe) + /0 S(t—s)e (Vhes F(K % ")) * &) (s)ds.

The function X = &' — £2 satisfies

he x X (1) = /Ot Ve(t — s)-<h8 * (F(K + Ve P(K 52)52)) ds.
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Thus we obtain

nm*XmmwéﬂwVWtsﬁ@ﬁ(”K*FWF“”fﬁﬁw ds.

Loo

Therefore, there is a constant C,, > 0 such that

he % (F(K +€)e — F(K 52)52) H ds.

Lo

t
C,
MﬂX@Wmﬁ/ .
0 (t—8)2

Taking the limit as € — 0 we arrive at
t

Cy

X < [ 2

o (t—s)2

With similar arguments we have the same estimate in the L'-norm as follows:

t C’
X < [

o (t—s)?

‘F(K +€)¢ — F(K 52)52HLM ds.

‘F(K +£)¢r — F(K 52)§2HL1 ds.

By an easy calculation we have

|wwmwg/ Gy

F([XPE € + 62 (F(K 5 €)= F(E )|, ) ds
0 (t—s)2

g g [P
<O [ R X ds Oy [ (X 4 X

t |l 2
<o, [ Moo * Whocsn sy
0 (t—s)2

On the other hand, in a similar way we have

X ()|l < C;/O (t_ls);<HXF(K £ €|+ |€2(F(K % €') — F(K * €2)) H]Ll) ds

1€ e+ 1
scp [ EaE s (. + [ )

Therefore we have, for a constant C!/ > 0, that

L 1€ e
(t—9)}

By Gronwall’s lemma we conclude X = 0. ]

t |1
[X () llrpre < CL'/ €7 [ X (s) I ds.
0

2.6. Convergence in probability.
COROLLARY 2.4. The sequence {g"™ }nen converges in probability to €.

Proof. We denote the joint law of (g%, gM) by v . Similarly to the proof of
tightness for gV (section 2.3) we have that the family {v""™} is tight in 9 x 2), where
2 has been defined in (21).

Let us take any subsequence v By Prohorov’s theorem, it is relatively
weakly compact hence it contains a weakly convergent subsequence. Without loss of

Ny, My,
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generality we may assume that the original sequence {vV'M} itself converges weakly to
ameasure v. According to the Skorokhod immersion theorem, we infer the existence of
a probability space (ﬁ, F, ?) with a sequence of random variables (g%V, ) converging
almost surely in ) x ) to random variable (4, ) and the laws of (gV,g™) and (a, )
under P coincide with »™'™ and v, respectively.

Analogously, it can be applied to both g~ and g™ in order to show that @ and
@ are two solutions of the PDE (11). By Theorem 2.3, which gives the uniqueness of
the solution, we have @ = 4. Therefore

v((@,y) eYxY;z=y)=Pla=1u) =1

Now, we have all in hand to apply Gyongy—Krylov’s characterization of convergence
in probability, which is written as follows.

LEMMA 2.5 (Gyongy—Krylov [15]). Let {X,} be a sequence of random elements
in a Polish space U equipped with the Borel o-algebra. Then X,, converges in probabil-
ity to a Y-valued random element if and only if for each pair (X, X.,,) of subsequences,
there exists a subsequence {vi} given by

vk = (Xek)y, Xm(k))s
converging weakly to a random element v(x,y) supported on the diagonal set
{(z,y) € T x U : 2=y}
This lemma implies that the original sequence defined on the initial probability

space converges in probability in the topology of %) to a random variable pu. 0

2.7. Conclusion. Let £(¢,x) be the unique solution of the vorticity equation
(11) with initial condition ¢™ € L N L!'(R?). From [4] we have [|¢]|co < [|€™]|oo-
Then, by definition of the Biot—Savart kernel K, there is a positive constant cx (given
by (4)) such that

1 % Elloe < exc(1+ 11E™|oo)-

Therefore if we take M > cx(1+(|¢™ &), we conclude that £(¢,x) coincides with the
unique solution of (29), which is satisfied by the limit point of the sequence {g"'}.

3. Technical proofs. In this last section we prove Propositions 2.1 and 2.2.

3.1. Proof of Proposition 2.1. Let us prove the first estimate on g’V given in
Proposition 2.1, namely, (17). Let g > 2.

Step 1. From (16) after a multiplication by (I—A)®/? and by triangular inequality
we have

(30) ||x—2)*2gY|

< ||a— a7 engy

Lr(R2) LP(R2)
t
(31) +/ I- A)a/2 Velt=s)4 (VN * (F(K * géV)SéV))‘ . )ds
0 P (R?
N t
(32) + H v2v Z/ (I— A2 velt=94 (VN (.= XINY)) aw!
N . 0 ]LP(RZ)

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 01/13/21 to 192.167.204.125. Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

UNIFORM APPROXIMATION OF 2d NAVIER-STOKES EQUATION 5353

We denote H := LP(R?). Then

= a2y

< |- Ay etgh|

La(Q,H)
t

+/ H(IfA)‘J“/2 Vet =4 (VN « (F(K*giv)Siv))‘
0

e

La(Q,H)

ds
La(Q,H)

t
(I— A2 welt=A (VN (- — XENY) aw?

La(2,H)

Step 2. The first term (30) can be estimated by

1= a)2/2etgh|

< |1 = A)2/2 gl
Lq(Q,H)_H( )" 90

La(Q,H) —

The boundedness of g{¥ follows from Assumption 1.1, item 3.
Step 3. Let us come to the second term (31):

t
/O H (I . A)a/Q ve(tfs)A (VN * (F(K*giv)sgv)) ||1L‘1(Q,H)ds

<o [ (-,
X [V (F(K % 92)SY) [l H>}d5
We have

—s CV»
H (I- A)(H_a)/z el )A||LP~>]L” < (t— s)(lT-ira)/Q'

On the other hand, for any z € R?,
| (VP (F(K % 9)S5)) (@) | < [F(K 59| [V S (2) | < Mg (@) ]
Hence,

[V s (F(K * g))SY) H]L‘I Q,H) S MHQQIHM(Q,H) <Cull@- A2 g Hm(sz,H)'

To summarize, we have proved

[

ds

1 A)a/z Velt—9)4 (VN * (F(K * gi-v)S;V))‘ La(,H)

ds.

t
<, ;o) (1Ha)/2 H I— A2 N
< o [ (=9 (SR

This bounds the second term. Recall that o < 1 therefore (t—s)~(1+%)/2 is integrable.
Step 4. The estimate of the third term (32) is quite tricky and we postpone it to
Lemma 3.1 below; see (33). Collecting the three bounds together, we get

ds.

1 A2 gN
H( ) La(Q,H)

t
< Cpr+Cy t—s) 21— a)/2 g
oy < CartContr [ (=512 1= a2 ]

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 01/13/21 to 192.167.204.125. Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

5354 F. FLANDOLI, C. OLIVERA, AND M. SIMON
We may apply Gronwall’s Lemma we deduce

< Cyr,Mups

I_Aoc/Q N‘
H( )"0 La(Q,H)

and Proposition 2.1 follows.

LEMMA 3.1. We assume Assumption 1.1. Let ¢ > 2. Then there exists a constant
Cq1 > 0 such that for all t € [0,T],

q
< Cq,T~

N t
Hl Z/ (I— A velt=24 (VN (.= XINY)) aw}
N Lo(Q.Lr (R?))

Proof. From Sobolev embeddings we have

N t q
|33 [ et (v - xi) aw
i=170

La(Q,LP (R?))

q

N ot
1 a=2 —s i i
CHN > / (I— AT 2 gelt=4 (YN (. XENY) qw]

]Lq(QJLz(Rz)).
From the Burkholder-Davis—Gundy inequality (see [33] for instance) we obtain

q

N t 5 . .
Hzlv Z (I A2 el (v (= XEN)) aw]

La(Q,L2 (R?))

(1+a— )/2 Velt—5)A (VN ( _ X;‘,N))

2 q/2
) |

<, E[

s
L2 (R2)
Moreover, we can estimate
2
(1+a**)/2 t—s)A (17N i, N
NQ/RZ/‘ Velt=)4 (VN (. — xi )))(m)’ dsda

2
_ = [— A)AFTa=3)/2 g t—s)Ay N
N/o H( ) € L2(R2)

ds

A)—é/z Yelt—5)4 (I—A)(H_a_ +5)/2 N‘

L2(R2)
VN
<% / T IV s e
(34) <Crs Nﬁ(2+26+20¢+2—%)—1.
Therefore (34) is bounded by some constant C, r if we take § < Mﬁ’ 0 close
enough to zero. This provides the bound of the lemma. ' O

3.2. Proof of Proposition 2.2. Let us now prove the second estimate on gV
given in Proposition 2.2, namely, (18). Let ¢’ > 2. In this proof we use the fact that
L?(R?) C H;? with continuous embedding, and that the linear operator A is bounded
from L?(R?) to H, 2.
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Let us first recall that, from interpolation, from Proposition 2.1 and using the
fact that [|g{" [|L:(r2) = 1, we have: for any 6 € (0, 1),

@) Elllal.] <E[la 0y laN o | <=[llallos] < c

We then observe that

N (@) — gV (@) = / (SN (K % F(g))) VVN (z — )y dr + v / Agh (z)dr

P Y2 / v (V) (@ — X2 W,

Therefore we have

E[llg¥ (2) - ()| )

(36) <=9 [ R[S R g) 9V - )
(37) -3 [ B[ lag @I, ] o

\/% 1, 7 ql
(38) [H Z/ vV (VY (z— X2N) aw; _272].

To estimate the first term (36) we observe first that
B[ (2, F( 5 g2) WV (2= ) |7, ] = B[ [ VSN (I 5 g2« V|7, |
<E[[|(SVF(I ¥y« V|7 L]
(39) < OnE[ |6 [f2ge | < C-

Moreover, for the second term (37) we write

(40) E[1a0N],5] < CE[ 10Xl g | < o
from (35). Finally we bound the last term (38):

1 Lt ‘ e
E[HZ/ V(Y (x— X)) aw; }
N i=1"% —2,2
t

1 N
S Cq’]E |:]\72
i=1

q'/2
dT]

x,

and we observe that

w5/

. 5>NHvNH_LQ <(t- s)%HVNHéz < ONPV(t— ) < Ot —5).

V() (o - XV | arde

In order to conclude the lemma, we need to divide (36)-(38) by |t —s|**%7. From the
previous estimates, we always get a term of the form |t — s|® with & < 1 (using the
assumption v < 1).
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Appendix A. More general initial data. Assume that the initial vorticity
£ has variable sign. Define

1n1 = 511’11 vV O 5211 = (7§ini) Vv 0
and

Iy = /gi_fi (z)dz >0

(they are finite, since we assume &M € 1), Let {Xé’i}ieN be a double sequence of
random variables in R? such that, for the empirical measures

SN Iy
= E (5X7j:
one has, for some o > %, for any ¢ > 0,

N+
(41) ]%%%E {HVN * S Hi’p} < oo

and the two sequences of measures {S(])V + } Nen weakly converge to the initial measures
&Pi(-)dx, as N — oo, in probability, i.e.,

(42) S — ¢Pi()dz  in probability.

Consider the system of PDEs, given for z € R%,¢ > 0, by

e +u e VET = VALY,
KE +ueVE =vALT,
u=Kx (" -¢7),
Etli—o = &5, im0 =¢& -

(43)

It is not difficult to prove the same results of existence and uniqueness as the ones
obtained for the usual Navier—Stokes equations

(44) O+ u e VE =VAE, reR2t>0.

Moreover, if (£7,£7) is a solution of the system, then & = €T — £~ is a solution of
(44); if £ is a solution of (44) and £V is a solution of the first equation of the system,
with u = K x 5, then 5_ = ¢ — £ is a solution of the second equation of the system,
and u = K * SE ) holds. In this sense the system and (44) are equivalent.

Let {W,/* }ien be a family of mdependent R2-valued Brownian motions, defined
on the same probability space as { X’ }zeN and independent of them. Given N € N,
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consider particles with positions {XZ ’N’i}ieN satisfying

N
dXZ,NrF ( Z K * VN Xl N,+ th7N’+)
k:

2 \

N
Z K+« VN)(xpNV - Xf“‘)) dt
k=1

+ V20 dW) T,

2

i 1 )
ax;N = F(F+ ¥ Z(K « V) (XN - x0T
k

N
NZ (K« VN (XN = Xf’N’)) dt
k

+ V2w dW)

with initial conditions {Xé’i}ieN. Consider the associated empirical measures

T N

N+ 1+

S, = E (SX:-,i
i=1

and empirical densities
N+ N+
g T = VN« 80T,

THEOREM A.l. Assume on V, B, «, p, the same conditions of Assumptwn 1.1
and in addition assume (41) and ( 2). Consider the particle system {X\=};en with
the parameter M which satisfies

(45) M > cx (14 [1€7lue) -

Then, for every n € (%,a), the sequence of processes {gtN’Jr,gtN’f} converges in prob-
ability with respect to the

e weak topology of (L% (0,77 ; H%(R?)) )2

e strong topology of (C ([0, 7] ; W'Z(R?)) )
as N — oo, to the unique weak solution of the PDE system (43) and thus giv"" —giv’_
converges, in the same topologies, to the unique weak solution of the PDE (44).

We do not repeat the full proof in this case but only sketch the main points. The
empirical measures satisfy

¢
<StN’+,¢> = <S’év’+,gb>+/0 (SN F (K« VN« ST — K s VN« SN7) e V) ds

t Voar XLt , ,
N+ WNAY o JT6 T
V/o (S, Ag)ds + ;/0 Vo(XENT) o dW?
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and

t
<StN,77¢> = <Sév’7,¢>+/ <S‘§V’7,F(K*VN*S§V’+ —K*VN*S;V’f) °V¢>d5

+u/ (SN, Ag) ds +—Z/ V(XY e dWi—
0
and the empirical densities satisfy
t
g (@) = go (=) +/O (SN F(K + gl " = Kxgl™) « VVN (- -)) ds
t . .
+ V/ AgNt(x)ds —|— — / VVY (2 — XENH) eqit
0

and

gfvf(:r) fgo / <SN ,F( K*g K*gév’f) AVATEM (x— ~)>ds

+ U/ AgN T (z)ds 4+ Z/ VVN — X;’N’_) o dWi™
which in mild form are

t
gt =etAgt +/ Vel =4 (VN s (F(K # gt — K # g 7)SN1)) ds
0

N t
SIS [ () s
i=1
and

t
7 = A [T (s (RO g K g SN ))
0

t
et (VYN (= XENT)) edWwi .

The proof of the estimate

[H A)2 N

} <O Mg

LP(R2)

(and similarly for giv ') is similar to the case of a single sign (Proposition 2.1): pre-
cisely, the estimates on

|- a7 etagyr

Lr (RP)

and on

t
¥ A (X
0

Lr(R2)
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are obviously the same. But the middle term can also be studied in the same way:
one has

|(VN * (F (K*gé\“r —K*giv’*) Sf’*)) (:C)|
S g2 — Ko ) [V o 52 ()] < M [0 ()

and the same conclusion follows, using Gronwall’s Lemma.
Moreover, in the proof of

T||9N+ g ||”
[ ]

(and similarly for g, N-7) the only part which a priori may change is

E[ (S F(K « g+ — K g7) VY (= )|, ]
= E[|[V(SN TR gt — K g x VY7, ]
B [[| S R(I g — K g ) v
< cuE [|lo¥[I12] < ¢

so in fact this part remains the same. Then one can apply the same arguments used
for tightness (see section 2.3).

In the passage to the limit (section 2.4), the arguments are similar. We use the
weak formulation

(o 0) = () + [ (S35 P gl = K5 g2) + WY £ ) ds

+u/ (gt Ag) (x)ds +—Z/ VN ) (XPNT) edWit,
0

where ¢ is a smooth test function with compact support. The only difficult step is
proving that

t
lim <S£V’+,F(K*gév’+ — K*gﬁ,v’_) -V(VN *¢)>d$

N—oo /g

:/t et (@@F(K*(f+ (s,z) — &~ (8,$))> * Vo (x)ds
o JRr2

The proof is analogous to the case of a single sign; let us recall the main steps.
After application of Skorohod’s theorem, due to the a.s. convergence of gV'* to £+ in
L2 ([0,7]; HY) and called fX: + .= K x gN'* | thanks to the properties of the Biot—
Savart operator we get that (a.s.) fNE converge to K * ¢+ in L2 ([0, 7] ; LP) and,
moreover, fN* are (a.s.) bounded in L2 ([0,7]; C7). The last property is used to
prove that

[FUYH = 12 7) @) « VY 5 6) (@)
— (FUNH = 7)o« 9N 56)) 5 VN ()| < C/NTP,

From this the other steps are easier and equal to the one-sign case.
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Appendix B. Uniform convergence. All past papers dealing with particle
approximation of 2d Navier—Stokes equations prove weak convergence of the empir-
ical measures S}¥ to the probability law &dxz. The novelty here is that we prove a
stronger convergence, namely, the convergence in suitable function spaces of the molli-
fied empirical measure g := V¥ x SN. Consider for instance the property of uniform
convergence in space on compact sets (L2 in time). It is not possible to deduce this
result from the weak convergence S — &dz (see below). If one only knows that
SN — &dx, and one considers a classical kernel smoothing algorithm 6., * S}V to
approximate the profile & by means of S}, it is not clear how to choose 6., in such
a way so as to have uniform convergence of 6., * SV to &. The method described in
this paper indicates a strategy for a better particle approximation of solutions to 2d
Navier—Stokes equations.

Let us understand more closely the strength of the uniform convergence. It is
a strong indication that the particles are distributed quite uniformly in space, they
do not have too much concentration or aggregation. Let us make this remark more
quantitative.

ProOPOSITION B.1. Assume that the probability density V' has the property
h]‘[f'r‘,r]2 S V
for some constants h,r > 0. Assume that for some (t,w, R) we have

sup g1 (x) < C.

lz|<R
Then
; r r 12 C
46 sup Carddi=1,....N; XN e[z - L 7} < ZN1-28,
(46) xu<pR r {z : T = B I+NB <7
x| <
Proof. The result simply follows from the inequalities
AN?P1 . . <VN
[7 NB ’W}
and thus
. i.N 2
Card{Z:l,...,N:Xt’ E[zfﬁ,erﬁ] } N
h Nl,Q,@ < Gt (x) . 0
Let us give a heuristic interpretation of the previous result.
First consider the case of points XZ’N geometrically uniform in [f%, %]2: we
consider a uniform grid in [—1, ] ? of side length ﬁ, hence, with (roughly) N grid
points, and we put one particle per grid point.

In a box [z — 7,7 + #]2 c [-3, %]2 we have (approximatively)

2r \ 2
NZ_ ) = 4p2N17%
Niz

points. This is exactly estimate (46).

Now, let us break this uniformity. Divide [—%, %} ? into two sets:

1
" N1/2

11

e
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Call X/ the first N — N'=8 particles, X/ the last N'=7 ones. Put the N — N1=8
particles X} in the grid points of ¢, no more than one particle per grid point. Put
the N'=# particles X/ into Qo = [0, #]2, which is contained in @ (for large N),
being that g < i.

Then, all cubes Q, := [x - N5 T+ #]2 C Q€ contain, as above, at most
4r2N1=28 particles. But Qg contains N'=# particles, much more than 4r2N1—28

for large N. This is an example of a configuration which does not fulfill estimate (46).
For such a configuration, however, we still have

<S1£vv¢> — <£t7¢)>

for all continuous bounded ¢. Let us only check that this is true for ¢ = 1 when O
is an open set (it is not continuous but it is a good heuristic indication). We have

(SN, 8) = (S), 1ong) + (S, 1ong:) < (S, 1) + (Y. 1onge)
L -5 _
NNN +|O|m|o|—<§t,¢>7

where & = 1. The excessive concentration in )y does not prevent weak convergence
but it is not allowed by the stronger convergence proved here.
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