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The pion form factor has been measured in the space-like q2 region 0.014 to 0.26 (GeV/c) 2 
by scattering 300 GeV pions from the electrons of a liquid hydrogen target. A detailed description 
is given of the apparatus, data analysis and corrections to the data. The mean square charge radius 
extracted from the data is model-dependent. We find that a form which includes a realistic 
description of the form factor phase gives a similar result to the naive pole form, and conclude 
(r  2 ) = 0.439 __ 0.008 fm 2. 

I. Introduction 

In  t he  i n t e r a c t i o n  of  a cha rged  p i o n  wi th  the  e l e c t r o m a g n e t i c  field, the  f o r m  

f a c t o r  F~ desc r ibes  the  dev i a t i on  f r o m  a p i o n  wi th  po in t - l i ke  e lectr ic  charge,  a n d  is a 

f u n c t i o n  o f  t he  square  of  the p h o t o n  4 - m o m e n t u m  q. ( C o n v e n t i o n a l l y  we  re fer  to q2 

fo r  space- l ike ,  a n d  t = - q 2 for  t ime- l ike  p h o t o n  m o m e n t a . )  T h e  p i o n  e lec t r ic  cha rge  
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Fig. 1. Data on the squared modulus of F~ for Itl < l ( G e V / c )  2 from the reactions: (a) electroproduc- 
tion [1]; (b) direct 7re scattering [2-4]; (c) inverse electroproduction [5]; and (d) e+e  - annihilation [6-9]. 

The horizontal bar (b) indicates the range of our experiment. 

determines the normalisation F.(0) = 1, and the mean square charge radius is given 
by: 

( r  2 )  = 6 .  d F J d t l t =  o . 

In the space-like and near time-like regions (t < 4m~) F~ is real for real t. For 
t > 4m~ it is complex with phase equal to that of the ~r~r P-wave scattering 
amplitude up to about t = 1 ( G e V / c )  2. 

The modulus of F,r is measured in a number of reactions and in fig. 1 we show 
some of the available data to illustrate the broad features and the experimental 
techniques used. A large range of time-like t has been investigated directly by e+e - 
colliding beam experiments. In the space-like region data up to 10 (GeV/c )  2 have 
been obtained indirectly, from a model-dependent analysis of pion electroproduc- 
tion measurements. 

The dominant feature of the data is the O (770) resonance, with a small structure 
close to its peak due to w --+ ~r~r interference. A model for F~ derived from a two 
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parameter form for the P-wave phase shift was proposed by Gounaris and Sakurai 
in 1968 [10] but has long been regarded as inadequate. In particular the Gounaris- 
Sakurai form lies above the data in the space-like region, and below the data at 
time-like t > 1 ( G e V / c )  2, where contributions from higher resonances and inelastic 
thresholds are expected. Values for (r  2)  and the 0 mass and width depend on how 
these contributions are modelled. 

Two analyses reported in 1981 investigated the data allowing for correct analytic 
structure and with a minimum of model assumptions. Dubnicka et al. [11] found a 
description of both the modulus and phase in the elastic region (It] < 1 (GeV/c)2). 
Heyn and Lang [12] investigated modulus data in the range It] < 10 (GeV/c)  2. A 
feature of both analyses was that a simultaneous description of the phase, the 
time-like data and the space-like data required F. to extrapolate to zero at finite 
space-like q2. Heyn and Lang concluded that the electroproduction data may be 
systematically low. 

A small region of space-like q2 is accessible to direct measurement by pion 
electron scattering. This was pioneered by a Soviet/American collaboration, scatter- 
ing pion beams of 50, 100 and 250 GeV/c  from a liquid hydrogen target [2-4], and 
covering the range 0.01 < q2 < 0.1 ( G e V / c )  2. The authors of [4] found their three 
measurements were not completely compatible, and the conclusion of Dubnicka 
et al. [13] was that only the 250 GeV/c  measurement was reliable. 

We have already reported results from a similar measurement, with better 
statistical precision, at 300 GeV/c  and for the range 0.014 < q2 < 0.122 (GeV/c) 2 
[14]. In the present paper we describe our experiment in detail and extend the 
analysis of our data up to q2 = 0.26 ( G e V / c )  2. 

2. Experimental apparatus 

2.1. DESIGN CONSIDERATIONS 

The differential cross section for pion-electron scattering, to first order in a, 
varies as: 

do 
1 =lF,12q.  - _-7-- , (1) 

dq 2 qmax 

where qm~x2 (corresponding to backward scattering in the centre of mass) is roughly 
proportional to the pion beam momentum. At 300 GeV it reaches 0.288 ( G e V / c )  2. 
However the rapid fall in cross section towards 2 qm~x limits the range of our 
measurement to q2 < 0.26 (GeV/c) 2. 

In fig. 2 we show the kinematic relation between the electron and pion scatter 
angles for 300 GeV pions. Since q2 is related to the recoil electron kinetic energy T 
by q2=  2 m e T  ' the electron momentum is given approximately (in GeV units) by 
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Fig. 2. The relation between the pion and electron scatter angles at 300 GeV/c  incident plon momen- 
tum plotted in q2 steps of 0.01(GeV/c) 2. The curve "e~r" corresponds to exchange of the ~r and e labels. 

/De = 1000q 2, i.e. 14 GeV/c  at q2 = 0.014 and 260 GeV/c  at 0.26. Close to q2 = 0.15 
there is a kinematic ambiguity where both angles and momenta of the recoil and 
scattered particles are similar, and it is necessary to identify the scattered particles 
in order to determine q2. 

The elastic scattering process cannot be separated from the radiative process 
7re ~ ~re7 for arbitrarily soft photons. A calculable region of phase-space of the 
photon must be accepted and a correction (the radiative correction) applied to the 
measured cross section to estimate the contribution from (1). In previous experi- 
ments ~re events were selected by fitting the measured 3-momenta to the hypothesis 
~re ~ ~rey (missing) and rejecting 7 energies above a convenient cut. With this 
technique an additional correction must be made to account for radiation of the 
recoil electron in the material of the apparatus. We have adopted a different 
approach, fitting only the measured scatter angles, which are insensitive to external 
bremsstrahlung. 

The above kinematical considerations required that our apparatus should have 
good angular precision, good electron/hadron discrimination and a high acceptance 
over a wide range of momenta. The need for high statistics, and the large rate of 
pion hadronic interactions (a factor 103 higher than the useful ~re rate) dictated the 
choice of a negatively charged pion beam and a liquid hydrogen target in order to 
maximise the electron/nucleon ratio. 

2.2. APPARATUS (FIG. 3) 

The forward spectrometer (FRAMM) of the SPS NA1 experiment satisfied the 
requirements of momentum acceptance and particle identification, being equipped 
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Fig. 3. Experimental apparatus (scales are approximate). 

with electromagnetic calorimeters. The target and detectors upstream of the spec- 
trometer (we refer to this loosely as the "vertex" region) were designed specifically 
for the ~re measurement. 

(i) Beamline. The SPS H4 beamline was tuned to a momentum of 300 G e V / c  
and momentum half-width of 0.8%. The pion fraction was approximately 98%, with 
1% each of K -  and ~t-, and less than 0.05% ~. Incident particle momenta were 
measured by a system of multiwire proportional chambers (MWPC) at the final 
dipole magnet, and a high pressure gas Cerenkov counter (CEDAR) was used to 
monitor the K -  content. The beam was focussed at the downstream end of the 
spectrometer and was 3 cm in diameter at the target. This choice of focus served two 
purposes: firstly it ensured a sufficiently low local intensity at the target for efficient 
operation of multiwire chambers. Secondly it allowed discrimination against non- 
interacting beam particles by a counter telescope placed near the focus. 

(ii) Target. The liquid hydrogen vessel was a 28 cm long melinex cylinder with 
thin end windows and a diameter of 6 cm. It was supported in a vacuum vessel 
extending 50 cm upstream and downstream, to allow for the expected precision in 
measurement of the longitudinal vertex coordinate. The temperature of the hydro- 
gen was continuously monitored to provide an accurate estimate of its mean density. 

(iii) Vertex region. Scintillation counters in the vertex region (figs. 3,4) were 
used to detect events producing two charged particles and to reject hadronic 
interactions in the target and downstream material. A counter $3, which had a 
circular hole slightly larger than the beam dimensions, provided a loose interaction 
signature. It had 100% geometrical acceptance for ~re events over our q2 range and 
was viewed by two phototubes (S3L, S3R) for high efficiency. 
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Fig. 4. Apparatus surrounding the target. 

Charged multiplicity was measured in two places: slightly downstream of the 
target (where the separation of scattered and recoil particles was small) a pair of 
scintillators M1 and M2 measured energy loss. The signals from both counters were 
discriminated at the two and three particle level. A crossed pair of scintillator 
hodoscopes (Lh, Lv) 12 m downstream of the target counted particles with signifi- 
cant spatial separation: individual counters (20 in each hodoscope) were 25 cm long 
and varied in width from 4 cm at wide angles to 5 mm in the beam region. An 
efficient rejection of hadronic events was provided by veto counters (TV1-4 
surrounding the target and V2-5 downstream) which were shielded from soft 
photons and low-energy 8-rays by layers of lead and aluminium. The downstream 
veto counters were positioned to detect interactions in nearby apparatus and had 
circular apertures subtending at least 10 mr at the target. 

Four detectors defined the incident beam. A crossed pair of hodoscopes (Sh, Sv) 
with 5 mm wide counters defined particle positions within the beam profile. A 
scintillator $1 was used to provide a precise (13 ns long) time reference. $2 was 
discriminated at the 2-particle threshold to signal two or more simultaneous beam 
particles. V1 covered the beam halo. 

Particle tracks in the vertex region were detected by blocks of multiwire chambers 
(MWPC 1 to 5) with 1 mm wire spacing. Apart from MWPC4 (which was equipped 
with 4 chambers) each block consisted of 8 MWPC, measuring the horizontal (3 
MWPC), vertical (3 MWPC) and diagonal (2 MWPC) coordinates. Within each 
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block the chambers were staggered relative to the beam axis to achieve an overall 
precision of about 0.17 mm, which was the dominant contribution to the angular 
precision. For efficient response to particles within the beam profile the central 
wires were read out through cable delays and latched by a fast pretrigger. 

Helium pipes filled the spaces between MWPC blocks, reducing the material 
available for pion absorption and conversion of bremsstrahlung photons. Material 
between the target centre and the hodoscope L v amounted to 4% of a radiation 
length. 

(iv) Spectrometer.  The FRAMM forward spectrometer consisted of four bending 
magnets, with total bending power 7.2 Tin, interspersed with stacks of drift 
chambers and electromagnetic shower detectors. The four-stage design allowed 
momentum measurement with a precision better than 1% from 1 GeV/c to almost 
300 GeV/c. The majority of particles above 1 GeV/c finally entered a shower 
detector although a fraction necessarily did so close to the edge of an aperture and 
were poorly identified. 

Drift chamber stacks consisted of 3 pairs of planes, each pair measuring horizon- 
tal and vertical track coordinates with a precision of 0.2 mm. In each drift cell a 
delay line measured the orthogonal coordinate with a precision of 2 mm. An 
important feature was a "dead" region created in the beam profile by connecting 
opposite sides of the field cage with thin aluminium sheets. These provided a path to 
earth for ionisation from undeflected beam particles, so that the majority of the cell 
was not space-charge limited. The chambers were filled with an argon/ethane 
mixture. 

The shower detectors were used loosely for trigger purposes, but played a crucial 
role in particle identification off-line. The Front Shower (FS), SD1 and SD5 were 
sandwiches of lead and 3.5 cm wide scintillators; SD2, SD3 and SD4 were lead glass 
arrays (fig. 5). We refer to the downstream part of these counters as "SD" (Shower 

Shower 
detector 

Front ( i  D} counters (FLfi) Scinti[lator ~, 

-,! 

Radiation [engths 

Fig. 5. A lead glass shower detector (SD2). 
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Detector) and the upstream part as " F L G "  (Front Lead Glass). Individual SD 
counters were 3.5 cm square in cross-section, comparable to the dimensions of an 
electron shower and allowing interpolation of the lateral shower coordinates with a 
precision of 2 mm over the majority of the detector. The energy resolution of these 
counters was measured (in test conditions) to be A E / E =  1 + 14/~/E-(GeV)%, 
although this was not achieved for the entire detector over our full data sample. 

(u) BSTOP Vetos. A telescope of three scintillation counters downstream of the 
spectrometer (BS1, BS2, BS3) detected undeflected beam particles. This provided 
discrimination against triggers from soft processes, in particular 8-rays generated in 
the vertex region. Since the beam was focussed in a plane close to these counters, 
BS1 and BS2 were small and inaccessible in coincidence to particles satisfying ~re 
elastic kinematics. The counter BS3 covered an area around the beam profile, in 
order to detect ~re events in which local/J-rays or interaction products were seen by 

BS1 and BS2. 

2.3. EVENT TRIGGER AND DATA ACQUISITION 

Signals from the counters described above were combined as follows (denoting 
logical A N D  by " . "  and OR by " +  "): A particle counted in the incident flux was 
defined by 

BEAM = $1 (single)- S h (only 1)- S v (only 1).  ~ .  V]-, 

where the S1 requirement accepted particles which were unaccompanied within a 
_ 60 ns time window. 

A pretrigger (PT) was generated for the fast MWPC readout from the counters S1 
and $3 (left and right): 

PT = S1 (single). ($3 L + S3R). 

Whenever PT was satisfied the $1 signal (and hence BEAM) was inhibited. $1 was 
re-enabled on rejection of the event by a later trigger level or upon completion of 
data acquisition. 

The second trigger level (VERTEX) was defined from counters in the vertex 
region and the BSTOP veto: 

VERTEX = BEAM- PT.  MULT2 • ANY (TV1-4,  V2-5) • BSTOP- LOWQ. 

MULT2 requested a charged multiplicity of 2 from the counters M1, M2 and the 
two hodoscopes Lh, L v. The response of each M counter was labelled by multiplicity 
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1, 2 or 3. This was combined with the number of counters registered in the two 
hodoscope planes as follows: 

MULT2 = M ( 2 . 2  + 2 . 3 ) .  Lh ,v (1 .2  + 1 . 3  + 2 , 2  + 2 , 3 )  

+ M ( 3 . 3 ) - C h , v ( 2 "  2). 

Multiplicity 1 in one of the hodoscope planes was necessary in order to accept 
events close to the horizontal or vertical plane. Multiplicity 3 allowed for the 
Landau tail in the M counters and for 3-rays in the hodoscopes. BSTOP was formed 
from the beam telescope BS1. BS2 with BS3 in anticoincidence. The LOWQ veto 
was formed from the outer counters of the hodoscope and rejected ~re events at low 
q2 which fell outside the geometric acceptance of the spectrometer. 

The final event trigger was formed by adding a loose electron signature from the 
shower detectors. The analogue sum of individual FLG signals was formed for each 
detector and at least one of these was required to be significantly above the 
minimum ionising level (for SD2 the sum included counters lining the aperture, 
which had a significant acceptance for electrons). The FS (Front Shower) detector 
was used in anticoincidence part of the time. The spectrometer conditions defined: 

SPECTR = ANY FLG (1 -4 ) .  

and the final event trigger was then given by: 

EVENT = VERTEX. SPECTR. 

Within each accelerator burst of about 2 seconds, approximately 106 pions were 
incident on the target. 20% of these were either rejected by the BEAM definition, or 
occured within the dead-time of the pretrigger (1.5 /~s/PT) or data acquisition 
(8 ms/event) .  Typical rates for 106 BEAM counts were: 6 x 104 PT, 200 VERTEX 
and 70 EVENT triggers. 

2.4. DATA RUNS 

Data was collected in September/October 1981 and amounted to about 2.5 x 106 
events. A fraction of these were taken with the SPECTR condition removed in order 
to calibrate its efficiency precisely. The MULT2 condition contained a large amount 
of redundancy, but was relaxed for about 5% of the data sample. Special data runs 
were taken with trigger elements removed (but registered) to calibrate $3, the 
BSTOP veto and the veto counters (TV, V2-V5). An important feature of the 
treatment of counter signals was the use of programmable logic units, which enabled 
us to vary the trigger conditions easily in order to collect calibration data and 
improve background rejection. 
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Some calibration data were required for off-line reconstruction. Data with the 
BEAM trigger condition alone was needed to align the MWPC, which moved by 
typically 200/tm during the data period. This data also provided useful information 
about the response of the VERTEX trigger counters to particles scattered at small 
angles. Data taken with a loose interaction trigger were used to calibrate the drift 
and delay-line constants. Shower detectors were calibrated by moving each SD 
counter onto an electron beam of appropriate momentum (25 GeV for SD2 rising to 
150 GeV for SD4), while the lead/scintillator elements of SD1 were calibrated in a 
muon beam. 

Data acquisition and on-line monitoring were performed by two linked DEC 
PDP 11/34 computers. Aside from the transfer of data to magnetic tape these also 
performed essential control functions, notably to programme and check the trigger 
logic and high voltage supplies for the drift chambers and shower detectors. 
Distributions of pulse heights in the trigger counters and shower elements, and 
efficiencies of the MWPC and drift chambers were regularly monitored on-line. 
Samples of events with two charged particles were selected on-line (using MWPC 
data) to monitor the response of trigger counters involved in the multiplicity 
definition. 

3. Off-line analysis 

Of the 2.5 x 10 6 events recorded, about 15% were ere scatters and the remainder 
hadronic events with a small number of forward charged tracks. A preliminary 
selection was made after reconstruction of tracks in the MWPC, which also 
determined the vertex coordinates and scatter angles. The signature of a positively 
charged track in the spectrometer was used to reject a further fraction of events, 
reducing the hadronic background to an acceptable level. The q2 variable for the 
final sample was determined from the angles alone, up to the kinematic ambiguity 
which was resolved using the shower detectors. In this procedure the only rejection 
criterion involving the momenta was a cut against electrons of less than 1 GeV/c. 

At each stage of reconstruction there was sufficient redundancy to calibrate its 
efficiency. Below we describe details of the reconstruction and the procedure used to 
obtain the final q2 distribution. Fig. 6 summarises the reconstruction of a typical ~re 
event. 

3.1. VERTEX ~ P C  

The small angles involved (< 10 mr) allowed a simple analysis of the wires hit in 
the MWPC. A precisely measured incident pion trajectory was required, and found 
for 98% of events. Vertices were found from combinations of the beam track and 
two downstream tracks intersecting between MWPC2 and MWPC3. The distance of 
an extrapolated track from the mean vertex position was typically 0.2 mm. We 
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Fig. 6. A reconstructed ~re event. The measured polar angles correspond to an elastic scatter of 
q2 = 0.021 (GeV/c )  2. The momentum of the small angle track is close to that expected of an elastically 
scattered pion (279 GeV/c).  The wide angle particle with 14 GeV/c  reconstructed momentum released 2 
GeV in the front part of SD2 and 11 GeV in the back, and was identified as an electron. A colinear 

bremsstrahlung photon of 7 GeV was reconstructed below the SD2 aperture. 

rejected events in which three or more downstream tracks were clearly resolved by 
the chambers and were consistent with a common vertex. The precision of the 
longitudinal vertex coordinate was better than _+ 10 cm at all q2 and allowed us to 
reject events beyond _+ 50 cm from the target centre with negligible loss (fig. 7). Our 
final description of the geometry of the event was made by joining the reconstructed 
vertex to the track coordinates measured at MWPC blocks 1 and 5. The projection 
of the scattered tracks was then required to pass through a fiducial area defined at 
the entrance to the spectrometer. 

A fraction of the hadronic background was rejected by requiring coplanarity of 
the incident and scattered tracks (fig. 8). ~re events which failed this cut (0.2% of the 
peak contents) were normally associated with reconstructed photons, and were 
correctly accounted for by the radiative correction procedure. 

Fig. 9a shows the scatter distribution of the measured polar angles of the right- 
and left-going particles (O R, 8L). Our estimate of q2 was made from the point on the 
theoretical kinematic curve nearest to these angle coordinates. Our measure of 
elasticity was the corresponding distance (DS), with positive sign above the curve 
and negative sign below (fig. 9b). The width of the elastic peak was determined 
mainly by the MWPC precision. A clear feature is the accumulation of events at 
negative D o (close to the axes in the 8 R versus 8 L plot) which was populated by 
inelastic (~re'f) events and is discussed in subsect. 4.10. 
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vessel contributed 1.1% to the electron density. 

The efficiency of the MWPC reconstruction was investigated using data from the 
trigger counters. The coordinates of the registered fingers of the upstream hodo- 
scope and the beam focus parameters were used to estimate incident track coordi- 
nates at the target centre. The registered fingers of the downstream hodoscope were 
then combined to find independent measures of coplanarity, q2 and DO for each 
event. With suitable cuts this procedure selected about 70% of 7re events, with a 20% 
background.  Events for which the counters found a candidate ~re event but the 
M W P C  did not were scanned in detail. Many of these were unambiguously 
reconstructed by the MWPC as events generated outside the target. Two sources of 
inefficiency were identified: in 0.45% of events there was clear evidence of confusion 

caused by a second beam pion which either crossed the apparatus close to the ~re 
tracks or interacted hadronically producing a large number  of wire hits. A further 
0.25% events were lost during the dead-time of the MWPC signal, when a scattered 
particle remained within the beam profile in projection. The fraction of events for 
which one of the particles was lost in this way was a very slow function of q 2. We 
estimate the total reconstruction loss from these processes to be 0.7 ( +  0.1)%, with 
negligible q2 dependence. 
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Fig. 8. The distribution of the triple scalar product of unit vectors along the incident and scattered 
tracks, in units of the applied cut. This varied smoothly with decreasing opening angle from 1.1 × 10 6 

to 0.6 × 10 -6. 

3.2. SPECTROMETER 

For each drift chamber cell the recorded drift and delay-fine times were combined 
to find all possible space coordinates. Within each stack of six chambers straight 
track segments were found, then linked through successive magnetic fields as long as 
the trajectory remained consistent with a well-defined momentum. This was violated 
most often by the emission of a bremsstrahlung photon by the electron. The best 
estimate of momentum was found by an iterative fit to all measured coordinates 
including the vertex MWPC. 

For events with q2> 0.03 (GeV/c) 2 the efficiency for reconstructing both par- 
ticle momenta was greater than 97%, the loss arising mainly from pion interactions 
in the spectrometer material. At lower q2 pions often crossed the beam profile, and 
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low-momentum electrons could be bent outside the first drift chamber stack. 
However the momentum measurement was not crucial in this region. 

Two rejection criteria involved the measured momenta. A track reconstructed in 
the vertex region but bent in the direction of positive charge was taken as evidence 
of a hadronic interaction, reducing the estimated background by a factor between 5 
and 10. The distribution in DO for rejected events was examined and the loss of ire 
events through poor reconstruction estimated to be 0.2 (_+0.05)%. A second cut 
rejected events in which both the momentum and reconstructed shower energy were 
consistent with an electron of less than 1 GeV/c.  Above this momentum the 
acceptance of the shower detectors was nearly 100% for all particles entering the 
spectrometer. The cut had negligible effect on the height of the elastic peak in 
the measurable q2 range, but reduced the inelastic peak at negative DO by 30%. 

3.3. SHOWER DETECTORS 

A crucial function of the shower detectors was to identify the scattered particles, 
in order to resolve the kinematic ambiguity. This was important above q2=  0.06 
( G e V / c )  2, and involved mainly the lead glass detectors SD2, 3, and 4. An electron 
entering a lead glass array deposited typically 14% of its energy in the front layer 
(FLG) and the remaining energy in the back (SD). Hadrons either penetrated the 
detector (with 30% probability) or interacted in the SD depositing typically 40% of 
their energy. 

Each SD array was scanned to find peaks in the recorded energy. Interpolation of 
the signals within the nine counters centred on a peak provided a coordinate 
measurement, which was matched to track coordinates determined by the drift 
chambers. In fig. 10 we show scatter plots relating the energy deposited in the front 
counter (FLG),  the total energy and the measured momentum. The electron 
distribution in these variables was localised and only a slow function of momentum. 
Hence identification of a track in the pion region was very reliable. However the 
pion distribution contaminated the electron signal at all momenta, and was signifi- 
cantly broader at low momentum (corresponding to high q 2). The cuts shown in fig. 
10 were chosen so that at low q2 a maximum of 1 pion per thousand could be 
misidentified as an electron. For pions at high q2 this increased to 3%. 

About 15% of particles hit the lead glass arrays close to the SD apertures, so that 
the longitudinal shower development was not reliably measured. In this case an 
electron identification was allowed if a photon shower was reconstructed down- 
stream of the SD and colinear with the track. Reliable pion identification required a 
well measured track which projected cleanly into both the FLG counter and the SD 
array, and either penetrated the detector or was unambiguously matched to a 
pion-like shower. For a fraction of events both particles could enter a single FLG 
counter in SD4, considerably reducing the possibility of identification. This effect 
was a maximum at q2 = 0.08 and 0.23 (GeV/c)  2. 
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Fig. 11. The final event sample (uncorrected) summarised by DO histograms at q2 intervals of 0.01 
(GeV/cf. The event scale is non-linear (with plotted height proportional to the square root of the bin 
contents) in order to display the elastic peak at all q2 and the behaviour of the background. (The 
differential cross section varies by a factor 5000 over the q2 range and the flat background level at low 
q2 is about 0.1% of the peak height.) Sample (a) contains events for which the kinematic ambiguity was 
completely resolved by the angles (at low q2) or by particle identification. (b) contains events above 0.07 

(GeV/c) 2 with poor particle identification, entered on each kinematic hypothesis. 

12). They were not found in the unresolved sample owing to the high efficiency of 
drift chamber  tracking and unambiguous/~e discrimination by the shower detectors. 
Our final results are insensitive to a 50% variation in the assumed muon flux. 

(ii) Kaon-electron events. The beam kaon fraction was 0.84% (subsect. 4.1). The 
Ke contamination was modelled for both resolved and unresolved samples, assum- 

ing a shower identification efficiency equal to that for pions. 
(iii) Residual hadronic events. The majority of hadronic events in the trigger 

sample were rejected by their acoplanarity and charge multiplicity. Their distribu- 
tion in D8 was nearly uniform. A small contribution remained in the final sample 
and was estimated from the level at positive DO after subtraction of the /~e 

contamination.  
Events were collected in 45 bins of q 2 reflecting the experimental precision, and 

each bin was then treated separately. The ~re signal was counted within +__ 0.22 mr in 
D8 at low q2 and +0.12 mr at high q2. For the sample in which the ambiguity was 
resolved, the peak contents were corrected directly for contamination by/Le, Ke and 
hadronic events. 

Contributions to the signal from the unresolved sample were estimated using the 
angle coordinates: first the distribution DS(qre) was extracted for a very pure ~re 
sample in which both a hadronic and electron shower were found (40% of the total). 
F rom this the distribution corresponding to mis-identified events, DO(e~r), was 
found. The unresolved sample was fitted to a sum of DO(~re), DO(e~r), the modelled 
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Fig. 12. DO histograms for five bands of q2 of the sample in which the ambiguity was resolved. The ~re 
peak heights are given, and estimated contaminations are plotted for/~e events and Ke events. 

k a o n  b a c k g r o u n d  and a flat  hadron ic  background .  The b in  centred on the ambigu i ty  

at  q2= 0.153 was deal t  with trivially. 

4. Corrections and form factor results 

In  this sec t ion  we descr ibe  our  remain ing  correc t ions  and the f inal  results  for 

F~(q2). All  cor rec t ions  are  summar i sed  in table  1 and  figs. 14 and 15. 
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Fig. 13. Multiplicity combinations of M counters and hodoscope planes used in the trigger and 
calibration of trigger efficiency. 

The incident beam contained small but significant fractions of kaons and muons 
which were accepted by the trigger logic. The kaon flux, measured using the 
CEDAR Cerenkov counter and corrected for decay before the target, was 0.84 
(+  0.03)%. The dominant source of muons was the decay of pions in the beamline. 
The kinematics of high energy pion decay were important: at 300 GeV/c  the angle 
between the pion and emitted muon is small ( < 0.13 mr) and the muon momentum 
distribution is uniform, extending from 300 GeV/c  down to 172 GeV/c. The final 
elements of the beamline were a dipole magnet 150 m upstream of the target, 
followed by a series of quadrupoles. The majority of muons generated in this region 
were expected to remain inside the accepted beam and those generated upstream to 
be bent outside it. Measurement of incident particle trajectories at the upstream 
magnet showed negligible off-momentum component, whereas momenta measured 
by the spectrometer showed a clear flat tail corresponding to 1.0% of the total beam. 
A more accurate estimate was made by simulating the production of pions in the 
primary target and tracing particle trajectories to the beam defining counters, 
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TABLE 1 
Summary of corrections (in percent) applied to the data 
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Source % correction error 

4.1. Beam muon contamination 1.20 ± 0.10 
4.1. Beam Kaon contamination 0.84 ± 0.03 
4.2. Target electron density ± 0.25 
4.4. Pretrigger efficiency 0.06 
4.3. Pion absorption 5.3 + 0.3 
4.6. Vetoing by g-rays 2.4 + 0.3 
4.7. BSTOP veto loss 0.20 ±0.06 
4.5. MULT2 efficiency (a) 2.3 +0.1 

(b) fig. 14 +0.1 
(c) 1.3 ± 0.1 
(d) fig. 14 _+0.1 
(e) 0.7 ± 0.1 

4.8. SPECTR trigger efficiency ~ 1.5 
3.1. Beam track reconstruction 2.20 ±0.01 
3.1. Downstream MWPC inefficiency 0.7 ± 0.1 
3.2. Spectrometer cuts 0.20 ±0.05 
3.4. Ke,/xe, and hadronic backgrounds: fig. 14 
4.9. Geometric acceptance: fig. 15 
4.10. Radiative correction: fig. 14 ± 0.5 

The error column gives the estimated contribution to the systematic error in normalisation of the data. 
The first column refers to the text. 

if t 
O~ ~ 2  b] kaon-eLectron m ~ ~ 10 

2 C] muon-elettron 2 

3 I d) MULT2 trigger M counter I 3 

0 hodo$cop--e~ 

J 
/~ ~ a) radiative 

0 t . . . .  , . . . .  i , , . 
01 O2 

qZ [OeVlclZ 

Fig. 14. q2 dependent corrections. (a) - (c) Subtracted backgrounds of hadronic, Ke and /re events in 
the final q2 bins. In (b) the Ke contamination at high q2 is due to unidentified low q2 Ke events. The 
step in the estimated /ze background at q2 = 0.18 is due to a reduction of the cuts in DO. (d) Estimated 
trigger losses due to high pulses in the M counters and inefficiency in the downstream hodoscope. 

(e) Radiative correction. 
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Fig. 15. Geometric acceptance of the fiducial area defined at the entrance to the spectrometer. This was 
100% for q2 > 0.03 (GeV/c) 2. 

allowing for decay. This reproduced the flat distribution of 1.0% plus a component  
of 300 G e V / c  muons (from upstream decays) of 0.2%. 

4.2. TARGET ELECTRON DENSITY 

The mean target length at room temperature was known to 0.18%, and its 
contraction on cooling to liquid hydrogen temperature to 0.1%. The mean hydrogen 
density, estimated from the temperature recorded during the running period, was 
known to 0.14%. 

4.3. PION ABSORPTION 

Pions which interacted strongly in the region between the beam counter $2 and 
the final MWPC (Block 5) had a negligible probability of surviving the multiplicity 
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and coplanarity selection. The fraction which interacted was estimated from the 
known material and the pion total cross section, which has negligible q2 depen- 
dence. It was independently estimated from a reconstruction of pion tracks collected 
with the BEAM trigger condition. The two estimates were consistent, giving a 
correction of 5.3 (+ 0.3)%. 

4.4. PRETRIGGER EFFICIENCY 

In data runs with the PT (pretrigger) requirement removed we found no evidence 
for failure of the counter $3. In normal running conditions each phototube sep- 
arately failed to register for 2.5% of reconstructed ~re events, independently of q2. 
The estimated pretrigger inefficiency is therefore very small (0.06%). 

4.5. MULTIPLICITY CONDITION 

The multiplicity trigger (MULT2) condition was formed from the discriminated 
pulses from counters M1, M2 and the number of fingers registered in each hodo- 
scope plane (Lh, Lv). The combinations accepted during normal data runs, and 
those added during calibration runs, are indicated in fig. 13. The pulse height 
distributions in M1 and M2 were independent of q2. In the hodoscopes the majority 
of events registered two counters, unless the plane of the event was nearly horizontal 
or vertical, leading normally to the combination (2.1), which was accepted by the 
trigger logic. This effect varied with the opening angle between the pion and 
electron and introduced a small q2 dependence into the trigger efficiency. Individ- 
ual corrections (indicated in fig. 13) are described below. 

(a) Low pulse height in both M1 and M2. This was calibrated from data with this 
condition relaxed and the loss estimated as 2.3 (_+ 0.1)%. 

(b) High pulse height in both M1, M2. This was always accepted by the trigger in 
combination with the hodoscope 2 .2  response. The loss was estimated assuming no 
correlation between the two devices, and is shown in fig. 14. 

(c) High hodoscope multiplicity (3.3 or 3.4). This was attributed to /J-rays 
produced upstream of the hodoscope. The loss, estimated by relaxing the (3.3) 
condition, was 1.3 (+ 0.1)%. 

(d) Low hodoscope multiplicity. The effect of gaps between hodoscope counters 
and inefficiency of individual fingers were studied for single reconstructed tracks, 
and the loss computed from a Monte Carlo simulation (fig. 14). 

(e) High multiplicity from secondary interactions. The loss of ~re events for 
apparent multiplicity >/4, which could not be calibrated from the data, was esti- 
mated from a simulation which allowed for /J-rays and conversion of bremsstrah- 
lung. The correction was 0.7 (_+0.1)% with no significant q2 variation. 

4.6. VETO COUNTER 8-RAY LOSS (TV1-V5, LOWQ VETO) 

Since the active area of the veto counters (TVn, Vn) was well clear of scattered 
pion and electron trajectories and shielded by layers of lead and aluminium, the 
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effect of 8-rays could be measured in a sample of undeflected beam particles. This 
was found to be 1.0 (:2 0.1)% and the corresponding rate from scattered electrons 
estimated to be 0.8 (+0.2)%. These rates were reproduced accurately by Monte 
Carlo simulation. The LOWQ veto rate (0.6 + 0.1%) was calibrated by removing it 
from the trigger. 

4.7. BSTOP VETO 

From ~e events reconstructed in calibration runs, it was found that secondary 
particles produced by pion interaction in the spectrometer satisfied the veto condi- 
tion in 0.2 (+ 0.06)% of events. 

4.8. SPECTR TRIGGER EFFICIENCY 

The SPECTR condition was removed from the trigger for 20% of the data sample 
and its response registered. An inefficiency of 0.6% was found in the formation of 
the FLG electron signature. Electrons which escaped through the side of the 
spectrometer contributed a q2 dependent loss which varied between 0.5 and 1.0%. 
The overall correction was calibrated in each q2 bin and applied directly (with its 
associated error) to the ere signal. 

4.9. GEOMETRIC ACCEPTANCE 

A fiducial area was defined in the plane of the spectrometer aperture, clear of the 
edges of the FS detector. ~e events reconstructed in a q2 region with 100% 
acceptance (> 0.03 (GeV/c) 2) provided a representative sample of incident beam 
trajectories throughout the running period. Events were simulated using this sample, 
with uniform distribution along the target, to find the mean azimuthal acceptance. 
The smearing effects of multiple scattering and chamber precision were found to be 
negligible. The mean acceptance as a function of q2 is shown in fig. 15. The 
minimum q2 for which we report a form factor value is 0.014 (GeV/c) 2, where the 
acceptance fell to 40%. The form factor evaluated in the bin at 0.013 (with 15% 
acceptance) showed no evidence for failure of the acceptance procedure. 

4.10. RADIATIVE CORRECTION 

We accounted for the effect of higher order ~re scattering diagrams following the 
calculations of [17] and [18], considering terms up to a 3. The correction was 
computed from a Monte Carlo generation of events with recoil electron momenta 
above 1 GeV/c and included the effects of finite angular precision and the 
measured beam momentum distribution. Generated events were subjected to the 
cuts in coplanarity and angle variables used in the off-line selection. In fig. 16 we 
show distributions of D8 observed in the data and generated by the simulation. The 
accumulation at negative D8 was produced by soft ~ze scatters containing a photon 
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Fig. 16. DO distributions in the data and from the Monte Carlo simulation used to evaluate the radiative 
correction. Fluctuations in the simulated inelastic peak are due to poor sampling frequency in this region. 

The range of q2 for this plot is 0.02-0.10 (GeV/c)  2. 

below the detection threshold of the apparatus. The sum of electron and pion 
momenta  was therefore close to the beam momentum, but the scatter angles were 
reduced significantly. The rate of these events is reproduced by the simulation: they 
fall outside the elastic cuts and are an indication that the inelastic part  of the 

radiative correction is reliable. 
For  events within the elastic cuts a radiated photon of sufficiently high angle and 

energy could materialise in the lead of the veto counters (TV1-V5). We obtained a 

direct measure of the loss due to single counter vetos (1.5%) from calibration runs in 
which a minimum of two counters were required in coincidence. This was re- 
produced in an EGS [16] simulation which estimated a further loss of 0.5% from two 

vetos in coincidence• Our uncertainty in the response of the veto counters to 
low-energy photons affects the final radiative correction at the level of 0.5%, with 
negligible q2 dependence. 

4.11. F O R M  FACTOR RESULTS 

Our results for IF.I  2 are given in table 2 and plotted in fig. 17. We stress the 
impor tance  of the systematic uncertainty, which implies that the tabulated values of 
IF 12 may  be adjusted simultaneously by  + 0.9%. If the data are fitted to a pole form 
IF[ 2 = n/(1 + q2. ~(r2))2  with n constrained to 1.000 _+ 0.009, we find 

( r  2) = 0.431 + 0.010 fm 2 , 

with a X 2 probabil i ty of  51%. 



192 S.R. A mendolia et al. / Pion electromagnetic" form factor 

TARLt 2 

T h e  m e a s u r e d  f o r m  f a c t o r  s q u a r e d  w i t h  s t a t i s t i c a l  e r r o r s  o n l y  ( a n  o v e r a l l  n o r m a l i s a t i o n  e r r o r  

o f  _+0.9% is d e f i n e d  in  t h e  t e x t )  

t (GeV/c)  2 I FI  2 E r r o r  t(GeV/c) 2 I Fq 2 E r r o r  

- 0 .0150  0.944 0.007 - 0 .0830 0.757 0.015 

- 0 .0170  0.921 0.006 - 0 .0890 0.715 0.016 

- 0 .0190  0.933 0.006 - 0 .0950 0.724 0 .018 

- 0 .0210  0.926 0.006 - 0 .1010 0.680 0 .017 

- 0 .0230  0.914 0.007 - 0 .1070 0.696 0 .019 

- 0 .0250  0.905 0.007 - 0 .1130 0.688 0 .020 

- 0 .0270  0.898 0.008 - 0 .1190 0.676 0.021 

- 0 .0290  0.884 0.008 - 0 .1250 0.665 0.023 

- 0 .0310  0 .884 0.009 - 0 .1310 0.651 0 .024 

- 0 .0330  0.890 0.009 - 0 .1370 0.646 0.027 

- 0 .0350  0.866 0 .010 - 0 .1440 0.616 0.023 0 . 6 8 8  
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Fig. 17. The square of the pion form factor, IF~I 2 versus q2, with statistical error bars only. The line 
shows the constrained pole fit with normalisation n = 0.991 and (r 2 ) = 0.431 fm 2. Inset: comparison (on 
an expanded q2 scale) with the 250 GeV/c data X of Dally et al. [4] (both data sets are subject to 

systematic errors of about 1%). 

marised in table 3. We have compared our data directly with the form factor 
solutions of Heyn and Lang, which were obtained from an analysis with very little 
model input. Solutions A and B, which have high values for the radius and the 7rTr 
P-wave scattering length, are in poor agreement and have X 2 probabilities of 2.5% 
and 12% respectively. For solution C (in which the scattering length was constrained 
to the generally accepted value) we find a probability of 48%. 

We recall that our data, which lie at small space-like t, are perfectly fitted by a 
real pole form with ( r  2) -- 0.431 _+ 0.010 fm 2. However, this implies the exchange of 
a single stable particle of mass M = (6/(r2~) 1/2 = 736 + 9 MeV, which is 4% below 

the accepted p mass of about 770 MeV. Clearly the pole model is an inadequate 
description of the form factor at the level of precision of the data. For completeness 
we mention the dipole form, which has been successful in describing nucleon form 
factors, and gives ( r  2) = 0.406 + 0.010 fm 2 with a X 2 probability of 39%. However, 
neither of the above forms allows for the phase of F.,  which is given through elastic 
unitari ty in the p region by the ~r~r P-wave phase shift. 
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TABLE 3 
Results of several authors from fits to previous form factor data 

Authors 
Quenzer et al. [8] 

Heyn and Lang [12] 

Model t range (r~)(fm 2 ) 
p, ~ro: 0.23 < t < 1.2 0.46 +_ .011 

p + smooth - 10 < t < + 10 0.49 
polynomial 0.48 

0.45 

Dubnicka et al. [11] [13] Pad~ fit 
to lFI ,8  

Dally et al. [4] Pole form 

Geshkenbein and O, P' + 
Terentyev [19] QCD asymptotic 

Erkal and Olsson [20]  Triple subtraction 

Barkov et al. [9] Gounaris-Sakurai 
p, ¢(1250,1600) 

-0.84 < t < 1.0 0.434 ± .033 

- 0.1 < t < - 0.04 0.439 _+ 0.03 

0.41 < t < 1.95 0.475 _+ 0.025 

m o (MeV) 
773.1 ± 3.3 

770 ± 2 

769 

- 4 < t < + 2 0.430 ± 0.005 780 ± 6 

0.1 < t < 10 0.422 775.9 
± 0.003(stat) + 0.8(stat) 
_+0.013(model) ±0.8(model) 

Column 2 gives some indication of the model used, and column 3 gives the range of t of the fitted 
data in (GeV/c)  2. As well as ( r  2) the quoted # mass is given, where appropriate. 

neither of the above forms allows for the phase of F~, which is given through elastic 
unitarity in the p region by the ~rqr P-wave phase shift. 

Dubnicka and Martinovic [21] parametrised the results of three ~r~r partial wave 
analyses and obtained an explicit form for the form factor phase representation: 

(,):: ,/./ 
F. = e(t)exp ~ t'(t' - t )  d t ' ,  

w h e r e  P ( t )  is a n  u n k n o w n  p o l y n o m i a l  n o r m a l i s e d  to 1 a t  t =  0. A P a d 6 - t y p e  

p a r a m e t r i s a t i o n  of  t he  p h a s e  f a c t o r  was  o b t a i n e d ,  in  t e r m s  o f  t he  p i o n  c e n t r e  of  

m a s s  m o m e n t u m  k: 

(k- aa)(i- a2)(i- a3)(i- c%)(i- as) 
F==P(t). (i- a,)(k - a2)(k - a3)(k - o/4)(k -- 0~5) ' 

T w o  of  t h e  p a r a m e t e r s  a d e s c r i b e  c o n j u g a t e  p p o l e  p o s i t i o n s  a n d  t h e  r e m a i n i n g  

t h r e e  (a  z e r o  a n d  two  po les )  a p p r o x i m a t e  the  b e h a v i o u r  o f  the  ~r~r l e f t - h a n d  cut .  T h e  

p h a s e  h a s  c o r r e c t  P - w a v e  t h r e s h o l d  b e h a v i o u r ,  t a n  tJ = a -  k 3, w i t h  s c a t t e r i n g  l e n g t h  

a a n d  p p a r a m e t e r s  c lose  to t h e i r  g e n e r a l l y  a c c e p t e d  va lues  [22, 23]. W e  f i nd  t h a t  
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with P ( t )  = 1 + A • t our data are well fitted, with a X 2 probability of 55%, giving 

( r  2) = 0.439 _+ 0.008 fm 2 or ( r2 )  1/2 = 0.663 +_ 0.006 fm. 

This result is rather close to the value obtained 
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