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In spite of decades of work it has remained unclear whether or not superradiant quantum phases,
referred to here as photon condensates, can occur in equilibrium. In this Letter, we first show that
when a non-relativistic quantum many-body system is coupled to a cavity field, gauge invariance
forbids photon condensation. We then present a microscopic theory of the cavity quantum elec-
trodynamics of an extended Falicov-Kimball model, showing that, in agreement with the general
theorem, its insulating ferroelectric and exciton condensate phases are not altered by the cavity and
do not support photon condensation.

Introduction.—Superradiance [1–5] refers to the co-
herent spontaneous radiation process that occurs in a
dense gas when a radiation field mode mediates long-
range inter-molecule interactions. Superradiance was ob-
served first more than 40 years ago in optically pumped
gases [2, 3] and has recently been identified in optically
pumped electron systems in a semiconductor quantum
well placed in a perpendicular magnetic field [6]. In 1973
Hepp and Lieb [7] and Wang and Hioe [8] independently
pointed out that for sufficiently strong light-matter cou-
pling the Dicke model, often used to describe superradi-
ance in optical cavities, has a finite temperature second-
order equilibrium phase transition between normal and
superradiant states. To the best of our knowledge, this
phase transition has never been observed [9]. In the su-
perradiant phase the ground state contains a macroscop-
ically large number of coherent photons, i.e. 〈â〉 6= 0,
where â (â†) destroys (creates) a cavity photon. To avoid
confusion with the phenomenon discussed in the original
work by Dicke [1], we refer to the equilibrium superradi-
ant phase as a photon condensate.

Theoretical work on photon condensation has an in-
teresting and tortured history. Early on it was shown
that photon condensation is robust against the addition
of counter-rotating terms [10] neglected in Refs. [7, 8].
Soon after, however, Rzażewski et al. [11] pointed out
that addition of a neglected term related to the Thomas-
Reiche-Kuhn (TRK) sum rule [12, 13] and proportional
to (â + â†)2 destroys the photon condensate. These
quadratic terms are naturally generated by applying min-
imal coupling p̂→ p̂−qA/c to the electron kinetic energy
p̂2/(2m). More recent research has focused on ground
state properties. The quantum chaotic and entangle-
ment properties of the Dicke model photon condensate
were studied in Refs. [14, 15]. The authors of Ref. [16]
criticized these studies however, pointing again to the im-
portance of the quadratic term. The no-go theorem for

photon condensation was revisited in Ref. [17], where it
was claimed that it can be bypassed in a circuit quantum
electrodynamics (QED) system with Cooper pair boxes
capacitively coupled to a resonator. Soon after, however,
Ref. [18] showed that the no-go theorem for cavity QED
applies to circuit QED as well. The claims of Ref. [18]
were then criticized in Ref. [19]. (See also subsequent
discussions [20, 21] on light-matter interactions in cir-
cuit QED.) Later it was argued [22] that the linear band
dispersion of graphene provides a route to bypass the no-
go theorem, and that photon condensation could occur in
graphene in the integer quantum Hall regime. This claim
was later countered in Refs. [23, 24], where it was shown
that a dynamically generated quadratic term again for-
bids photon condensation.

Recent experimental progress has created opportuni-
ties to study light matter interactions in new regimes in
which direct electron-electron interactions play a promi-
nent role. For example [25] two-dimensional (2D) elec-
tron systems can be embedded in cavities or exposed to
the radiation field of metamaterials, making it possible
to study strong light-matter interactions in the quantum
Hall regime [26–31]. Other emerging possibilities include
cavity QED with quasi-2D electron systems that exhibit
exciton condensation, superconductivity, magnetism, or
Mott insulating states. This Letter is motivated by in-
terest in strong light-matter interactions in these new
regimes and by fundamental confusion on when, if ever,
photon condensation is allowed. We present a no-go the-
orem for photon condensation that is valid for generic
non-relativistic interacting electrons at T = 0. This re-
sult generalizes to interacting systems existing no-go the-
orems for photon condensation in two-level [11, 17] and
multi-level [18] Dicke models. We then present a theory
of cavity QED of an extended Falikov-Kimball model [32],
which, in the absence of the cavity, has insulating ferro-
electric and exciton condensate phases. We show through
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explicit microscopic calculations how the theorem is satis-
fied in this particular strongly correlated electron model.

Gauge invariance excludes photon condensation.—We
consider a system of N electrons of mass mi described by
a non-relativistic many-body Hamiltonian of the form

Ĥ =

N∑
i=1

[
p̂2
i

2mi
+ V (r̂i)

]
+

1

2

∑
i 6=j

v(r̂i − r̂j) . (1)

Here, V (r) is a generic function of position and v(r) is a
generic (non-retarded) two-body interaction, which need
not even be spherically symmetric. In a solid V (r) is the
one-body the crystal potential. Below we first exclude
the possibility of a continuous transition to a condensed
state, and then use this insight to exclude first-order tran-
sitions. For future reference, we denote by |ψm〉 and Em
the exact eigenstates and eigenvalues of Ĥ [33, 34], with
|ψ0〉 and E0 denoting the ground state and ground-state
energy, respectively.

We treat the cavity e.m. field in a quantum fashion,
via a uniform quantum field Â corresponding to only one
mode [5, 7, 8, 10, 11, 13, 14, 17–24, 35, 51, 52], i.e. Â =
A0u(â + â†), where u is the polarization vector, A0 =√

2π~c2/(V ωcεr), V is the volume of the cavity, εr is its
relative dielectric constant, and the photon Hamiltonian
Ĥph = ~ωcâ

†â, where ωc is the cavity frequency. The
full Hamiltonian, including light-matter interactions in
the Coulomb gauge [35–37] is:

ĤA0
= Ĥ+ ~ωcâ

†â+

N∑
i=1

e

mic
p̂i ·A0(â+ â†)

+

N∑
i=1

e2A2
0

2mic2
(â+ â†)2 , (2)

where A0 ≡ A0u and −e < 0 is the electron charge.
The third and fourth terms in Eq. (2) are often re-
ferred to respectively as the paramagnetic and diamag-
netic contributions to the light-matter coupling Hamil-
tonian. Our aim is to make general statements about
the ground state |Ψ〉 of ĤA0

. For future reference
we define i) the paramagnetic (number) current opera-

tor [33, 34], ĵp ≡ (c/e)δĤA0
/δA0|A0=0 =

∑N
i=1 p̂i/mi

and ii) ∆ ≡∑N
i=1 e

2A2
0/(2mic

2).
The term proportional to ∆ in Eq. (2) can be re-

moved by performing the transformation b̂ = cosh(x)â+
sinh(x)â†, where cosh(x) = (λ+ 1)/(2

√
λ) and sinh(x) =

(λ − 1)/(2
√
λ) with λ =

√
1 + 4∆/(~ωc). The Hamil-

tonian (2) becomes: ĤA0
= Ĥ + (e/c)ĵp · A0λ

−1/2(b̂ +

b̂†) + ~ωcλb̂
†b̂. It can be shown (see Sec. I of the Supple-

mental Material (SM) [38]) that in the thermodynamic
limit (N →∞, V →∞ limit at fixed N/V ), the ground
state |Ψ〉 of ĤA0 does not contain light-matter entangle-
ment, i.e. we can take |Ψ〉 = |ψ〉 |Φ〉, where |ψ〉 and |Φ〉
are matter and light wave functions. Using this property
we see that in the thermodynamic limit the ground state

|Φ〉 of the effective photon Hamiltonian 〈ψ| ĤA0
|ψ〉 is a

coherent state [39, 40] |β〉 satisfying b̂ |β〉 = β |β〉. The
ground-state energy is therefore given by

Eψ(β) = 〈ψ|Ĥ|ψ〉+
e

c
〈ψ|ĵp|ψ〉 ·A0

2Re[β]√
λ

+ ~ωcλ|β|2 .
(3)

We need to minimize Eψ(β) with respect to β and |ψ〉.
The minimization with respect to β can be done analyt-
ically. We find that the optimal value β̄ is a real number
given by:

β̄ = − 1

~ωcλ3/2

e

c
〈ψ|ĵp|ψ〉 ·A0 . (4)

We are therefore left with a constrained minimum prob-
lem for the matter degrees of freedom. Its solution must
be sought among the normalized anti-symmetric states
|ψ〉 which yield (4). This is the typical scenario that can
be handled with the stiffness theorem [34].

For photon condensation to occur we need Eψ(β̄) <
Eψ0

(0) or, equivalently,

~ωcλβ̄
2 > 〈ψ|Ĥ|ψ〉 − 〈ψ0|Ĥ|ψ0〉 , (5)

where, because of (4), |ψ〉 depends on β̄. The dependence
of 〈ψ|Ĥ|ψ〉 − 〈ψ0|Ĥ|ψ0〉 on β̄ can be calculated exactly
up to order β̄2 by using the stiffness theorem [34]. We
find 〈ψ|Ĥ|ψ〉 − 〈ψ0|Ĥ|ψ0〉 = αβ̄2/2 + O(β̄3), where α =
−1/χ(0) > 0 and

χ(0) ≡ − 2

~2ω2
cλ

3

e2

c2

∑
n 6=0

|〈ψn|ĵp ·A0|ψ0〉|2
En − E0

< 0 (6)

is proportional to the static paramagnetic current-
current response function in the Lehmann representa-
tion [33, 34]. We have used that (e/c) 〈ψ0|ĵp|ψ0〉·A0 = 0,
as proven in Sec. II of the SM [38]. It follows that photon
condensation occurs if and only if

4
e2

c2

∑
n6=0

|〈ψn|ĵp ·A0|ψ0〉|2
En − E0

> ~ωc + 4∆ . (7)

However, as shown in Sec. III of the SM [38],

e2

c2

∑
n 6=0

|〈ψn|ĵp ·A0|ψ0〉|2
En − E0

= ∆ . (8)

Eq. (8) is the TRK sum rule [12] which expresses the fact
that the paramagnetic and diamagnetic contributions to
the physical current-current response function cancel in
the uniform static limit [33, 34], as discussed more fully
in Sec. III of the SM [38], i.e. it expresses gauge invari-
ance. Using Eq. (8) we can finally rewrite Eq. (7) as
c24∆ > c2(~ωc + 4∆) which cannot be satisfied. We con-
clude that photon condensation cannot occur and that,
upon minimization with respect to |ψ〉, the ground state
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is |ψ0〉 and β̄ = 0. From this analysis it is clear that first-
order transitions to states with finite photon density are
also excluded, because interactions with a coherent equi-
librium photon field do not lower the matter energy [41].
Gauge invariance excludes photon condensation for any
Hamiltonian of the form (2). This is the first important
result of this Letter.

Cavity QED of an extended Falikov-Kimball model.—
We now illustrate how this general conclusion applies to a
specific properly gauge invariant model of strongly corre-
lated electrons in a cavity. We consider spinless electrons
in a one-dimensional (1D) inversion-symmetric crystal
with N sites, each with one atom with two atomic or-
bitals of opposite parity (s and p). When this lattice
model is augmented by the addition of on-site repulsive
electron-electron interactions, it is often referred to as an
extended Falikov-Kimball (EFK) model [32]. The EFK
model has been used to discuss exciton condensation [42]
and electronic ferroelectricity [43, 44]. The coupling of
cavity photons to the matter degrees of freedom of a
1D EFK model can be described [45–48] by employing
a Peierls substitution in the site representation with a
uniform linearly-polarized vector potential of amplitude
A0, as detailed in Sec. IV of the SM [38]. We obtain

ĤA0
= Ĥ0 + Ĥee + ~ωcâ

†â+
g0√
N

~
a
ĵp(â+ â†)

− g2
0

2N
T̂ (â+ â†)2 , (9)

where Ĥ0 =
∑
k,α,β ĉ

†
k,αHαβ(k)ĉk,β is the band Hamilto-

nian,

Hαβ(k) =

(
Es − 2ts cos(ka) 2it̃ sin(ka)
−2it̃ sin(ka) Ep + 2tp cos(ka)

)
, (10)

and the Hubbard interaction term

Ĥee = U

N∑
j=1

ĉ†j,sĉj,sĉ
†
j,pĉj,p . (11)

In Eq. (9), ĵp =
∑
k,α,β ĉ

†
k,αjαβ(k)ĉk,β with jαβ(k) ≡

~−1∂Hαβ(k)/∂k is the paramagnetic number current op-

erator, and T̂ =
∑
k,α,β ĉ

†
k,αTαβ(k)ĉk,β with Tαβ(k) ≡

−a−2∂2Hαβ(k)/∂k2 is the diamagnetic operator. In
Eq. (10), Es and Ep are on-site energies for the s and p
orbitals, ts ∈ R and tp ∈ R are hopping parameters, and
t̃ ∈ R is the inter-band hopping parameter. At the single-
particle level (i.e. for U = 0), t̃ is the only term responsi-
ble for inter-band transitions due to light. All sums over
the wave number k are carried out in the 1D Brillouin
zone and become integrals in the thermodynamic limit

with the usual rule N−1
∑
k → a

∫ +π/a

−π/a dk/(2π), where

a is the lattice constant. In these equations the Greek
labels take values α, β = s,p. The momentum-space
and site representations for field operators are linked by

the usual relationship ĉ†j,α = N−1/2
∑
k ĉ
†
k,αe

−ikja. The
dimensionless light-matter coupling constant in Eq. (9)
is defined by g ≡ eaA0/(~c) = g0/

√
N , where g0 ≡√

2πe2/(~v0ωcεr) and v0 = V/N is the cavity volume
per site.

We emphasize that the operators ĵp and T̂ describ-
ing light-matter interactions are completely determined
by the matrix elements Hαβ(k) of the band Hamilto-
nian. This property is crucial to have a properly gauge-
invariant model [49] and must be a general feature of
any strongly correlated lattice model coupled to cavity
photons.

In the limit g0 → 0, the model reduces to a 1D EFK
model [32, 43, 44]. In the limit ka→ 0 and U = 0, Eq. (9)
reduces to the Dicke model, augmented by the addition of

a term proportional to
∑
k,α,β ĉ

†
k,ασ

(z)
αβ ĉk,β(â + â†)2 [50–

52], where σ
(z)
αβ are the matrix elements of the correspond-

ing 2× 2 Pauli matrix. For non-interacting systems, the
diamagnetic term prevents photon condensation from oc-
curring in the thermodynamic limit [11, 17]. We now
show that interactions do not help. ĤA0

does not sup-
port photon condensation.

To make progress in analyzing the interacting problem
we treat the Hubbard term using an unrestricted Hartree-
Fock (HF) approximation [34, 53]. As detailed in Sec. V
of the SM [38] we arrive at

Ĥ(HF)
ee = −UM

2

∑
k

(ĉ†k,pĉk,p − ĉ
†
k,sĉk,s)

− U
∑
k

(I ĉ†k,sĉk,p + I∗ĉ†k,pĉk,s) + U
n0

2

∑
k,α

n̂k,α

+ UN

(M2 − n2
0

4
+ |I|2

)
. (12)

In Eq. (12) we have introduced the following self-
consistent fields: i) the electronic polarization

M≡ 1

N

∑
k

(〈ĉ†k,pĉk,p〉 − 〈ĉ
†
k,sĉk,s〉) , (13)

ii) the complex excitonic order parameter

I ≡ 1

N

∑
k

〈ĉ†k,pĉk,s〉 , (14)

and iii) the number of electrons per site n0 ≡
N−1

∑
k,α〈n̂k,α〉, where n̂k,α ≡ ĉ†k,αĉk,α. The term pro-

portional to n0/2 in Eq. (12) acts as a renormalization
of the chemical potential in the grand-canonical Hamil-
tonian and can be discarded in this study since we study
the phase diagram only at half filling and n0 = 1 in all
phases.

In order to reduce the number of free parameters
in the problem, from now on we enforce particle-hole
symmetry in the bare band Hamiltonian Ĥ0 by setting
Es ≡ −Ep = −Eg/2 and ts ≡ tp = t (with |t| > Eg/4,



4

see Fig. S1). In order to find the ground state of the
Hamiltonian (9) with Hubbard interactions treated as in
Eq. (12), we follow the same steps outlined in the proof of
the no-go theorem above. We seek a ground state of the
unentangled form |Ψ〉 = |ψ〉 |Φ〉. After removing the term
proportional to (â+ â†)2, one finds that |Φ〉 must be a co-
herent state |β̄〉 with β̄ = −g0J

√
N/(λ3/2~ωc). (We re-

mind the reader that the photon condensate order param-
eter is 〈β̄|â|β̄〉 /

√
N = 〈β̄| cosh(x)b̂− sinh(x)b̂†|β̄〉/

√
N =

β̄/
√
Nλ. See Sec. VI of the SM [38].) Here, J ≡

~ 〈ψ| ĵp |ψ〉 /(aN), λ has the same expression as in the
proof of the no-go theorem with ∆ = −g2

0T /2, and
T ≡ 〈ψ| T̂ |ψ〉. Note that both J and T have units of
energy and are finite in the N →∞ limit.

The resulting effective Hamiltonian for the matter de-
grees of freedom, i.e. 〈β̄| ĤA0

|β̄〉, can be diagonalized
exactly since, after the HF decoupling, it is quadratic
in the fermionic operators ĉk,α, ĉ†k,α. To this end, it is

sufficient to introduce the Bogoliubov operators γ̂†k,− =

uk ĉ
†
k,s+vk ĉ

†
k,p and γ̂†k,+ = v∗k ĉ

†
k,s−u∗k ĉ

†
k,p, where the quan-

tities uk and vk depend on the parameters of the bare
Hamiltonian Ĥ0, on the Hubbard parameter U , on the
light-matter coupling constant g0, and on the quantities
I, M, J , and T . The ground state |ψ〉 =

∏
k γ̂
†
k,− |vac〉

can be written in a BCS-like fashion,

|ψ〉 =
∏
k

[
uk + vk ĉ

†
k,pĉk,s

]
|∅〉 , (15)

where |∅〉 =
∏
k ĉ
†
k,s |vac〉 and |vac〉 is the state with

no electrons. The final ingredients which are needed
are the expressions for the quantities M, I, J , and T
in terms of uk, vk: M = N−1

∑
k(|vk|2 − |uk|2), I =

N−1
∑
k v
∗
kuk, J = 2N−1

∑
k[−t sin(ka)(|vk|2 − |uk|2)−

2t̃ cos(ka)Im(u∗kvk)], and T = 2N−1
∑
k[t cos(ka)

(
|vk|2−

|uk|2
)
−2t̃ sin(ka)Im(u∗kvk)]. The technical details of this

calculation are summarized in Sec. VI of the SM [38].
The quantities I, M, J , and T can be determined by

solving this nonlinear system of equations. A typical so-
lution is shown in Fig. 1. We have found that all observ-
ables are independent of g0. In other words, in the ther-
modynamic limit the ground state is given by Eq. (15)
with uk and vk evaluated at g0 = 0, in agreement with
the general theorem proven above. The self-consistent
solutions always have J = 0 (i.e. β̄ = 0), as clearly seen
in Fig. 1(c), and therefore display no photon condensa-
tion but may have finite polarization and exciton order
parameters. This is the second important result of this
Letter. At t̃ = 0 the HF ground state has a single tran-
sition at U = UXC. For 0 < U < UXC the ground state
is an exciton condensate with spontaneous coherence be-
tween s and p bands [43, 44] which are not hybridized
when U = 0. The ordered state appears on the small
U side of the transition because interactions favor or-
bital polarization over coherence. The value of UXC can
be determined analytically as detailed in Sec. VIII of the

0 0.5 1 1.5 2
U [Eg]

0

0.1

0.2

0.3

|I
|

(a)

0 0.5 1 1.5 2
U [Eg]

−1

−1/2

0

M

(b)

0 0.5 1 1.5 2
U [Eg]

−0.1

0

0.1

J
[E

g
]

(c)

0 0.5 1 1.5 2
U [Eg]

−1

−0.5

0

T
[E

g
]

(d)

FIG. 1. (Color online) Panel (a) The excitonic order pa-
rameter |I| is plotted as a function of U (in units of Eg).
Numerical results have been obtained by setting t = 0.5 Eg

and ~ωc = Eg. Different curves correspond to different val-
ues of t̃. Red solid line: t̃ = 10−4 Eg. Black dotted line:
t̃ = 0.05 Eg. Blue dashed line: t̃ = 0.1 Eg. Green dash-
dotted line: t̃ = 0.15 Eg. Note that for t̃ 6= 0, |I| 6= 0 for
Uc1 < U < Uc2. Panel (b) Same as in panel (a) but for the
electronic polarization M. Panel (c) Same as in other panels
but for J . Note that J = 0 for all values of t̃ and U/Eg. This
implies β̄ = 0 and therefore no photon condensation. Panel
(d) Same as in other panels but for T (in units of Eg).

SM [38]. We find, in agreement with earlier work [54, 55],
that UXC = 8t2/Eg − Eg/2.

In the limit t̃ = 0, ĤA0
separately conserves the num-

ber of electrons with band indices α = s,p, and has a
global U(1) symmetry associated with the arbitrariness
of the relative phase between s and p electrons [32]. The
HF ground state breaks this symmetry. For t̃ 6= 0 the
U(1) symmetry is reduced to a discrete Z2 symmetry re-
flecting the invariance of the Hamiltonian under spatial
inversion. This symmetry is broken for Uc1(t̃) < U <
Uc2(t̃). Note that limt̃→0 Uc2(t̃) = UXC. Corrections to
Uc2(0) can be found perturbatively for t̃/t� 1 and are of
O(t̃2) (see Sec. VIII of the SM [38]). For 0 < U < Uc1(t̃)
inversion symmetry is unbroken and I = 0. For U >
Uc1(t̃) the ground state is an insulating ferroelectric that
breaks the Z2 symmetry (see Sec. IX of the SM [38]).
The dependence of Uc1 on t̃ in non-analytical and can
be extracted asymptotically for t̃/t � 1. We find that
Uc1(t̃)→ π(4t2−E2

g/4)1/2/| ln(t̃/t)| (see Sec. VIII of the
SM [38]).

In summary, we have presented a no-go theorem for
photon condensation that applies to all quantum many-
body Hamiltonians of the form (1), greatly extend-
ing previous no-go theorems for Dicke-type Hamiltoni-
ans [17, 18]. Since the proof is non-perturbative in the
strength of electron-electron interactions, our arguments
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against photon condensation apply to all lattice models
of strongly correlated electron systems that can be de-
rived from Eq. (1). We have then explained how the the-
orem manifests in practice, presenting a theory of cavity
QED of a 1D model that supports insulating ferroelet-
ric and exciton condensate phases. We have shown that
these electronic orders are never entwined with photon
condensation [56]. In the future, it will be interesting to
study the role of spatially-varying multimode cavity fields
and their interplay with retarded interactions [57, 58],
or strong magnetic fields [59]. Our work emphasizes
that theoretical models of interacting light-matter sys-
tems must retain precise gauge invariance, which is often
lost when the matter system is projected onto a low-
energy model.
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[43] T. Portengen, Th. Östreich, and L.J. Sham, Phys. Rev.
Lett. 76, 3384 (1996) and Phys. Rev. B 54, 17452 (1996).

[44] C.D. Batista, Phys. Rev. Lett. 89, 166403 (2002).
[45] W. Kohn, Phys. Rev. 133, A171 (1964).
[46] B.S. Shastry and B. Sutherland, Phys. Rev. Lett. 65, 243

(1990).
[47] A.J. Millis and S.N. Coppersmith, Phys. Rev. B 42,

10807(R) (1990).
[48] R.M. Fye, M.J. Martins, D.J. Scalapino, J. Wagner, and

W. Hanke, Phys. Rev. B 44, 6909 (1991).
[49] Gauge invariance (of linear-response functions) and the

f -sum rule follow from particle (charge) conservation [33,
34]. Consider Eq. (9) at g0 = 0 and arbitrary values of U .
In this case, the conservation law reads as following, ∂tn̂`+
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`,αĉ`,α

and the local paramagnetic (number) current operator
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`=1 ĵp,` (while, at the same time, including

the diamagnetic term). This is manifestly displayed by our
Hamiltonian (9) at g0 6= 0. Further details on the f -sum
rule can be found in Sec. VII of the SM [38].

[50] O. Di Stefano, A. Settineri, V. Macr̀ı, L. Garziano, R.
Stassi, S. Savasta, and F. Nori, Nat. Phys. (2019).

[51] D. De Bernardis, T. Jaako, and P. Rabl, Phys. Rev. A 97,
043820 (2018).

[52] D. De Bernardis, P. Pilar, T. Jaako, S. De Liberato, and
P. Rabl, Phys. Rev. A 98, 053819 (2018).

[53] J.A. Vergés, E. Louis, P.S. Lomdahl, F. Guinea, and A.R.
Bishop, Phys. Rev. B 43, 6099 (1991); J.A. Vergés, F.
Guinea, and E. Louis, Phys. Rev. B 46, 3562 (1992).

[54] A.N. Kocharian and J.H. Sebold, Phys. Rev. B 53, 12804
(1996).

[55] S. Ejima, T. Kaneko, Y. Ohta, and H. Fehske, Phys. Rev.
Lett. 112, 026401 (2014).

[56] The influence of strong interactions combined with a uni-
form single-mode cavity field on the phase diagram of
small-gap semiconductors has also been considered in an
interesting recent paper by G. Mazza and A. Georges,
Phys. Rev. Lett. 122, 017401 (2019). Some of the con-
clusions of this paper are incorrect because the model is
not precisely gauge invariant.

[57] F. Schlawin, A. Cavalleri, and D. Jaksch, Phys. Rev.
Lett. 122, 133602 (2019).

[58] J.B. Curtis, Z.M. Raines, A.A. Allocca, M. Hafezi, and
V.M. Galitski, Phys. Rev. Lett. 122, 167002 (2019).

[59] S.M. Girvin, A.H. MacDonald, and P.M. Platzman,
Phys. Rev. Lett. 54, 581 (1985) and Phys. Rev. B 33,
2481 (1986); S.M. Girvin and A.H. MacDonald, Phys.
Rev. Lett. 58, 1252 (1987); F.D.M. Haldane, Phys. Rev.
Lett. 107, 116801 (2011).

https://doi.org/10.1103/PhysRev.158.462
https://doi.org/10.1016/S0081-1947(08)60740-7
https://doi.org/10.1103/RevModPhys.40.755
https://doi.org/10.1103/PhysRevLett.76.3384
https://doi.org/10.1103/PhysRevLett.76.3384
https://doi.org/10.1103/PhysRevB.54.17452
https://doi.org/10.1103/PhysRevLett.89.166403
https://doi.org/10.1103/PhysRev.133.A171
https://doi.org/10.1103/PhysRevLett.65.243
https://doi.org/10.1103/PhysRevLett.65.243
https://doi.org/10.1103/PhysRevB.42.10807
https://doi.org/10.1103/PhysRevB.42.10807
https://doi.org/10.1103/PhysRevB.44.6909
https://doi.org/10.1038/s41567-019-0534-4
https://doi.org/10.1103/PhysRevA.97.043820
https://doi.org/10.1103/PhysRevA.97.043820
https://doi.org/10.1103/PhysRevA.98.053819
https://doi.org/10.1103/PhysRevB.43.6099
https://doi.org/10.1103/PhysRevB.46.3562
https://doi.org/10.1103/PhysRevB.53.12804
https://doi.org/10.1103/PhysRevB.53.12804
https://doi.org/10.1103/PhysRevLett.112.026401
https://doi.org/10.1103/PhysRevLett.112.026401
https://doi.org/10.1103/PhysRevLett.122.017401
https://doi.org/10.1103/PhysRevLett.122.133602
https://doi.org/10.1103/PhysRevLett.122.133602
https://doi.org/10.1103/PhysRevLett.122.167002
https://doi.org/10.1103/PhysRevLett.54.581
https://doi.org/10.1103/PhysRevB.33.2481
https://doi.org/10.1103/PhysRevB.33.2481
https://doi.org/10.1103/PhysRevLett.58.1252
https://doi.org/10.1103/PhysRevLett.58.1252
https://doi.org/10.1103/PhysRevLett.107.116801
https://doi.org/10.1103/PhysRevLett.107.116801


1

Supplemental Material for “Cavity QED of Strongly Correlated
Electron Systems: A No-go Theorem for Photon Condensation”

G.M. Andolina,1, 2 F.M.D. Pellegrino,3 ,4 V. Giovannetti,5 A.H. MacDonald,6 and M. Polini1

1Istituto Italiano di Tecnologia, Graphene Labs, Via Morego 30, I-16163 Genova, Italy
2NEST, Scuola Normale Superiore, I-56126 Pisa, Italy

3Dipartimento di Fisica e Astronomia “Ettore Majorana”, Università di Catania, Via S. Sofia 64, I-95123
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In this Supplemental Material we provide additional information on the ground-state factorization (Sec. I), on the
stiffness theorem (Sec. II), on the TRK sum rule (Sec. III), on the coupling of light to the EFK model degrees of

freedom (Sec. IV), on the Hartree-Fock treatment of electron-electron interactions (Sec. V) and the resulting
Bogoliubov transformation (Sec. VI), on the f -sum rule (Sec. VII), and on the phase diagram of the EFK model

(Sects. VIII and IX).

SECTION I: DISENTANGLING LIGHT AND MATTER

In this Section we show that, in the thermodynamic N →∞ limit, it is permissible to assume a factorized ground
state of the form

|Ψ〉 = |ψ〉 |Φ〉 . (S1)

We begin by defining the electron-photon Hamiltonian

Ĥel−ph =

N∑
i=1

e

mic
p̂i ·A0(â+ â†) + ∆(â+ â†)2 , (S2)

where ∆ has been defined in the main text. The electron Hamiltonian Ĥ and the photon Hamiltonian Ĥph have been

defined in the main text. Each of the Hamiltonians Ĥ, Ĥph, and Ĥel−ph scales extensively in N . While this is obvious

for Ĥ, we note that also Ĥph and Ĥel−ph scale with N since A0 ∝ 1/
√
N and â, â† ∝

√
N . Below, we therefore

work with the operators Ĥ/N , Ĥph/N , and Ĥel−ph/N which are well defined in the N → ∞ limit. For the sake of
simplicity, we now assume that all electrons have the same mass, i.e. mi = m , ∀i = 1 . . . N .

In order to prove Eq. (S1) we will prove that, in the limit N →∞

[
Ĥ
N
,
Ĥel−ph

N
]→ 0 (S3)

and

[
Ĥph

N
,
Ĥel−ph

N
]→ 0 . (S4)

Explicitly, the left-hand side of Eq. (S3) reads as following:

[
Ĥ
N
,
Ĥel−ph

N
] = [

N∑
i=1

V (r̂i) +
1

2

∑
i6=j

v(r̂i − r̂j),
N∑
j=1

e

mc
p̂j ·A0]

(â+ â†)

N2
. (S5)

Using that [f(r̂i), p̂j ] = δi,ji~∇r̂i
f(r̂i) and introducing the external force F̂ ext

i = −∇r̂i
V (r̂i) and the Coulomb force

F̂C
i,j = −∇r̂i

v(r̂i − r̂j)/2 we get:

[
Ĥ
N
,
Ĥel−ph

N
] = − i~e(â+ â†)A0

mcN2
·
N∑
i=1

F̂ ext
i , (S6)
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where F̂C
i,j dropped out of the commutator since

∑
i,j F̂

C
i,j = 0. Noticing that (â + â†)A0 is an intensive quantity,

which does not scale with N , and that
∑N
i=1 F̂

ext
i ∼ N , we obtain that the commutator [Ĥ/N, Ĥel−ph/N ] scales like

1/N , and therefore vanishes in the thermodynamic limit.
Exploiting the commutator [â, â†] = 1, we can rewrite the left-hand side of Eq. (S4) as:

[
Ĥph

N
,
Ĥel−ph

N
] =

~ωc

N2

{
N∑
i=1

e

mc
p̂i ·A0(â† − â) + ∆

[
(â† + â)(â† − â) + (â† − â)(â† + â)]

}
. (S7)

Again, this quantity scales like 1/N , since
∑N
i=1 p̂i ∼ N and ∆ ∼ 1.

SECTION II: ON THE STIFFNESS THEOREM

In this Section we prove that 〈ψ0|ĵp|ψ0〉·A0 = 0. We used this property to evaluate the quantity 〈ψ|Ĥ|ψ〉−〈ψ0|Ĥ|ψ0〉
up to order β̄2, via the stiffness theorem.

We introduce the total dipole operator d̂ = −e∑i r̂i and note that, because of the fundamental commutator
[r̂`α, p̂kβ ] = i~δ`,kδα,β , we have

− i~eĵp = [d̂, Ĥ] (S8)

and

[ĵpα, d̂β ] = i~
∑
`

e

m`
δα,β . (S9)

Using Eq. (S8) we immediately find for a large but finite system

〈ψ0|ĵp|ψ0〉 ·A0 =
i

~e
〈ψ0|[d̂, Ĥ]|ψ0〉 ·A0 =

i

~e
(E0 − E0) 〈ψ0|d̂|ψ0〉 ·A0 = 0 . (S10)

SECTION III: ON THE TRK SUM RULE, I.E. EQ. (8) IN THE MAIN TEXT

In this Section we prove the TRK sum rule, i.e. Eq. (8) in the main text.
Eq. (S8) implies that

e2

c2

∑
n 6=0

|〈ψn|ĵp ·A0|ψ0〉|2
En − E0

=
1

~2c2

∑
n 6=0

(En − E0)|〈ψn|d̂ ·A0|ψ0〉|2 . (S11)

Eq. (S9) implies that we can rewrite ∆ as:

∆ =

N∑
`=1

e2A2
0

2m`c2
=

ie

2~c2
〈ψ0|[d̂ ·A0, ĵp ·A0]|ψ0〉 . (S12)

We then manipulate the right-hand side of Eq. (S12) by inserting exact identities [S1, S2] 11 =
∑
n |ψn〉〈ψn| in the

appropriate positions,

〈ψ0|[d̂ ·A0, ĵp ·A0]|ψ0〉 =
∑
n

〈ψ0|d̂ ·A0|ψn〉〈ψn|ĵp ·A0|ψ0〉 −
∑
n

〈ψ0|ĵp ·A0|ψn〉〈ψn|d̂ ·A0|ψ0〉

=
i

~e
∑
n

〈ψ0|d̂ ·A0|ψn〉〈ψn|[d̂ ·A0, Ĥ]|ψ0〉 −
i

~e
∑
n

〈ψ0|[d̂ ·A0, Ĥ]|ψn〉〈ψn|d̂ ·A0|ψ0〉

= − 2i

~e
∑
n

(En − E0)|〈ψn|d̂ ·A0|ψ0〉|2 = − 2i

~e
∑
n 6=0

(En − E0)|〈ψn|d̂ ·A0|ψ0〉|2 . (S13)

Using the previous result inside Eq. (S12), we find

∆ =
1

~2c2

∑
n 6=0

(En − E0)|〈ψn|d̂ ·A0|ψ0〉|2 . (S14)
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Comparing Eq. (S14) with Eq. (S11) we reach the desired result, i.e. Eq. (8) of the main text.

We now present a more physical, alternative proof. We first remind the reader that the physical current operator
corresponding to the Hamiltonian ĤA0

, Eq. (2) in the main text, is

Ĵphys =
c

e

δĤA0

δA0
= ĵp +

N∑
i=1

e

mic
A0 . (S15)

We now observe that the electron system cannot respond to A0, since the latter is uniform and time-independent.
(A current cannot flow along u in response to A0.) This property, i.e. gauge invariance, implies that the physical
current-current response function in response to A0 must vanish [S1, S2], i.e.

0 = − 2

Ld

∑
n 6=0

|〈ψn|ĵp · u|ψ0〉|2
En − E0

+
1

Ld

N∑
i=1

1

mi
, (S16)

where the first (second) term on the right-hand side is the paramagnetic (diamagnetic) contribution and Ld is the
electron system volume. Eq. (S16) can be written as

2
∑
n 6=0

|〈ψn|ĵp · u|ψ0〉|2
En − E0

=
N∑
i=1

1

mi
, (S17)

which is easily seen to be equivalent to Eq. (8). In other words, Eq. (8) simply expresses the fact that paramagnetic
and diamagnetic contributions to the physical current-current response function cancel out in the uniform and static
limit [S1, S2].

SECTION IV: COUPLING THE EFK MODEL TO CAVITY PHOTONS

Consider spinless electrons hopping in a one-dimensional inversion-symmetric crystal with N sites, one atom per site,
and two atomic orbitals of opposite parity (s and p), in a tight-binding scheme. The second-quantized single-particle
Hamiltonian in the site representation reads as following:

Ĥ0 =

N∑
j=1

∑
α=s,p

Eαĉ
†
j,αĉj,α − ts

N∑
j=1

(ĉ†j+1,sĉj,s + ĉ†j,sĉj+1,s) + tp

N∑
j=1

(ĉ†j+1,pĉj,p + ĉ†j,pĉj+1,p)

− t̃
N∑
j=1

(ĉ†j+1,sĉj,p + ĉ†j,pĉj+1,s) + t̃

N∑
j=1

(ĉ†j,sĉj+1,p + ĉ†j+1,pĉj,s) ≡
N∑
j=1

∑
α=s,p

Eαĉ
†
j,αĉj,α + T̂ , (S18)

where ts, tp, t̃ ∈ R are for the moment completely arbitrary, we assumed periodic boundary conditions (ĉN+1,α =

ĉ1,α), and defined the kinetic operator T̂ = tp
∑N
j=1(ĉ†j+1,pĉj,p + ĉ†j,pĉj+1,p) − t̃

∑N
j=1(ĉ†j+1,sĉj,p + ĉ†j,pĉj+1,s) +

t̃
∑N
j=1(ĉ†j,sĉj+1,p + ĉ†j+1,pĉj,s). We now add repulsive on-site electron-electron interactions in the site representa-

tion:

Ĥee = U

N∑
j=1

n̂j,sn̂j,p , (S19)

where U > 0 and n̂j,α ≡ ĉ†j,αĉj,α is the orbitally-resolved local density operator.

The full Hamiltonian of our 1D EFK model in the absence of cavity photons is

Ĥ = Ĥ0 + Ĥee . (S20)

We now couple the matter Hamiltonian Ĥ in Eq. (S20) to light by employing a uniform linearly-polarized vector
potential A(t) = A(t)û where u = ±x̂ in the ring geometry above with periodic boundary conditions. This is



4

accomplished, as usual [S3–S6], by means of the Peierls factor:

ĤA(t) =

N∑
j=1

∑
α=s,p

Eαĉ
†
j,αĉj,α − ts

N∑
j=1

(
e−ieaA(t)/(~c)ĉ†j+1,sĉj,s + e+ieaA(t)/(~c)ĉ†j,sĉj+1,s

)

+ tp

N∑
j=1

(
e−ieaA(t)/(~c)ĉ†j+1,pĉj,p + e+ieaA(t)/(~c)ĉ†j,pĉj+1,p

)

− t̃
N∑
j=1

(
e−ieaA(t)/(~c)ĉ†j+1,sĉj,p + e+ieaA(t)/(~c)ĉ†j,pĉj+1,s

)

+ t̃

N∑
j=1

(
e+ieaA(t)/(~c)ĉ†j,sĉj+1,p + e−ieaA(t)/(~c)ĉ†j+1,pĉj,s

)
+ Ĥee , (S21)

where a is the lattice constant.
We expand ĤA(t) in powers of A(t) for small A(t), retaining terms of O(A2(t)). We find:

ĤA(t) = Ĥ0 + Ĥee +
e

c
A(t)ĵp −

1

2

e2a2A2(t)

~2c2
T̂ , (S22)

where

ĵp ≡
c

e

δĤA(t)

δA(t)

∣∣∣∣∣
A(t)=0

=
itsa

~

N∑
j=1

(ĉ†j+1,sĉj,s − ĉ†j,sĉj+1,s)−
itpa

~

N∑
j=1

(ĉ†j+1,pĉj,p − ĉ†j,pĉj+1,p)

+
it̃a

~

N∑
j=1

(ĉ†j+1,sĉj,p − ĉ†j,pĉj+1,s) +
it̃a

~

N∑
j=1

(ĉ†j,sĉj+1,p − ĉ†j+1,pĉj,s) (S23)

is the paramagnetic (number) current operator and T̂ is the kinetic operator in Eq. (S18). The physical (number)
current operator is therefore

Ĵphys ≡
c

e

δĤA(t)

δA(t)
= ĵp −

e

c
A(t)

a2

~2
T̂ , (S24)

with contains paramagnetic and diamagnetic terms.
We finally quantize the e.m. field by writing A(t) → A0(â + â†), where A0 has been defined in the main text,

and we give dynamics to the field by means of the photon Hamiltonian Ĥph = ~ωcâ
†â. The full Hamiltonian, which

includes light-matter interactions, is therefore given by:

ĤA0 = Ĥ0 + Ĥee + Ĥph +
e

c
A0ĵp(â+ â†)− 1

2

e2a2

~2c2
A2

0T̂ (â+ â†)2 . (S25)

The fourth and fifth terms in the right-hand side of Eq. (S25) are called paramagnetic and diamagnet contributions.
Eq. (S25) is written in the site representation. In the main text, however, the quantities Ĥ0, ĵp, and T̂ have been

given in momentum space. The link between momentum-space and site representations is offered by

ĉ†j,α =
1√
N

∑
k∈BZ

ĉ†k,αe
−ikja , (S26)

where the sum is carried over the 1D Brillouin zone (BZ). In the thermodynamic N →∞ limit we can replace

1

N

∑
k∈BZ

→ a

∫ +π/a

−π/a

dk

2π
. (S27)

We find

Ĥ0 =
∑
k∈BZ

(
ĉ†k,s ĉ†k,p

)(
Es − 2ts cos(ka) 2it̃ sin(ka)
−2it̃ sin(ka) Ep + 2tp cos(ka)

)(
ĉk,s
ĉk,p

)
≡
∑
k∈BZ

∑
α,β=s,p

ĉ†k,αHαβ(k)ĉk,β , (S28)
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ĵp =
2a

~
∑
k∈BZ

(
ĉ†k,s ĉ†k,p

)(
ts sin(ka) it̃ cos(ka)
−it̃ cos(ka) −tp sin(ka)

)(
ĉk,s
ĉk,p

)
≡
∑
k∈BZ

∑
α,β=s,p

ĉ†k,αjαβ(k)ĉk,β , (S29)

and

T̂ = 2
∑
k∈BZ

(
ĉ†k,s ĉ†k,p

)(−ts cos(ka) it̃ sin(ka)
−it̃ sin(ka) +tp cos(ka)

)(
ĉk,s
ĉk,p

)
≡
∑
k∈BZ

∑
α,β=s,p

ĉ†k,αTαβ(k)ĉk,β . (S30)

It is easy to check that

jαβ(k) =
1

~
∂Hαβ(k)

∂k
(S31)

and

Tαβ(k) = − 1

a2

∂2Hαβ(k)

∂k2
. (S32)

Equations (S31)-(S32) heavily constrain the paramagnetic and diamagnetic terms of the full Hamiltonian ĤA0 , which
rule light-matter interactions. In other words, one cannot simply couple light to matter with arbitrary operators ĵp
and T̂ . Instead the form of these operators is specified by Ĥ0 and must be constructed with perfect consistency.

SECTION V: HARTREE-FOCK TREATMENT OF ELECTRON-ELECTRON INTERACTIONS

We treat the electron-electron interaction term in Eq. (11) of the main text—or, equivalently, Eq. (S19)—within
Hartree-Fock (HF) mean-field theory (see, e.g., Chapter 2 of Ref. [S1]). We replace Ĥee with

Ĥ(HF)
ee ≡ U

N∑
j=1

[ĉ†j,sĉj,s〈ĉ†j,pĉj,p〉+ ĉ†j,pĉj,p〈ĉ†j,sĉj,s〉 − ĉ†j,sĉj,p〈ĉ†j,pĉj,s〉 − ĉ†j,pĉj,s〈ĉ†j,sĉj,p〉]

− U
∑
i

[〈ĉ†j,sĉj,s〉〈ĉ†j,pĉj,p〉 − 〈ĉ†j,sĉj,p〉〈ĉ†j,pĉj,s〉] . (S33)

Each of the mean fields above can be written as

〈ĉ†j,αĉj,β〉 =
1

N

∑
k,k′∈BZ

e−i(k−k
′)ja〈ĉ†k,αĉk′,β〉 . (S34)

We assume that 〈ĉ†j,αĉj,β〉 is independent of the site index j (translational invariance), i.e. we take 〈ĉ†k,αĉk′,β〉 =

δk,k′〈ĉ†k,αĉk,β〉.
We are therefore naturally led to introduce the following quantities:

M≡ 〈ĉ†j,pĉj,p〉 − 〈ĉ†j,sĉj,s〉 =
1

N

∑
k∈BZ

(〈ĉ†k,pĉk,p〉 − 〈ĉ
†
k,sĉk,s〉) , (S35)

I ≡ 〈ĉ†j,pĉj,s〉 =
1

N

∑
k∈BZ

〈ĉ†k,pĉk,s〉 , (S36)

and

n0 ≡ 〈ĉ†j,pĉj,p〉+ 〈ĉ†j,sĉj,s〉 =
1

N

∑
k∈BZ

(〈ĉ†k,pĉk,p〉+ 〈ĉ†k,sĉk,s〉) . (S37)

Under the assumption of homogeneity, we can rewrite the HF interaction term (S33) as

Ĥ(HF)
ee = −U

∑
k∈BZ

[M
2

(ĉ†k,pĉk,p − ĉ
†
k,sĉk,s) + I ĉ†k,sĉk,p + I∗ĉ†k,pĉk,s

]
+ U

∑
k∈BZ

n0

2
(ĉ†k,pĉk,p + ĉ†k,sĉk,s) + UN

(M2 − n2
0

4
+ |I|2

)
. (S38)
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The term proportional to n0/2 acts as a renormalization of the chemical potential µ in the grand-canonical Hamiltonian

K̂ = ĤA0−µN̂ , where N̂ =
∑
k∈BZ

∑
α=s,p ĉ

†
k,αĉk,α is the total electron number operator. In this work we study only

the phase diagram at half filling. We therefore have n0 = 1 ∀j = 1 . . . N in all phases and can discard such term. The
last term in Eq. (12) instead must be retained (after discarding n0) since it takes different values in different phases.
(It is a trivial constant: it therefore only matters when one compares total energies of different phases.)

The HF mean-field Hamiltonian (S38) can be written in a 2× 2 fashion:

Ĥ(HF)
ee = U

∑
k∈BZ

(
ĉ†k,s ĉ†k,p

)(M/2 −I
−I∗ −M/2

)(
ĉk,s
ĉk,p

)
+ UN

(M2

4
+ |I|2

)
. (S39)

SECTION VI: DETAILS ON THE BOGOLIUBOV TRANSFORMATION

In this Section we give all technical details relevant to the diagonalization of the problem posed by Eq. (9) in the
main text, with Ĥee replaced by its HF mean-field expression (S39):

Ĥ(HF)
A0

≡ Ĥ0 + Ĥ(HF)
ee + Ĥph +

g0√
N

~
a
ĵp(â+ â†)− g2

0

2N
T̂ (â+ â†)2 . (S40)

We seek ground-state wave functions of the unentangled form |Ψ〉 = |ψ〉 |Φ〉, where |ψ〉 is the wave function for the
matter degrees of freedom and |Φ〉 is the analog for the e.m. field.

In order to reduce the number of free parameters in the problem, we enforce particle-hole symmetry by setting
Es = −Eg/2 = −Ep and ts = tp = t.

An effective mean-field Hamiltonian for matter degrees of freedom can be obtained by taking the expectation value

of Ĥ(HF)
A0

over the light state |Φ〉, i.e.

Ĥeff−matter ≡ 〈Φ|Ĥ(HF)
A0
|Φ〉 =

∑
k∈BZ

(
ĉ†k,s ĉ†k,p

)
H(k)

(
ĉk,s
ĉk,p

)
+ ~ωc 〈Φ|a†a|Φ〉+ UN

(M2

4
+ |I|2

)
. (S41)

H(k) can be conveniently written in terms of ordinary 2 × 2 Pauli matrices {σi, i = 1, 2, 3}, i.e. H(k) =
∑
i hi(k)σi

with

h1(k) = −URe(I) , (S42)

h2(k) = −2t̃ sin(ka)

(
1− g2

0

2
A2

)
− 2t̃g0 cos(ka)A1 + U Im(I) , (S43)

and

h3(k) = −Eg

2
− 2t cos(ka)

(
1− g2

0

2
A2

)
+ 2tg0 sin(ka)A1 + U

M
2

. (S44)

In Eqs. (S42)-(S44) we have introduced

A1 ≡
1√
N
〈Φ|â+ â†|Φ〉 (S45)

and

A2 ≡
1

N
〈Φ|
(
â+ â†

)2 |Φ〉 . (S46)

The Hamiltonian (S41) can be diagonalized by introducing the following Bogoliubov transformation:

γ̂†k,− = uk ĉ
†
k,s + vk ĉ

†
k,p , (S47)

γ̂†k,+ = v∗k ĉ
†
k,s − u∗k ĉ

†
k,p , (S48)
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where uk = cos(θk/2) and vk = sin(θk/2)eiφk with

cos(θk) = −h3(k)

ε(k)
, (S49)

sin(θk) = −
√
h2

1(k) + h2
2(k)

ε(k)
, (S50)

eiφk =
h1(k) + ih2(k)√
h2

1(k) + h2
2(k)

, (S51)

ε(k) =
√
h2

1(k) + h2
2(k) + h2

3(k) . (S52)

Note that uk and vk are functions of I, M, A1, and A2, i.e. uk = uk(I,M,A1,A2) and vk = vk(I,M,A1,A2). We
find

Ĥeff−matter =
∑
k∈BZ

∑
ξ=±

ξε(k)γ̂†k,ξγ̂k,ξ + C , (S53)

where

C ≡ UN
(M2

4
+ |I|2

)
+ ~ωc 〈Φ|a†a|Φ〉 . (S54)

The ground state of (S53) is |ψ〉 =
∏
k∈BZ γ̂

†
k,− |vac〉, where |vac〉 is the state with no electrons. Mimicking the BCS

theory, we find that

|ψ〉 =
∏
k∈BZ

[
uk + vk ĉ

†
k,pĉk,s

]
|∅〉 , (S55)

where |∅〉 =
∏
k∈BZ ĉ

†
k,s |vac〉. The following quantities 〈ψ|ĉ†k,sĉk,s|ψ〉 = |uk|2, 〈ψ|ĉ†k,pĉk,p|ψ〉 = |vk|2, and

〈ψ|ĉ†k,pĉk,s|ψ〉 = v∗kuk are useful to write the order parameters in terms of uk and vk. We find

I =
1

N

∑
k∈BZ

〈ψ|ĉ†k,pĉk,s|ψ〉 =
1

N

∑
k∈BZ

v∗kuk (S56)

and

M =
1

N

∑
k∈BZ

(〈ψ|ĉ†k,pĉk,p|ψ〉 − 〈ψ|ĉ
†
k,sĉk,s|ψ〉) =

1

N

∑
k∈BZ

(
|vk|2 − |uk|2

)
. (S57)

We also write the expectation values of ĵp and T̂ over the HF state |ψ〉 in terms of uk and vk:

J ≡ ~
aN
〈ψ|ĵp|ψ〉 =

2

N

∑
k∈BZ

[
−t sin(ka)(|vk|2 − |uk|2)− 2t̃ cos(ka)Im(u∗kvk)

]
(S58)

and

T ≡ 〈ψ|T̂ |ψ〉 =
2

N

∑
k∈BZ

[
t cos(ka)

(
|vk|2 − |uk|2

)
− 2t̃ sin(ka)Im(u∗kvk)

]
. (S59)

Note that both J and T have units of energy and are finite in the thermodynamic N →∞ limit.
Following exactly the same steps described in the proof of the no-go theorem in the main text and defining

∆ = −g
2
0

2
T (S60)

and

λ =

√
1 +

4∆

~ωc
, (S61)
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we find that |Φ〉 must be a coherent state |β̄〉, i.e. b̂ |β̄〉 = β̄ |β̄〉, with

β̄ = − g0

λ3/2

J
~ωc

√
N , (S62)

to be compared with Eq. (4) in the main text. As in the case of the proof of the no-go theorem, b̂ = cosh(x)â+sinh(x)â†,
with cosh(x) = (λ + 1)/(2

√
λ) and sinh(x) = (λ − 1)/(2

√
λ). The inverse transformation reads as following: â =

cosh(x)b̂− sinh(x)b̂†. Note that J depends on β̄ and therefore the previous equation defines β̄ only implicitly.

Since we have found the ground state |Φ〉 (i.e. a coherent state |β̄〉 of the b̂ operator), we can evaluate Eqs. (S45)-
(S46):

A1 =
1√
Nλ
〈β̄|b̂+ b̂†|β̄〉 =

2β̄√
Nλ

= −2g0

λ2

J
~ωc

(S63)

and

A2 =
1

Nλ
〈β̄|
(
b̂+ b̂†

)2|β̄〉 =
4β̄2 + 1

Nλ
= A2

1 +
1

λN
. (S64)

To derive Eq. (S64) we have used that
(
b̂ + b̂†

)2
= b̂2 + b̂†2 + 2b̂†b̂ + 1. Using Eqs. (S53)-(S54) and using that

â†â = (λ2 +1)b̂†b̂/(2λ)− (λ2−1)(b̂2 + b̂†2)/(4λ)+(λ−1)2/(4λ), we can also write the ground-state energy per particle
as

εGS =
EGS

N
= − 1

N

∑
k∈BZ

ε(k) +
~ωc[4β̄2 + (λ− 1)2]

4λN
+ U

(M2

4
+ |I|2

)
. (S65)

In the thermodynamic N →∞ limit we find A2 = A2
1 (i.e. the vacuum contribution can be neglected) and

lim
N→∞

εGS = −a
∫ +π/a

−π/a

dk

2π
ε(k) +

~ωc

4
A2

1 + U

(M2

4
+ |I|2

)
. (S66)

Since ε(k) depends only on ka, it is useful to change integration variable in Eq. (S66) from k to k′ = ka ∈ (π,+π).
Eqs. (S56), (S57), (S58), (S59), (S63), and (S64) fully determine all the relevant quantities in the problem, i.e. I,

M, J , and T .
In Fig. S1 we present a summary of our main results for the bands ±ε(k) both in the simple non-interacting U = 0

case—panel a)—and in the interacting U 6= 0 case—panel b).

SECTION VII: OPTICAL CONDUCTIVITY, DRUDE WEIGHT, AND THE f-SUM RULE

In this Section we discuss the optical conductivity σ(ω) and the f -sum rule for the EFK model. The longitudinal
conductivity σ(ω) is defined as the response of the physical charge current operator to the electric field E(t) =
−c−1∂A(t)/∂t. Assuming A(t) = Aωe

−iωteηt+c.c. with η = 0+ (as usual, for the applicability of linear response theory
the applied field must vanish in the far past [S1, S2]), we have E(t) = ic−1(ω+iη)Aωe

−iωteηt+c.c. = Eωe
−iωteηt+c.c..

We therefore find that the response of the physical current is given by

− eδJphys(ω) ≡ σ(ω)Eω =
i

c
σ(ω)(ω + iη)Aω . (S67)

We conclude that the pre-factor in front of Aω in the right-hand side Eq. (S67) can be calculated from the current-
current response function [S2, S34], with its paramagnetic and diamagnetic contributions.

Here, we focus on the EFK model, i.e. Eq. (9) for g0 = 0. Using Eq. (S67) and linear response theory [S1, S2], we
immediately find that the optical conductivity of the EFK model is given by

σ(ω) =
i

ω + iη

e2a2

~2L
〈−T̂ 〉+

e2

~L
i

ω + iη

∑
n,m

(Pm − Pn)
|〈ψn|ĵp|ψm〉|2
ω − ωnm + iη

, (S68)

where |ψn〉 are the exact eigenstates of the Hamiltonian Ĥ0 + Ĥee with eigenvalues En, 〈. . . 〉 ≡ ∑n Pn〈ψn| . . . |ψn〉
denotes a thermal average, and Pn = exp(−βEn)/Z, with β = (kBT )−1 and Z =

∑
n exp(−βEn) is the canonical
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FIG. S1. (Color online) Panel (a) The non-interacting U = 0 spectrum εξ(k) = ξε(k) = ±ε(k) (in units of Eg) as a function
of ka in the first BZ, ka ∈ (−π/π). The red dashed line is the spectrum in an insulating non-interacting case |t| < Eg/4,
t = 0.1 Eg, and t̃ = 0. The black dotted line shows the metallic phase |t| > Eg/4, t = 0.5 Eg, and t̃ = 0. The blue solid
line—obtained by setting t = 0.5 Eg and t̃ = 0.1 Eg—shows that a finite value of t̃ opens a single-particle hybridization gap.
Panel (b) A comparison between the non-interacting and the interacting spectrum. The black dotted line is the non-interacting
spectrum (i.e. obtained by setting U = 0), for t = 0.5 Eg and t̃ = 0.1 Eg. The red solid line is the HF mean-field spectrum
obtained for the same values of t and t̃, at U = Eg (i.e. U/t = 2).

partition function. In deriving the exact eigenstate representation (S68) we have used that ĵ†p = ĵp and therefore

〈ψn|ĵp|ψm〉 = 〈ψm|ĵp|ψn〉∗.
Separating the real and imaginary parts of σ(ω) and taking the zero-temperature limit (Pn = 0 for n 6= 0 and

P0 = 1), we finally find:

Re[σ(ω)] = Dδ(ω) +
πe2

L

∑
n 6=0

|〈ψn|ĵp|ψ0〉|2
En − E0

[δ(ω − ωn0) + δ(ω + ωn0)] (S69)

where D is the so-called Drude weight [S3–S6]

D =
πe2a2

~2L
〈ψ0| − T̂ |ψ0〉 −

2πe2

L

∑
n6=0

|〈ψn|ĵp|ψ0〉|2
En − E0

≡ Dd + Dp . (S70)

Here, Dd (Dp) defines the diamagnetic (paramagnetic) contribution to D.
We immediately notice the f -sum rule [S1, S2, S4–S6]∫ +∞

−∞
dωRe[σ(ω)] = 2

∫ +∞

0

dωRe[σ(ω)] = D +
2πe2

L

∑
n 6=0

|〈ψn|ĵp|ψ0〉|2
En − E0

= Dd . (S71)

We now show that the f -sum rule is satisfied in our HF treatment of the EFK model. In the absence of light,
the complete HF Hamiltonian including electron-electron interactions and neglecting an irrelevant constant is (see
Eq. (S53)):

ĤHF =
∑
k∈BZ

∑
ξ=±

ξε(k)γ̂†k,ξγ̂k,ξ . (S72)

The eigenstates and eigenvalues are |ξ, k〉 = γ̂†ξ,k |vac〉 and εξ(k) = ξε(k). We remind the reader that ε(k) has been
defined in Eq. (S52) and, in this Section, needs to be evaluated at g0 = 0. The ground state, as noticed above, is

|ψ0〉 =
∏
k∈BZ γ̂

†
−,k |vac〉. We have

Dp = −2πe2

Na

∑
k∈BZ

|〈+, k|ĵp|−, k〉|2
2ε(k)

(S73)
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FIG. S2. (Color online) (a) The quantity 2ε(k) (in units of Eg) as a function ka in the first BZ. Different curves refer to different
values of the Hubbard U parameter: U = Eg/10 (black), U = Eg (red), and U = 2Eg (blue). (b) The Drude weight D (black
solid line) and the contributions Dp (blue dash-dotted line) and Dd (red dashed line) are plotted as functions of U/Eg. The
three quantities D, Dp, and Dd are in units of e2aEg/~2. (c) The smooth contribution σ′(ω)—see Eq. (S78)—to the real part
of the optical conductivity (in units of e2aEg/~) is plotted as a function ~ω/Eg. Different curves refer to different values of the
Hubbard U parameter: U = Eg/10 (black solid line), U = Eg (red solid line), and U = 2Eg (blue solid line). Black, red, and
blue vertical dashed lines mark the energy EVHS = mink∈BZ[2ε(k)] at which a logarithmic divergence of σ′(ω) occurs. Clearly,
EVHS shifts with U . (d) The paramagnetic contribution to the Drude weight Dp (black solid line, in units of e2aEg/~2) is
compared with the quantity S′p (red circles) defined in Eq. (S79). All numerical results in this figure have been obtained by
setting t = Eg/2 and t̃ = Eg/10.

and

Dd =
πe2a

~2N

∑
k∈BZ

〈−, k| − T̂ |−, k〉 . (S74)

The quantity 2ε(k) is the energy necessary to promote an electron with wave number k vertically from the lower band
ξ = − to the upper band ξ = +. Fig. S2(a) shows the quantity 2ε(k) (in units of Eg) as a function of ka. The extrema
of 2ε(k) give rise to logarithmic divergences in the optical conductivity.

In order to calculate both contributions to the Drude weight, we need the following matrix elements:

〈+, k|ĵp|−, k〉 =
2a

~
eiφk [t sin(ka) sin(θk) + t̃ cos(ka) cos(θk) sin(φk) + it̃ cos(ka) cos(φk)] (S75)

and

〈−, k| − T̂ |−, k〉 = [t cos(ka) cos(θk) + t̃ sin(ka) sin(θk) sin(φk)] , (S76)

where θk and φk are the Bogoliubov angles defined in Sec. VI. From Eq. (S75), we notice that, for t̃ = 0 and U = 0,
one has 〈+, k|ĵp|−, k〉 = 0. This is expected since, in the absence of many-body effects and for t̃ = 0, the eigenstates
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have no orbital mixing (i.e. sin(θk) = 0). Switching on t̃ or U , however, yields 〈+, k|ĵp|−, k〉 6= 0. In particular, for

t̃ = 0, repulsive interactions allow 〈+, k|ĵp|−, k〉 6= 0 when sin(θk) 6= 0, i.e. for 0 < U < UXC = Uc2(0), since, from
Eqs. (S42)-(S44), one has sin2(θk) = [U |I|/ε(k)]2.

Using Eqs. (S75) and (S76), it is possible to calculate Dp and Dd, and therefore D. Fig. S2(b) shows these quantities
as functions of U/Eg.

We now calculate the smooth part σ′(ω) of Re[σ(ω)],

σ′(ω) ≡ πe2

Na

∑
k∈BZ

|〈+, k|ĵp|−, k〉|2
2ε(k)

[δ(ω − 2ε(k)/~) + δ(ω + 2ε(k)/~)] . (S77)

Note that σ′(ω) = Re[σ(ω 6= 0)]. Because of δ(ω ∓ 2ε(k)/~) in the integrand of Eq. (S77), the integral over k (in the
thermodynamic limit) can be carried out analytically. We find

σ′(ω) =
e2~
8

∑
i

|〈+, k|ĵp|−, k〉|2
|∑3

j=1 hj(k)∂khj(k)|

∣∣∣∣∣
k=ki(ω)

, (S78)

where ki(ω) are the solutions of ε(ki(ω)) = ~|ω|/2 and the quantities h1(k), h2(k), and h3(k) have been defined
in Eqs. (S42)-(S44). Fig. S2(c) shows σ′(ω) as a function ~ω/Eg. Each vertical dashed line marks the energy
EVHS = mink∈BZ[2ε(k)] at which the quantity 2ε(k) is minimal. At this energy a logarithmic enhancement of
σ′(ω) occurs. (Similarly, another singularity occurs at E′VHS = maxk∈BZ[2ε(k)], but that is weaker in our numerical
calculations.)

Using Eq. (S78) we can finally calculate numerically the quantity

S′p = −2

∫ +∞

0

dω σ′(ω) . (S79)

We have verified numerically that

S′p = Dp . (S80)

This is seen in Fig. S2(d). It follows that

2

∫ +∞

0

dωRe[σ(ω)] = Dd , (S81)

which is exactly the f -sum rule (S71).

SECTION VIII: ON THE PHASE DIAGRAM OF THE EFK MODEL

In this Section we demonstrate the existence of two critical values of U , Uc1 and Uc2, at which I = 0, where I has
been introduced in the self-consistent field equation (Eq. (14)) of the main text and Eq. (S56). The latter yields the
following equations: [

1− 1

N

∑
k∈BZ

U

2ε(k)

]
Re(I) = 0 (S82)

and [
1− 1

N

∑
k∈BZ

U

2ε(k)

]
Im(I) = −t̃ 1

N

∑
k∈BZ

sin(ka)

ε(k)
. (S83)

In the absence of hybridization, i.e. for t̃ = 0, the previous expressions become identical. This implies a degeneracy
with to respect the phase of I. For t̃ 6= 0, these equations can be satisfied by solutions of the HF equations which
yield Im(I) = 0 and ε(−k) = ε(k). The latter condition implies that the left-hand side of Eq. (S83) vanishes. All the
solutions we find are of this type.
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The condition Re(I) 6= 0 implies that the following equation must be satisfied:

1− 1

N

∑
k∈BZ

U

2ε(k)
= 0 . (S84)

Before proceeding to prove the existence of Uc1 and Uc2 we write Eq. (S84) in a more appealing form. We define
ψk = Re(I)/[2ε(k)], and we rewrite Eq. (S84) as

2ε(k)ψk =
1

N

∑
k′∈BZ

Uψk′ . (S85)

This establishes an immediate link between Eq. (S84) and the equation for the exciton binding energy.
We first demonstrate the existence of upper critical value of U , i.e. Uc2(t̃). Let us first set t̃ = 0. For U/t� 1, the

system is in a trivial insulating phase in which all electrons occupy the s band andM =M0 ≡ −1. Upon decreasing
U down to UXC = Uc2(0), the system develops an infinitesimal excitonic order parameter. The value UXC at which
this occurs can be found by solving Eq. (S84) for an infinitesimal I, i.e.

1

N

∑
k∈BZ

UXC

4t cos(ka) + Eg + UXC
= 1 , (S86)

or, in the thermodynamic limit, ∫ π

−π

dx

2π

1

cos(x) + [Eg + UXC]/(4t)
=

4t

UXC
. (S87)

Carrying out the integral analytically we find

UXC =
8t2

Eg
− Eg

2
. (S88)

Corrections to UXC and M0 due to t̃ 6= 0 can be found perturbatively in the limit t̃/t � 1. They start at second
order in the small parameter t̃/t: δUc2(t̃) = (t̃/t)2u and δM0(t̃) = (t̃/t)2m0. The latter is the change in the electronic
polarization from the value M0 = −1 in the limit t̃ = 0. We find m0 = Eg/(2UXC) and u = E3

g/[t(3E
2
g + 16t2)]. For

example, for t = Eg/2 we find m0 = 1/3 and u = 2/7. In conclusion, we have

Uc2(t̃) = UXC +
E3

g(t̃/t)2

t(3E2
g + 16t2)

+O(t̃3) . (S89)

We now demonstrate the existence of a lower critical value of U , i.e. Uc1(t̃). Following similar steps to the ones
above, one can demonstrate that there is also a lower-threshold for the existence of the exciton insulating phase. Up
to leading order in an asymptotic expansion for small t̃/t (and under the single-particle condition |t| > Eg/4 discussed
in Fig. S1) we find

Uc1(t̃)→
π
√

4t2 − E2
g/4

| ln(t̃/t)| . (S90)

We clearly see that limt̃→0 Uc1(t̃) = 0. But, for finite t̃/t, Uc1(t̃) 6= 0. We will come back to Eq. (S90) below.
We have checked that the analytical results (S89) and (S90) match very well our numerical results, in their regime

of validity.

SECTION IX: PSEUDOSPIN ANALYSIS

In this Section we present a few more remarks on the ground state of the EFK model in the HF approximation.
We view the mean-field problem as a variational problem and use a trial ground-state wave function of the form

|ψ〉 =
∏
k∈BZ

γ̂†k,−|vac〉 . (S91)
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We then express the full Hamiltonian of the 1D EFK model defined by Eq. (S20) in terms of the Bogoliubov operators

γ̂†k,± and γ̂k,±:

ĉ†k,s = ukγ̂
†
k,− − vkγ̂

†
k,+ , (S92)

ĉ†k,p = v∗kγ̂
†
k,− + u∗kγ̂

†
k,+ , (S93)

where uk = cos(θk/2) and vk = sin(θk/2)eiφk .
By writing the Hamiltonian in its normal ordered form, exploiting the following property of the variational wave

function

〈ψ|γ̂†k1,λ1
. . . γ̂†kn,λn

γ̂kn+1,λn+1 . . . γ̂k2n,λ2n |ψ〉 =

2n∏
j=1

δλj ,−〈ψ|γ̂†k1,− . . . γ̂
†
kn,−γ̂kn+1,− . . . γ̂k2n,−|ψ〉 , (S94)

and enforcing particle-hole symmetry, we find the following ground-state energy:

〈ψ|Ĥ|ψ〉 =
∑
k∈BZ

{
[Eg/2 + 2t cos(ka)] cos(θk) + 2t̃ sin(ka) sin(θk) cos(φk)

}
〈ψ|γ̂†k,−γ̂k,−|ψ〉

+
U

N

∑
k,k′,q∈BZ

sin(θk′−q/2) cos(θk+q/2) cos(θk/2) sin(θk′/2)ei(φk′−φk′−q) 〈ψ|γ̂†k′−q,−γ̂
†
k+q,−γ̂k,−γ̂k′,−|ψ〉 . (S95)

Using the ansatz (S91) in the previous equation and the properties

〈ψ|γ̂†k,−γ̂
†
k,−|ψ〉 = 1 , (S96)

〈ψ|γ̂†k′−q,−γ̂
†
k+q,−γ̂k,−γ̂k′,−|ψ〉 = δq,0 − δq,k′−k , (S97)

we finally find

〈ψ|Ĥ|ψ〉 =
∑
k∈BZ

[Eg/2 + 2t cos(ka)] cos(θk) + 2t̃ sin(ka) sin(θk) cos(φk) +
U

N

∑
k,k′∈BZ

cos2(θk/2) sin2(θk′/2)

− U

N

∑
k,k′∈BZ

sin(θk/2) cos(θk/2) sin(θk′/2) cos(θk′/2) cos(φk′ − φk) . (S98)

We therefore note that the ground-state energy can be written in a form that resembles the energy of a chain of
classical interacting spins in an external magnetic field, i.e.

E [τk] ≡ 〈ψ|Ĥ|ψ〉 − UN

4
= −

∑
k∈BZ

[By(k)τyk +Bz(k)τzk ]− U

4N

∑
k,k′∈BZ

τk · τk′ , (S99)

where B(k) = [0, 2t̃ sin(ka), Eg/2 + 2t cos(ka)]T and τk is a unit vector with Cartesian components τxk ≡
〈ψ|ĉ†p,k ĉs,k + ĉ†s,k ĉp,k|ψ〉 = sin(θk) cos(φk), τyk ≡ i 〈ψ|ĉ†p,k ĉs,k − ĉ

†
s,k ĉp,k|ψ〉 = sin(θk) sin(φk), and τzk =

〈ψ|ĉ†s,k ĉs,k − ĉ
†
p,k ĉp,k|ψ〉 = cos(θk). Notice that the “lattice” of spins is in momentum rather than real space. In

this pseudospin description, the repulsive Hubbard-U interaction becomes a ferromagnetic rotationally-invariant spin-
spin interaction term. The spin configuration which minimizes the energy satisfies the self-consistent field equations

τxk = − U

2µkN

∑
k∈BZ

τxk , (S100)

τyk = −By(k)

µk
− U

2µkN

∑
k∈BZ

τyk , (S101)

τzk = −Bz(k)

µk
− U

2µkN

∑
k∈BZ

τzk , (S102)

where

µk = −

√√√√[ U

2N

∑
k∈BZ

τxk

]2

+

[
By(k)− U

2N

∑
k∈BZ

τyk

]2

+

[
Bz(k)− U

2N

∑
k∈BZ

τzk

]2

. (S103)
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The quantities I and M can also be expressed in terms of pseudospins:

I =
1

2N

∑
k∈BZ

(τxk − iτyk ) (S104)

and

M = − 1

N

∑
k∈BZ

τzk . (S105)

Within this description, we consider two limiting cases. Firstly, we consider the limit U � Eg, t, t̃. Neglecting
Eg, t, t̃ with respect to U , it follows that the following configurations

τ
(n)
k = −ẑ , (S106)

τ
(fx)
k = x̂ , (S107)

and

τ
(fy)
k = ŷ , (S108)

are degenerate (i.e. E [τ
(n)
k ] = E [τ

(fx)
k ] = E [τ

(fy)
k ] = −UN/2). For U � Eg, t, t̃ the system is invariant under rotations.

The configuration corresponding to τ
(n)
k describes the normal phase (I = 0), while the ones corresponding to τ

(fx)
k

and τ
(fy)
k correspond to HF states with Re(I) 6= 0 and Im(I) 6= 0, respectively. This implies that all configurations

of the form

τ
(θ,φ)
k = cos(θ)τ

(n)
k + sin(θ) cos(φ)τ

(fx)
k + sin(θ) sin(φ)τ

(fy)
k (S109)

are degenerate. By turning on Eg, t and t̃, and treating them as weak perturbations, we find that the energy associated

to the configurations (S109) is given by E [τ
(θ,φ)
k ] = −[U + Eg cos(θ)]N/2. This means that the gap energy Eg makes

the normal phase expressed in (S106) energetically preferred. This simple example shows why at large values of the
Hubbard-U parameter, the HF phases with I 6= 0 do not occur.

Before concluding, we discuss a second limiting case. We set Eg = 0 (which is compatible with the condition
|t| > Eg/4 described in Fig. S1) and we assume 0 < t̃ < t. Under these conditions, the external magnetic field B(k)
lays on the ŷ-ẑ plane and and its average value is zero, i.e. N−1

∑
k∈BZB(k) = 0, but B(k) 6= 0 ∀k if t, t̃ 6= 0. The

spin configuration which minimizes the energy is

τxk = −URe(I)

µk
, (S110)

τyk = −2t̃ sin(ka)

µk
, (S111)

τzk = −2t cos(ka)

µk
, (S112)

µk = −
√

[URe(I)]
2

+
[
2t̃ sin(ka)

]2
+ [2t cos(ka)]

2
, (S113)

with Re(I) 6= 0 only if the following implicit equation is satisfied:

U

2N

∑
k∈BZ

1√
[URe(I)]

2
+
[
2t̃ sin(ka)

]2
+ [2t cos(ka)]

2
= 1 . (S114)

In the thermodynamic limit the latter can be rewritten as

t

U
=

1

2π
√

1 + [URe(I)]2/(4t2)
K

√ 1− (t̃/t)2

1 + [URe(I)]2/(4t2)

 , (S115)
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where K(x) is the complete elliptic integral of the first kind. Inspecting the right-hand side of the previous equation,
one finds that, for fixed values of t, t̃, and U ,

0 ≤ t

U
≤ t

Uc1(t̃)
≡ 1

2π
K

(√
1− (t̃/t)2

)
, (S116)

where Uc1 is the minimum value of the Hubbard U parameter which gives Re(I) 6= 0. For small values of t̃ we find

Uc1(t̃)→ 2πt

| ln(t̃/t)| . (S117)

Note the logarithmic divergence, as we has seen previously in Eq. (S90). The only role of Eg 6= 0 is to replace

2t→
√

4t2 − E2
g/4 in Eq. (S117).

If 0 < U < Uc1, the configuration which minimizes the energy is

τxk = 0 , (S118)

τyk = −2t̃ sin(ka)

µk
, (S119)

τzk = −2t cos(ka)

µk
, (S120)

µk = −
√[

2t̃ sin(ka)
]2

+ [2t cos(ka)]
2
, (S121)

which means that Re(I) = 0. This second liming case well describes what occurs in the EFK model in the HF
approximation for U ∼ Uc1.
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