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Passive states are special configurations of a quantum system which exhibit
no energy decrement at the end of an arbitrary cyclic driving of the model
Hamiltonian. When applied to an increasing number of copies of the initial
density matrix, the requirement of passivity induces a hierarchical ordering
which, in the asymptotic limit of infinitely many elements, pinpoints ground
states and thermal Gibbs states. In particular, for large values of N the energy
content of a N -passive state which is also structurally stable (i.e. capable to
maintain its passivity status under small perturbations of the model Hamilto-
nian), is expected to be close to the corresponding value of the thermal Gibbs
state which has the same entropy. In the present paper we provide a quantita-
tive assessment of this fact, by producing an upper bound for the energy of an
arbitrary N -passive, structurally stable state which only depends on the spec-
tral properties of the Hamiltonian of the system. We also show the condition
under which our inequality can be saturated. A generalization of the bound
is finally presented that, for sufficiently large N , applies to states which are
N -passive, but not necessarily structurally stable.

1 Introduction
One of the most striking differences between classical and quantum thermodynamics is that,
while the properties of macroscopic system in equilibrium can be described with a small
number of degrees of freedom, the unitary evolution prescribed by the laws of quantum
mechanics has as many conserved quantities as the dimension of the Hilbert space [1]. A
closed quantum system can not “lose its memory” and relax to a thermal state. One of
the consequences of this fact is that the amount of work that we can extract coupling a
quantum system to a thermal bath (the free energy of the system) is, in general, larger than
the work that we can extract from the system alone, called the ergotropy of the system [2].
There are states of a quantum system which are not in thermal equilibrium, but that are
nonetheless passive states, in the sense that their energy can not decrease under unitary
evolution.

The passive states of a quantum system A consist of all density matrices that commute
with the system Hamiltonian H and have no population inversions [1, 3, 4]. Originally
introduced in Ref. [3] by linking them to the Kubo-Martin-Schwinger thermal stability
condition [5, 6, 7], passive states exhibit zero ergotropy, i.e. zero maximum mean energy
decrement when forcing the system to undergo an unitary evolution induced by cyclic
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external modulations of H. In the Kelvin-Planck formulation of the second law of ther-
modynamics, ergotropy can be interpreted as the maximum work that can be extracted
from a system [2, 8], suggesting the identification of passive states as a primitive form of
thermal equilibrium. In view of this property, ergotropy and passive states play a key role
in quantum thermodynamics [1, 9], where they help in clarifying several aspects of the
theory, spanning from foundational issues at the interplay between physics and informa-
tion [10, 11, 12, 13, 14, 15, 16, 17, 18, 19], to more practical issues, such as the charac-
terisation of optimal thermodynamical cycles [1, 20, 21, 22, 23, 24, 25] and the charging
efficiency of quantum batteries models [8, 26, 27, 28, 29, 30]. Passive states have been also
identified as optimisers for several entropic functionals which are relevant in the theory of
quantum communication [31, 32, 33], and as suitable generalizations of the vacuum state
for quantum field theory in curved space-time models [34].

A natural generalization of passivity can be obtained by considering multiple copies
of the original system [3, 4]. In particular, a density matrix ρ of A is said to be N -
passive with respect to the local Hamiltonian H when, given N identical copies of it,
one has that ρ⊗N is passive when considering as joint Hamiltonian of the compound the
sum of N copies of H. It turns out that N -passive states are also N ′-passive for all
N ′ ≤ N , the opposite inclusion not be granted in general, inducing a strict hierarchical
ordering on the associated sets. In this framework thermal Gibbs states share the exclusive
property of being the only density matrices of the system which are completely passive,
i.e. passive at all order N , and also being structurally stable [3, 4, 8, 14]. Structural
stability ensures that the state under consideration will remain passive even when the
system Hamiltonian undergoes small perturbations. This condition is naturally granted
to all passive configurations when H has a non-degenerate spectrum, but becomes a non
trivial requirement in the presence of degeneracies. A direct consequence of the above
mentioned property of Gibbs states is that, for N large enough, the mean energy E(ρ;H) of
a structurally-stable, N -passive density matrix ρ must approach the mean energy Eβ(ρ)(H)
of the Gibbs configuration ωβ(ρ) that has the same entropy of ρ – the latter being always a
lower bound for E(ρ;H), i.e. Eβ(H) ≤ E(ρ,H). Aim of the present work is to investigate
how the gap between E(ρ;H) and Eβ(H) reduces as N increases. For this purpose we
prove an inequality which provides an upper bound for E(ρ;H) in term of Eβ(H), via a
multiplicative factor which only depends upon the spectral properties of the Hamiltonian,
and which converges asymptotically to 1 as N increases. This allows us to provide a
quantitative estimation of the way in which a quantum effect (the gap between ergotropy
and free energy) decreases when the size of the system (quantified by the number N of
copies) increases, and disappears in the macroscopic limit N →∞.

Our work can be seen as a generalization of Ref. [24], which charachterises the most
energetic 1-passive states, to the case of N -passive states. Incidentally, following the same
argument presented in Ref. [24], our findings can also be used to give a lower bound for the
work that can be extracted from a system, hence providing a practical tool to estimate the
usefulness of a given state from the perspective of average work extraction. Furthermore,
our results could be used to derive lower bounds for the Carnot efficiency of fully quantized
heat engines [21], in the cases where the quantized piston is modelled as a product of N
identical systems.

We stress that the derivation presented here relies heavily on the structural stability
property of the input states; if we lift such condition, the bounds do not apply in general.
However, for sufficiently large values of N , we also give a variant of the inequality which
remains true for all N -passive states (not necessarily structurally stable) – see Table 1 for
a summary of the results of this paper.
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Dimension Spectrum of H Set of states Energy bound
d = 2 two-level ρ ∈ P

(1)
H E(ρ;H) = Eβ(ρ)(H)

d ≥ 3 two-level ρ ∈ P̄
(1,1)
H E(ρ;H) = Eβ(ρ)(H)

ρ ∈ P
(N)
H

∗
E(ρ;H) < N−1

N−2Eβ(ρ)(H) +
(d0−1)Z−1

β(ρ)εmax

N−2 +O
(

1
N2

)
d ≥ 3 beyond two-level

ρ ∈ P
(N)
H

E(ρ;H) ≤ Eβ(ρ)(H) min?
{(

1− R(H)
N

)−1
, eβ(ρ)εmax

R(H)
N

}
non-degerate

d ≥ 3 beyond two-level ρ ∈ P̄
(N,1)
H E(ρ;H) ≤ Eβ(ρ)(H) min?

{(
1− R(H)

N

)−1
, eβ(ρ)εmax

R(H)
N

}
degenerate ρ ∈ P

(N)
H , λmin(0) ≥ Z−1

β(ρ) E(ρ;H) ≤ Eβ(ρ)(H)eβ(ρ)εmax
R(H)
N

ρ ∈ P
(N)
H

∗
, λmin(0) < Z−1

β(ρ) E(ρ;H) < N
N−2

[
1 + u(ρ)R(H)

N

]
Eβ(ρ)(H) +

β−1(ρ)+(d0−1)Z−1
β(ρ)εmax

N−2 +O
(

1
N2

)
d ≥ 3 beyond two-level ρ ∈ P

(N)
H E(ρ;H) ≤ εmax(d− d0) exp [−N ln d0 + (N − 1)S(ρ))]degenerate S(ρ) < ln d0

Table 1: Brief recapitulation of the relations between the mean energies E(ρ;H) and Eβ(ρ)(H) for N -
passive (possibly 1-structurally stable) states ρ, and their corresponding Gibbs isoentropic counterparts.
Following the notation introduced in Sec. 2, P(N)

H denotes the space of N -passive states while P̄
(N,1)
H

the space of N -passive, 1-structurally stable states; P(N)
H

∗
instead stands for the set of passive states

with entropy larger than or equal to ln d0, where d0 is the degeneracy of the zero-energy ground state
of H. Two-level Hamiltonian H are those which, besides the zero-energy ground state level, have only
another energy eigenvalue which is strictly positive. Finally εmax is the maximum eigenvalue of H;
R(H) is the spectral quantity defined in Eq. (44); u(ρ) = min{1, β(ρ)εmax}; λmin(0) is the minimum
population value of ρ corresponding to the zero-ground state energy (see Eq. (138)), while Z−1

β(ρ) is the
associated population of the Gibbs counterpart. The superscript ? on the min symbol means that the
term (1− R(H)

N )−1 only contribute for R(H) < N . We remind that for all ρ, irrespectively from their
passivity or non-passivity status, one always has E(ρ;H) ≥ Eβ(ρ)(H), whenever the isoentropic Gibbs
counterpart of ρ is definable – a condition that applies for the cases treated in the table, except for the
one in the last row, where we instead give an inequality as a function of the entropy S(ρ).

The manuscript is organized as follows: in Sec. 2 we introduce the notation, set the
theoretical framework that will be used in the remaining part of the paper, and present
some preliminary observations. Sec. 3 contains the main result of the work: here we derive
our upper bound for the energy of N -passive, structurally stable states and discuss its
achievability. Sec. 4 presents instead a generalization of the bound for N -passive states
which are not necessarily structurally stable, which applies in the asymptotic limit of suffi-
ciently large N . In Sec. 5 we present finally some considerations on the case of Hamiltonian
characterised by energy levels gaps which are commensurable. Conclusions are drawn in
Sec. 6. The manuscript contains also few appendixes which provide technical support for
the derivation of the main results (in particular in Appendix B we give a new proof of the
fact that Gibbs states and ground states are the only density matrices which are completely
passive).

2 Definitions and preliminary observations
Let A be a quantum system described by a Hilbert space H of finite dimension d and
characterised by an assigned Hamiltonian

H :=
d−1∑
j=0

εj |εj〉〈εj | , (1)

with eigenvectors {|εj〉}j and associated eigenvalues {εj}j which we assume to be organized
in non-decreasing order, i.e.

εj+1 ≥ εj , ∀j ∈ {0, · · · , d− 2} . (2)
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Notice that in the writing of (2) we are explicitly allowing for possible degeneracies in the
spectrum of H. In particular for future reference we indicate with d0 the degeneracy of its
ground level (meaning that εi = ε0 for all i ∈ {0, 1, · · · , d0 − 1}), and use the symbol HG
to represent the associated eigenspace, i.e.

HG := Span{|ε0〉, |ε1〉, · · · , |εd0−1〉} . (3)

Given then an element ρ of the density matrix set S of A we now define its ergotropy as
the functional

E(1)(ρ;H) := max
U
{E(ρ;H)− E(UρU †;H)} , (4)

where E(ρ;H) := Tr[ρH] represents the mean energy of the state and where the maxi-
mization is performed over all possible unitary transformations U acting on A [2, 3, 4, 8].
The definition (4) is explicitly invariant under rigid shifts of the energy spectrum: accord-
ingly without loss of generality, hereafter we shall restrict ourselves to the case of positive
semidefinite Hamiltonian H, with zero ground state energy value, i.e.

H ≥ 0 , εi = 0 ∀i ∈ {0, 1, · · · d0 − 1} . (5)

By construction E(1)(ρ;H) is a non-negative quantity which can be explicitly computed
by solving the maximization with respect to U (see Appendix A for details on this). In
the above theoretical framework the set P(1)

H of passive states can now be identified as the
subset of S characterised by the property of having zero ergotropy value,

P
(1)
H :=

{
ρ ∈ S : E(1)(ρ;H) = 0

}
. (6)

It turns out that every passive state ρ must coincide with one of its associated passive
counterparts [3, 4] implying that P(1)

H is exclusively made of density matrices which verify
the following constraints:

i) ρ is diagonal in the energy eigenbasis {|εj〉}j , i.e. it can be expressed as

ρ =
d−1∑
j=0

λj |εj〉〈εj | ; (7)

ii) ρ has no population inversion, i.e. its eigenvalues {λj}j fulfil the following ordering

εi > εj =⇒ λi ≤ λj . (8)

A special subset P̄
(1,1)
H of P(1)

H is provided by the passive states which are structurally
stable, i.e. passive density matrices which besides obeying i) and ii) also satisfy the extra
property

iii) εi = εj =⇒ λi = λj , (9)

which assigns identical population values to energy eigenvalues which are degenerate [3, 4].
One can easily verify that when H has a not-degenerate spectrum (i.e. when (2) holds true
with strict inequalities for all j), P̄(1,1)

H coincides with P
(1)
H , while otherwise it constitutes

a proper subset of the latter. Finally both P
(1)
H and P̄

(1,1)
H can be shown to be closed under

convex convolution.
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In a similar fashion, given N ≥ 1 integer, we can now introduce the set P
(N)
H of N -

ordered passive (or simply N -passive) states. Specifically, given

H(N) :=
N∑
`=1

H(`), (10)

the total Hamiltonian of the joint system, H(`) being the single system Hamiltonian acting
on the `-th copy we define

P
(N)
H :=

{
ρ ∈ S : E(N)(ρ;H) = 0

}
, (11)

with E(N)(ρ;H) the N -order ergotropy functional

E(N)(ρ;H) := max
U
{E(ρ⊗N ;H(N))− E(Uρ⊗NU †;H(N))} , (12)

the maximum being now evaluated with respect to all the (possibly non-local) unitaries
of the joint system. Using the same argument that led to the necessary and sufficient
conditions i) and ii) given above, it has been shown that ρ ∈ P

(N)
H if and only if the

following conditions hold true:

i) ρ is diagonal in the energy eigenbasis, i.e. must be of the form (7);

ii) its eigenvalues fulfil the requirement

d−1∑
i=0

niεi >
d−1∑
j=0

mjεj =⇒
d−1∏
i=0

λnii ≤
d−1∏
j=0

λ
mj
j , (13)

for all couples of the population sets IN := {n0, n1, · · · , nd−1}, JN := {m0,m1, · · · ,md−1}
formed by d non-negative integers that sum up to N .

Notice that for N = 1 Eq. (13) reduces to the absence of population inversion (8), and that
for consistency in the above expression the indeterminate form 00 has to be interpreted
equal to 1, i.e. explicitly

(λ = 0)(n=0) = 1 . (14)

By close inspection of the above definitions, it follows that N -passive states are also N ′-
passive for all N ′ ≤ N . The opposite inclusion however is not necessarily granted implying
a specific ordering on the associated sets, i.e.

P
(N)
H ⊆ P

(N ′)
H ⊆ P

(1)
H , ∀N ′ ≤ N. (15)

In a similar fashion of what done in the case ofP(1)
H , also forP(N)

H we can then introduce
the notion structural stability. Specifically, for any given integer k ≤ N we define the subset
P̄

(N,k)
H of the N -passive, k-structurally stable density matrices as the one formed by the

special N -passive elements which, besides the condition i) and ii) detailed above also obey
to the extra requirement

iii)
d−1∑
i=0

niεi =
d−1∑
j=0

mjεj =⇒
d−1∏
i=0

λnii =
d−1∏
j=0

λ
mj
j , (16)
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for all the couples of the population sets Ik := {n0, n1, · · · , nd−1}, Jk := {m0,m1, · · · ,md−1}
formed by d non-negative integers that sum up to k;

(again in writing (16) we assume the convention (14); notice also that for k = N = 1 this
expression reduces to (9)).

Hierarchical rules analogous to (15) hold true also for the sets P̄(N,k). In this case, one
can easily show that for every N ≥ k ≥ k′ ≥ 1

P̄
(N,k)
H ⊆ P̄

(N,k′)
H ⊆ P̄

(N,1)
H ⊆ P

(N)
H , (17)

and also that

P̄
(N,k′)
H ⊆ P̄

(N ′,k′)
H , ∀N ≥ N ′ ≥ k′ ≥ 1 , (18)

while in general for N ≥ N ′ ≥ 1 it is not true that P
(N)
H is contained in P̄

(N ′,1)
H . In the

special case of 1-structurally stable configurations (i.e. k′ = 1), Eq. (18) implies

P̄
(N,1)
H ⊆ P̄

(N ′,1)
H ⊆ P̄

(1,1)
H , ∀N ≥ N ′ ≥ 1 , (19)

which, for all N ≥ 1, allows us to express P̄(N,1)
H as the inclusion between P

(N)
H and P̄

(1,1)
H ,

i.e.

P̄
(N,1)
H = P

(N)
H

⋂
P̄

(1,1)
H , (20)

(to verify this simply observe that on one hand, P̄(N,1)
H is certainly contained inP

(N)
H

⋂
P̄

(1,1)
H

because it is a subset of both P
(N)
H and P̄

(1,1)
H . On the other hand by definition all the ele-

ments of P(N)
H

⋂
P̄

(1,1)
H are N -passive and 1-structurally stable, hence elements of P̄(N,1)

H ).
In the special case of H which is non-degenerate (i.e. when (2) holds true with strict
inequalities for all j) we have already noticed that P

(1)
H = P̄

(1,1)
H , accordingly exploiting

(15) it follows that Eq. (20) leads to the conclusion that

(H = non-deg) =⇒ P̄
(N,1)
H = P

(N)
H . (21)

We are finally in the position to give the definition of completely passive (CP) states:
these are the density matrices of A which are passive at all order N , i.e. which are diagonal
in the energy eigen-basis and fulfil the constraint (13) at all order. The set of completely
passive can be hence identified with the intersection of all the P

(N)
H , i.e.⋂

N≥1
P

(N)
H = P

(∞)
H , (22)

the last identity being a trivial consequence of the ordering (15). In a similar fashion we
can also introduce the definition of CP states which are also 1-structurally stable (CP1SS),
as the intersection of all the sets P(N,1)

H , i.e.⋂
N≥1

P̄
(N,1)
H = P̄

(∞,1)
H , (23)

as well as the set of CP states which are structurally stable at all orders (CPCSS) which,
thanks to (17) corresponds to the inclusion of all the sets P̄(N,N)

H , i.e.⋂
N≥1

P̄
(N,N)
H = P̄

(∞,∞)
H . (24)
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By construction it is clear that P̄
(∞,∞)
H is included in P̄

(∞,1)
H which in turns is a subset

of P(∞)
H . Most notably however it turn out that irrespectively from H, P̄(∞,∞)

H coincides
with P̄

(∞,1)
H ,

P̄
(∞,∞)
H = P̄

(∞,1)
H , (25)

both being identified with the set of Gibbs states of the system. This important result will
be reviewed in the next subsection, with a complete characterisation of P(∞)

H in terms of
ground and Gibbs states.

2.1 Ground states and Gibbs states
Explicit examples of CP states are provided by the ground states density matrix ρ which
have their support inside the ground subspace HG [4]. We shall use the symbol S(G)

H to
indicate the associated subset, i.e.

S
(G)
H := {ρ ∈ S : ρΠG = ΠGρ = ρ} , (26)

with ΠG =
∑d0−1
j=0 |ei〉〈ej | being the projector on HG. Notice also that, while S

(G)
H is

included into P
(∞)
H , for d0 > 1 its only element that is structurally stable is the uniform

ground state mixture ΠG/d0. As a matter fact, in Ref. [4] it has been shown that these
elements of S(G)

H are the only examples of CP states which are not CP1SS, i.e.

ρ ∈ P
(∞)
H /P̄

(∞,1)
H =⇒ ρ ∈ S

(G)
H , (27)

or more explicitly

P
(∞)
H /P̄

(∞,1)
H = S

(G)
H /

{
ΠG
d0

}
. (28)

Closely related to S
(G)
H is the set of Gibbs thermal states GH . They are identified with

the collection of density matrices of the form

ωβ := e−βH/Zβ , Zβ := Tr[e−βH ] , (29)

with the parameter β ≥ 0 playing the role of an effective inverse temperature, and the
normalization term Zβ being the associated partition function. In the infinite temperature
regime, ωβ(H) converges to the completely mixed state of A, that is ω0 := limβ→0 ωβ =
1/d. On the contrary, in the zero temperature limit, ωβ(H) converges to the uniform
mixture supported on the ground energy eigenspace (3) of the system, namely

ω∞ := lim
β→∞

ωβ = ΠG/d0 , (30)

which, as we already mentioned, is the special element of S
(G)
H . Gibbs states play a

fundamental role in the study of the thermodynamic properties of A since they embed
the very notion of thermal equilibrium [1, 9]. In particular they can be identified by the
property of granting the minimal value of the mean energy E(ρ;H) attainable for density
matrices ρ with fixed von Neumann entropy S(ρ) := −Tr[ρ ln ρ], i.e.

min
{ρ∈S:S(ρ)=Sβ}

E(ρ;H) = Eβ(H) , (31)
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with

Eβ(H) := E(ωβ;H) = − ∂

∂β
lnZβ , (32)

Sβ := S(ωβ) = βE(ωβ;H) + lnZβ . (33)

It is worth remembering that both Eβ(H) and Sβ are strictly monotonically decreasing
functions of β. Thanks to this fact, there is a one-to-one correspondence between these
functionals, that ultimately leads to the following relevant expression

∂Eβ(H)
∂Sβ

= 1
β
. (34)

We also notice that, while Sβ can saturate the maximum entropy value available for the
system A (i.e. Sβ=0 = ln d), due to Eq. (30), the Gibbs state entropy functional is bound to
be always larger than or equal to ln d0 which, unless the Hamiltonian has a non-degenerate
ground level (i.e. d0 = 1), is strictly larger than zero. Accordingly, (31) identifies the
Gibbs states as minimal energy states only for the subclass of density matrices ρ which
have entropy above the ln d0. For those instead which have S(ρ) < ln d0, the only possible
lower bound on E(ρ;H) is simply provided by elements of S(G)

H , leading to the following
trivial inequality

min
{ρ∈S:S(ρ)=S}

E(ρ;H) = 0 , ∀S < ln d0 . (35)

As mentioned in the introductory section, an alternative way of characterising the
Gibbs subset GH is by the observation that the density matrices of the form (29) share the
exclusive property of being the only density matrices of A which are CP and 1-structurally
stable [3, 4]. Furthermore, since the elements of GH are also structurally stable at all
order, we can write

GH = P̄
(∞,1)
H = P̄

(∞,∞)
H , (36)

which explicitly proves the identity (25) anticipated at the end of the previous section.
Together with (28), the above expression finally allows us to conclude that

P
(∞)
H = GH

⋃
S

(G)
H . (37)

In Appendix B we present an alternative proof of these important identities based on a
simple geometrical argument. Here instead we comment on the fact that the they can be
simplified in two limiting cases. The first one is for two dimensional systems (d = 2). In
this situation all passive states are also structurally stable and completely passive, hence
thermal, implying that the hierarchies (17) collapse, so that Eqs. (36) and (37) can be
replaced by

(d = 2) =⇒ P
(1)
H = P̄

(1,1)
H = GH , (38)

the ground state set being trivially contained in the Gibbs set, i.e. S(G)
H ⊂ GH . A similar

statement can be extended also for d ≥ 3 for Hamiltonians that have a two-level spectrum,
i.e. H which beside the (possibly degenerate) zero, ground energy level are characterised
by a unique (possibly degenerate) non-zero eigenvalue. Indeed, in this case one can easily
show that P̄(1,1)

H coincides with the Gibbs set, allowing us to replace (36) with

(d ≥ 3, H = two-level) =⇒ P̄
(1,1)
H = GH , (39)

while (37) remains the same.
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3 Upper bounds for the mean energy of N -passive, 1-structurally stable
states

Equation (31) establishes that Gibbs states provide a natural lower bound for the mean
energy value of the density matrices which have the same entropy. In particular, given a
N -passive state ρ ∈ P

(N)
H of entropy larger than or equal to ln d0, identifying the inverse

temperature β(ρ) ∈ [0,∞] such that ωβ(ρ) ∈ GH has entropy Sβ(ρ) equal to S(ρ), i.e.

Sβ(ρ) = S(ρ) , (40)

we can write

E(ρ;H) ≥ Eβ(ρ)(H) . (41)

Notice that, thanks to the uniform population constraint (9), the requirement of having
entropy larger than or equal to ln d0 is naturally fulfilled by the elements of P(N)

H which
are structurally stable (i.e. S(ρ) ≥ ln d0 , ∀ρ ∈ P̄

(1,1)
H ), accordingly for such states we need

not to worry about such condition.
For two dimensional systems (d = 2), thanks to (38) the inequality in (41) is replaced

by an identity. By exploiting (39) a similar statement can be extended also for d ≥ 3 for
those H which have a simple spectrum: in this case however the equality in (41) holds true
only for the passive states which are also explicitly structurally stable, i.e. ρ ∈ P̄

(1,1)
H , i.e.

E(ρ;H) = Eβ(ρ)(H)


∀ρ ∈ P

(1)
H , (d = 2);

∀ρ ∈ P̄
(1,1)
H , (d ≥ 3, H = two-level);

. (42)

On the contrary, for d ≥ 3 and Hamiltonian H that possesses at least two distinct non-zero
energy eigenvalues, the gap between the right-hand-side and left-hand-side of Eq. (41) is
typically finite. Yet, as a consequence of Eq. (36), we expect that such gap should reduce
as N increases, irrespectively from the spectral properties of H. Aim of the present section
is to provide a quantitative estimation of this fact at least for the elements of P(N)

H which
are at least 1-structurally stable. In particular we shall see that the following upper bound
hold true,

E(ρ;H) ≤ Eβ(ρ)(H)eβ(ρ)εmax
R(H)
N , ∀ρ ∈ P̄

(N,1)
H , (43)

with εmax(= εd) being the maximum energy eigenvalue of H and with R(H) being a non-
negative constant that only depends upon the spectral properties of the system Hamilto-
nian. Explicitly for H not having a simple (two-level) spectrum one has

R(H) := max
εc>εb>εa

εc − εa
εb − εa

, (44)

the maximum being computed among all possible triples of ordered energy levels εc > εb >
εa – for H being two-level we can just put R(H) = 0 and recover (42) via (41). Notice that
for H with non-simple spectrum R(H) is always greater than or equal to one and that the
optimization over εc can be explicitly carried out leading to

R(H) = max
εb>εa

εmax − εa
εb − εa

= 1 + max
εb>εa

εmax − εb
εb − εa

≥ 1 . (45)
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Interestingly enough, when β(ρ)εmax > 1 (low temperature regime), the upper bound of
Eq. (43) can be improved by means of the following inequality

E(ρ;H)
(
1− R(H)

N

)
≤ Eβ(ρ)(H) , ∀ρ ∈ P̄

(N,1)
H (46)

which, while being trivial for R(H)/N ≥ 1, for R(H)/N < 1 leads to

E(ρ;H) ≤ Eβ(ρ)(H)
(
1− R(H)

N

)−1
, ∀ρ ∈ P̄

(N,1)
H . (47)

A direct comparison between (43) and (47) reveals that when β(ρ)εmax > 1 and N is
sufficiently large, the former is tighter than the latter (otherwise (43) always wins).

3.1 Derivation of the bounds
In order to derive Eqs. (43) and (46) first of all, we need to understand in which way the
eigenvalues of the state ρ are constrained by each other by the requirement of being an
element of the N -passive set P(N)

H . Since the problem is non trivial only for the case where
the spectrum of H is not two-level, in what follows we shall focus on these cases where H
admits at least 3 different energy levels.

Proposition 1. Consider an Hamiltonian H admitting three non-degenerate energy levels
εa < εb < εc, and ρ ∈ P

(N)
H a N -passive quantum state with associated populations λa ≥

λb ≥ λc. Then for m ∈ [0, N − 1] integer such that

m

N
<
εb − εa
εc − εa

≤ m+ 1
N

, (48)

the following inequality holds

λb ≤ λ
m
N
c λ

1−m
N

a . (49)

Viceversa for m ∈ [0, N − 1] integer such that

m

N
≤ εb − εa
εc − εa

<
m+ 1
N

, (50)

then we must have
λb ≥ λ

m+1
N

c λ
1−m+1

N
a . (51)

Proof. The result follows directly from the N -passivity condition Eq. (13) and results
in the geometrical constraint depicted in Fig. 1. In particular Eq. (49) corresponds to
imposing (13) for the special case in which the population sets IN contains as only non-
zero term nb = N , while JN contains as only non-zero terms nc = m and na = N −m.
The inequality (51) instead follows by applying Eq. (13) to the special case in which IN
contains as only non-zero terms nc = m+ 1, na = N −m− 1, while JN contains as only
non-zero term nb = N .

Notice that, in Proposition 1, the upper bound of condition (48) is not necessary in
order to prove (49), and likewise the lower bound of (50) is not necessary to prove (51).
However, they will be used in the next proposition, in which we will proceed to estimate
how much the populations of a N -passive, 1-structurally stable state ρ can differ from
those of a thermal equilibrium matrix.

Accepted in Quantum 2020-05-13, click title to verify. Published under CC-BY 4.0. 10



✏

<latexit sha1_base64="tKCQHLe4BdZ/UQ8qJ8/kkrq9vX0=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI9FLx4r2A9oQ9lsJ+3SzSbuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJYPZpqgH9GR5CFn1Fip28dEcxHLQbniVt0FyDrxclKBHM1B+as/jFkaoTRMUK17npsYP6PKcCZwVuqnGhPKJnSEPUsljVD72eLeGbmwypCEsbIlDVmovycyGmk9jQLbGVEz1qveXPzP66UmvPYzLpPUoGTLRWEqiInJ/Hky5AqZEVNLKFPc3krYmCrKjI2oZEPwVl9eJ+2rqler1u9rlcZNHkcRzuAcLsGDOjTgDprQAgYCnuEV3pxH58V5dz6WrQUnnzmFP3A+fwBQDZAq</latexit>

ln�

<latexit sha1_base64="nTXkuklyHOWSo/JvoZuoI7mFELA=">AAAB8nicbVDLSgMxFL1TX7W+qi7dBIvgqsyIUJdFNy4r2AfMDCWTybShmWRIMkIZ+hluXCji1q9x59+YtrPQ1gOBwznnkntPlHGmjet+O5WNza3tnepubW//4PCofnzS0zJXhHaJ5FINIqwpZ4J2DTOcDjJFcRpx2o8md3O//0SVZlI8mmlGwxSPBEsYwcZKfsAFCriNx3hYb7hNdwG0TrySNKBEZ1j/CmJJ8pQKQzjW2vfczIQFVoYRTme1INc0w2SCR9S3VOCU6rBYrDxDF1aJUSKVfcKghfp7osCp1tM0sskUm7Fe9ebif56fm+QmLJjIckMFWX6U5BwZieb3o5gpSgyfWoKJYnZXRMZYYWJsSzVbgrd68jrpXTW962br4brRvi3rqMIZnMMleNCCNtxDB7pAQMIzvMKbY5wX5935WEYrTjlzCn/gfP4A5feRBQ==</latexit>

✏c

<latexit sha1_base64="NA85yExN1xGDk9KXPj63YEFQoJ4=">AAAB8nicbVBNS8NAEN3Ur1q/qh69BIvgqSQi1GPRi8cK9gPaUDbbSbt0sxt2J0IJ/RlePCji1V/jzX/jps1BWx8MPN6bYWZemAhu0PO+ndLG5tb2Tnm3srd/cHhUPT7pGJVqBm2mhNK9kBoQXEIbOQroJRpoHArohtO73O8+gTZcyUecJRDEdCx5xBlFK/UHkBgulByyyrBa8+reAu468QtSIwVaw+rXYKRYGoNEJqgxfd9LMMioRs4EzCuD1EBC2ZSOoW+ppDGYIFucPHcvrDJyI6VtSXQX6u+JjMbGzOLQdsYUJ2bVy8X/vH6K0U2QcZmkCJItF0WpcFG5+f/uiGtgKGaWUKa5vdVlE6opQ5tSHoK/+vI66VzV/et64+G61rwt4iiTM3JOLolPGqRJ7kmLtAkjijyTV/LmoPPivDsfy9aSU8yckj9wPn8A/0uRFA==</latexit>

✏a

<latexit sha1_base64="GsK1an+etobVCIDBz+/TqHcVm2w=">AAAB8nicbVBNS8NAEN3Ur1q/qh69BIvgqSQi1GPRi8cK9gPaUDbbSbt0sxt2J0IJ/RlePCji1V/jzX/jps1BWx8MPN6bYWZemAhu0PO+ndLG5tb2Tnm3srd/cHhUPT7pGJVqBm2mhNK9kBoQXEIbOQroJRpoHArohtO73O8+gTZcyUecJRDEdCx5xBlFK/UHkBgulBzSyrBa8+reAu468QtSIwVaw+rXYKRYGoNEJqgxfd9LMMioRs4EzCuD1EBC2ZSOoW+ppDGYIFucPHcvrDJyI6VtSXQX6u+JjMbGzOLQdsYUJ2bVy8X/vH6K0U2QcZmkCJItF0WpcFG5+f/uiGtgKGaWUKa5vdVlE6opQ5tSHoK/+vI66VzV/et64+G61rwt4iiTM3JOLolPGqRJ7kmLtAkjijyTV/LmoPPivDsfy9aSU8yckj9wPn8A/EGREg==</latexit>

✏c � ✏a
N

<latexit sha1_base64="sKFDyKApwIvRghk90asHoLbbiWg=">AAACC3icbVDLSsNAFL3xWesr6tLN0CK4sSRSqMuiG1dSwT6gCWUynbRDJw9mJkIJ2bvxV9y4UMStP+DOv3HSBtHWAxfOnHMvc+/xYs6ksqwvY2V1bX1js7RV3t7Z3ds3Dw47MkoEoW0S8Uj0PCwpZyFtK6Y47cWC4sDjtOtNrnK/e0+FZFF4p6YxdQM8CpnPCFZaGpgVxxeYpA6NJeNaIOgM/Txwlt5k5YFZtWrWDGiZ2AWpQoHWwPx0hhFJAhoqwrGUfduKlZtioRjhNCs7iaQxJhM8on1NQxxQ6aazWzJ0opUh8iOhK1Ropv6eSHEg5TTwdGeA1Vguern4n9dPlH/hpiyME0VDMv/ITzhSEcqDQUMmKFF8qgkmguldERljHY7S8eUh2IsnL5POec2u1xq39WrzsoijBMdQgVOwoQFNuIYWtIHAAzzBC7waj8az8Wa8z1tXjGLmCP7A+PgGyTOa5A==</latexit>

ln�a

<latexit sha1_base64="XwI4Tq2IBLiHgmWddUeaHDPFilA=">AAAB9XicbVBNTwIxFHyLX4hfqEcvjcTEE9k1JHgkevGIiYAJrORtt0BDt7tpuxpC+B9ePGiMV/+LN/+NXdiDgpM0mczMy3udIBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYjVfYCaCS5Zy3Aj2H2iGEaBYJ1gfJ35nUemNI/lnZkkzI9wKPmAUzRWeugJSXrCxkPsY6lfrrhVdw6ySrycVCBHs1/+6oUxTSMmDRWodddzE+NPURlOBZuVeqlmCdIxDlnXUokR0/50fvWMnFklJINY2ScNmau/J6YYaT2JApuM0Iz0speJ/3nd1Awu/SmXSWqYpItFg1QQE5OsAhJyxagRE0uQKm5vJXSECqmxRWUleMtfXiXti6pXq9Zva5XGVV5HEU7gFM7Bgzo04Aaa0AIKCp7hFd6cJ+fFeXc+FtGCk88cwx84nz+Ug5Ht</latexit>

ln�c

<latexit sha1_base64="4u6qtxDHZXbAANJ6G2rtUfR6qTE=">AAAB9XicbVDLSsNAFL2pr1pfVZduBovgqiRSaJdFNy4r2Ac0sUwmk3boZBJmJkoJ/Q83LhRx67+482+ctFlo64GBwznncu8cP+FMadv+tkobm1vbO+Xdyt7+weFR9fikp+JUEtolMY/lwMeKciZoVzPN6SCRFEc+p31/epP7/UcqFYvFvZ4l1IvwWLCQEayN9OBygVxu4gEekcqoWrPr9gJonTgFqUGBzqj65QYxSSMqNOFYqaFjJ9rLsNSMcDqvuKmiCSZTPKZDQwWOqPKyxdVzdGGUAIWxNE9otFB/T2Q4UmoW+SYZYT1Rq14u/ucNUx22vIyJJNVUkOWiMOVIxyivAAVMUqL5zBBMJDO3IjLBEhNtispLcFa/vE56V3WnUW/eNWrt66KOMpzBOVyCA01owy10oAsEJDzDK7xZT9aL9W59LKMlq5g5hT+wPn8Al42R7w==</latexit>

}

<latexit sha1_base64="A6xI+eZHL9+TLrYC8ufkf9KqzfY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpoT8rDcoVt+ouQNaJl5MK5GgOyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj7FkqaYTazxanzsiFVYYkjJUtachC/T2R0UjraRTYzoiasV715uJ/Xi814bWfcZmkBiVbLgpTQUxM5n+TIVfIjJhaQpni9lbCxlRRZmw68xC81ZfXSfuq6tWq9ftapXGTx1GEMziHS/CgDg24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD9avjYU=</latexit>

}<latexit sha1_base64="A6xI+eZHL9+TLrYC8ufkf9KqzfY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpoT8rDcoVt+ouQNaJl5MK5GgOyl/9YczSCKVhgmrd89zE+BlVhjOBs1I/1ZhQNqEj7FkqaYTazxanzsiFVYYkjJUtachC/T2R0UjraRTYzoiasV715uJ/Xi814bWfcZmkBiVbLgpTQUxM5n+TIVfIjJhaQpni9lbCxlRRZmw68xC81ZfXSfuq6tWq9ftapXGTx1GEMziHS/CgDg24gya0gMEInuEV3hzhvDjvzseyteDkM6fwB87nD9avjYU=</latexit>

ln�a � ln�c

N

<latexit sha1_base64="MvVJTR4IK/EVkoQyvWtdQZ3gG0A=">AAACEHicbVDNS8MwHE39nPOr6tFLcIheHK0M5nHoxZNMcB+wlpKm6RaWpiVJhVH6J3jxX/HiQRGvHr3535huPczNB4GX936P5Pf8hFGpLOvHWFldW9/YrGxVt3d29/bNg8OujFOBSQfHLBZ9H0nCKCcdRRUj/UQQFPmM9PzxTeH3HomQNOYPapIQN0JDTkOKkdKSZ545oUA4cxiHDtOxAHkIXsxfcZ7d5VXPrFl1awq4TOyS1ECJtmd+O0GM04hwhRmScmBbiXIzJBTFjORVJ5UkQXiMhmSgKUcRkW42XSiHp1oJYBgLfbiCU3U+kaFIyknk68kIqZFc9ArxP2+QqvDKzShPUkU4nj0UpgyqGBbtwIAKghWbaIKwoPqvEI+QbkjpDosS7MWVl0n3sm436s37Rq11XdZRAcfgBJwDGzRBC9yCNugADJ7AC3gD78az8Wp8GJ+z0RWjzByBPzC+fgHJv5xw</latexit>

✏b

<latexit sha1_base64="cI+xWCEred7JJC/NpKiAB76N/jw=">AAAB8nicbVBNS8NAEN3Ur1q/qh69BIvgqSQi1GPRi8cK9gPaUDbbSbt0sxt2J0IJ/RlePCji1V/jzX/jps1BWx8MPN6bYWZemAhu0PO+ndLG5tb2Tnm3srd/cHhUPT7pGJVqBm2mhNK9kBoQXEIbOQroJRpoHArohtO73O8+gTZcyUecJRDEdCx5xBlFK/UHkBgulByGlWG15tW9Bdx14hekRgq0htWvwUixNAaJTFBj+r6XYJBRjZwJmFcGqYGEsikdQ99SSWMwQbY4ee5eWGXkRkrbkugu1N8TGY2NmcWh7YwpTsyql4v/ef0Uo5sg4zJJESRbLopS4aJy8//dEdfAUMwsoUxze6vLJlRThjalPAR/9eV10rmq+9f1xsN1rXlbxFEmZ+ScXBKfNEiT3JMWaRNGFHkmr+TNQefFeXc+lq0lp5g5JX/gfP4A/caREw==</latexit>

ln�b

<latexit sha1_base64="ZZ52SMZU9zXCTSQy0zYh+MOezTU=">AAAB9XicbVBNTwIxFHyLX4hfqEcvjcTEE9k1JHgkevGIiYAJrORttwsN3e6m7WoI4X948aAxXv0v3vw3FtiDgpO8ZDIzL32dIBVcG9f9dgpr6xubW8Xt0s7u3v5B+fCorZNMUdaiiUjUfYCaCS5Zy3Aj2H2qGMaBYJ1gdD3zO49MaZ7IOzNOmR/jQPKIUzRWeiA9Ie3YfIj9oF+uuFV3DrJKvJxUIEezX/7qhQnNYiYNFah113NT409QGU4Fm5Z6mWYp0hEOWNdSiTHT/mR+9ZScWSUkUaLsSEPm6u+NCcZaj+PAJmM0Q73szcT/vG5mokt/wmWaGSbp4qEoE8QkZFYBCbli1IixJUgVt7cSOkSF1NiiSrYEb/nLq6R9UfVq1fptrdK4yusowgmcwjl4UIcG3EATWkBBwTO8wpvz5Lw4787HIlpw8p1j+APn8we0LJIE</latexit>

Figure 1: Graphical visualisation of Proposition 1 in the (ε, lnλ) plane for a N -passive state with
N = 4. The shaded area represents the allowed region for the value of lnλb associated with an
intermediate energy level εb which follows from Eqs. (49) and (51). The continuous line in the plot
corresponds is the linear interpolation between the extremal points (εa, lnλa), (εc, lnλc). Identifying
i = b, j = c, k = a, condition (50) implies that the continous line lie below, and has a smaller (more
negative) angular coefficient, than the line defined by the equation lnλ = − lnZ − βε (not depicted).
The inequality (62) then follows by lnλa−lnλc

N < β
εj−εk

N .

Proposition 2. Let εk < εj be two distinct eigenvalues of H and ρ ∈ P
(N)
H a N -passive

state. Then if there exist real numbers β, Z ∈ [0,∞) fulfilling the inequalities

λk ≤ Z−1 , λj ≤ Z−1e−β(εj−εk) , (52)

the following implication must hold

εk < εi < εj =⇒ lnλi ≤ −β(εi − εk)− lnZ + β(εj−εk)
N . (53)

Instead if there exist real numbers β, Z ∈ [0,∞) fulfilling at least one of the two following
inequalities:

λk ≤ Z−1 , λj ≤ λke−β(εj−εk) , (54)

or

λk ≥ Z−1 , λj ≤ Z−1e−β(εj−εk) , (55)

then we must have

εk < εj < εi =⇒ lnλi ≤ −β(εi − εk)− lnZ + β (εi−εk)2

N(εj−εk) . (56)

Proof. To show Eq. (53) let us set εa = εk, εb = εi, and εc = εj and select m ∈ [0, N − 1]
such that Eq. (48) of Proposition 1 holds true. Then from (49) we get

λi ≤ λ
m
N
j λ

1−m
N

k ≤ Z−1 e−β(εj−εk)m
N

≤ Z−1e
−β(εj−εk)

N(εi−εk)−(εj−εk)
N(εj−εk)

= Z−1e−β(εi−εk)e
β(εj−εk)

N . (57)

To prove instead Eq. (56) set εa = εk, εb = εj , and εc = εi and select m ∈ [0, N − 1] such
that Eq. (50) of Proposition 1 applies. Then we have

λi ≤ (λj)
N
m+1 (λk)1− N

m+1 . (58)
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In the case in which inequalities (55) hold, exploiting the fact that 1−N/(m+ 1) ≤ 0 we
can bound the RHS of (58) by

λi ≤ (λj)
N
m+1 (λk)1− N

m+1 ≤
(
Z−1e−β(εj−εk)

) N
m+1 (Z−1)1− N

m+1 = Z−1(e−β(εj−εk))
N
m+1 .

(59)

Also, if the inequalities (54) are true, we can write the same bound for λi:

λi ≤ (λj)
N
m+1 (λk)1− N

m+1 ≤ λk(e−β(εj−εk))
N
m+1 ≤ Z−1(e−β(εj−εk))

N
m+1 . (60)

Therefore, in either one of the two cases (54) and (55) we have

λi ≤ Z−1(e−β(εj−εk))
N
m+1 ≤ Z−1 exp

{
−β(εi − εk)

(
1 + (εi−εk)

N(εj−εk)

)−1
}

≤ Z−1 exp
{
−β(εi − εk)

(
1− (εi−εk)

N(εj−εk)

)}
= Z−1e−β(εi−εk) exp

{
β (εi−εk)2

N(εj−εk)

}
, (61)

where in the last inequality we used 1− x ≤ 1/(1 + x).

The results of Proposition 2 apply to density matrices ρ which are just N -passive,
but not necessarily 1-structurally stable. In order to treat the degenerate cases εi = εj and
εi = εk, henceforth in this section we will assume as hypothesis the 1-structural stability
of ρ.

Corollary 1. Let εk < εj be two distinct eigenvalues of H and ρ ∈ P̄
(N,1)
H a N -passive,

1-structurally stable state. Then under the condition (52) it holds the implication

εk ≤ εi ≤ εj =⇒ lnλi ≤ −β(εi − εk)− lnZ + β(εj−εk)
N , (62)

and under either one of the conditions (54) or (55) it is valid the implication

εk < εj ≤ εi =⇒ lnλi ≤ −β(εi − εk)− lnZ + β (εi−εk)2

N(εj−εk) . (63)

Proof. In the cases in which εi is neither equal to εj or to εk, (62) reduces to (53), which
is implied by condition (52). Likewise, when εi 6= εj , (63) is equivalent to (56), which is
implied by (54) or by (55). Consider now the case where εi = εj : under this circumstance
Eqs. (62) trivially follow from (52) and by the fact that since ρ is 1-structurally stable,
we must have λi = λj , see e.g. Eq. (9). The same reasoning can be applied also for (63)
by exploiting either (54) or (55). Finally if εi = εk, we must have λi = λk, and Eq. (62)
follows again from (52).

Corollary 2. Let εk < εj be two distinct eigenvalues of H and ρ ∈ P̄
(N,1)
H be a N -passive,

1-structurally stable state. Then under the condition (54) of Proposition 2 we must have

εk ≤ εi =⇒ lnλi ≤ −β(εi − εk)
(
1− R(H)

N

)
− lnZ , (64)

where R(H) is the quantity defined in Eq. (44). Furthermore, if εk is the ground state
energy of the system (i.e. εk = ε0 = 0), then the following inequalities hold

S(ρ) ≥ βE(ρ;H)
(
1− R(H)

N

)
+ lnZ , (65)

E(ρ;H) ≤ Zβ
Z

Eβ(H)eβεmaxR(H)/N . (66)
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Proof. For εi = εk, Eq. (64) is a trivial consequence of the first inequality of assumed
hypothesis (54). For εk < εi ≤ εj instead we notice that (54) implies (52) and hence (62),
i.e.

lnλi ≤ −β(εi − εk)− lnZ + β(εj−εk)
N . (67)

The thesis then follows from the observation that

εj − εk = (εi − εk)
εj − εk
εi − εk

≤ (εi − εk)R(H) . (68)

For εi > εj instead we use the fact that (54) implies (63), i.e.

lnλi ≤ −β(εi − εk)− lnZ + β (εi−εk)2

N(εj−εk) , (69)

and the inequality

(εi − εk)2

εj − εk
= (εi − εk)

εi − εk
εj − εk

≤ (εi − εk)R(H) . (70)

Suppose next that εk is the ground energy level of the system: in this case the bound
(64) on λi applies for all energy levels, i.e.

− lnλi ≥ βεi
(
1− R(H)

N

)
+ lnZ , ∀εi , (71)

therefore we can write

S(ρ) = −
∑
i

λi lnλi ≥
∑
i

λiβεi
(
1− R(H)

N

)
+ lnZ

= βE(ρ;H)
(
1− R(H)

N

)
+ lnZ . (72)

On the contrary replacing εi R(H)
N with εmax

R(H)
N in (71) we get

λi ≤ Z−1
β e−βεieβεmax

R(H)
N

Zβ
Z

, ∀εi , (73)

and hence

E(ρ;H) =
∑
i

λiεi ≤ Eβ(H)eβεmax
R(H)
N

Zβ
Z

. (74)

Corollary 3. Let εk < εj be two distinct eigenvalues of H and ρ ∈ P
(N)
H be a N -passive

state. Then under the condition (55) of Proposition 2 we must have

εj < εi =⇒ lnλi ≤ −β(εi − εk)
(
1− R(H)

N

)
− lnZ , (75)

where R(H) is the quantity defined in Eq. (44).

Proof. The assumed hypothesis (55) implies (56). The thesis follows from (56), with the
observation (70).

The inequalities (62) and (63) are the key ingredient to arrive at our main result. To
complete our derivation of equation (46), we find it useful to first state a set of hypotheses
under which, exploiting Proposition 2, one can guarantee that Eq. (46) is true (see
Proposition 3 below). Then we show that these conditions are always satisfied by all the
elements of P̄(N,1)

H (see Proposition 4).
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Proposition 3. Let ρ ∈ P̄
(N,1)
H be a N -passive, 1-structurally stable state of a Hamiltonian

H characterised by at least three distinct eigenvalues. Then its mean energy energy E(ρ;H)
is bounded by the inequalitity (46) if at least one of the two following conditions holds true
for the spectrum of ρ:

Condition 1: there exist energy levels εc > εb > 0 such that

λ0 ≤ Z−1
β(ρ) , λb ≥ Z

−1
β(ρ)e

−β(ρ)εb , λc ≤ Z−1
β(ρ)e

−β(ρ)εc ,

(76)

with Zβ(ρ) is the partition function of the isoentropic Gibbs state ωβ(ρ), or
Condition 2: the population of the ground state is lower bounded by Z−1

β(ρ), i.e.

λ0 ≥ Z−1
β(ρ) . (77)

Proof. When Condition 1 applies we notice that the hypotheses (52) of Proposition 2
are fulfilled by identifying εk and εj with ε0 = 0 and εc respectively, and taking Z = Zβ(ρ),
β = β(ρ). Accordingly we can then invoke (62) to establish that for εi such that 0 ≤ εi ≤ εc
the following inequality must hold

lnλi ≤ −β(ρ)εi − lnZβ(ρ) + β(ρ)εc
N , (78)

which in particular implies

lnλi ≤ −β(ρ)εi(1− R(H)
N )− lnZβ(ρ) (∀εi ≤ εc) , (79)

(80)

(for 0 < εi ≤ εc this follows by the fact that R(H) ≥ εc/εi, for εi = 0 instead (79) is a
trivial consequence of the first inequality of (76)). Now we can apply (78) for εi = εb to
establish that

λb ≤ Z ′−1 := Z−1
β(ρ)e

−β(ρ)εb+β(ρ)εc/N . (81)

Notice also that from (76) we have

λc ≤ Z−1
β(ρ)e

−β(ρ)εc ≤ λbe−β(ρ)(εc−εb) . (82)

Therefore we notice that the conditions (54) of Proposition 2 are fulfilled by taking εk
and εj with εb and εc respectively, and taking Z = Z ′ and β = β(ρ). Hence invoking (63)
we can claim that for all εi ≥ εc, we must have

lnλi ≤ −β(ρ)(εi − εb)− lnZ ′ + β(ρ) (εi−εb)2

N(εc−εb)

= −β(ρ)εi − lnZβ(ρ) + β(ρ) εcN + β(ρ) (εi−εb)2

N(εc−εb)

≤ −β(ρ)εi − lnZβ(ρ) + β(ρ)εb R(H)
N + β(ρ) (εi−εb)R(H)

N

≤ −β(ρ)εi(1− R(H)
N )− lnZβ(ρ) (∀εi ≥ εc) , (83)

where in the second line we used the definition of Z ′ given in (81), while in the third we
used the fact that R(H) ≥ εc/εb and R(H) ≥ (εi − εb)/(εc − εb). To summarize, under
Condition 1 equations (79) (which is valid for every εi ≤ εc) and (83) (which is valid for
every εi ≥ εc) establish that

− lnλi ≥ β(ρ)εi(1− R(H)
N ) + lnZβ(ρ) , ∀εi . (84)
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Hence we can write

S(ρ) = −
∑
i

λi lnλi (85)

≥
∑
i

λiβ(ρ)εi
(
1− R(H)

N

)
+ lnZβ(ρ)

= β(ρ)E(ρ;H)
(
1− R(H)

N

)
+ lnZβ(ρ) . (86)

which finally leads to (46) by using (40) and (33) to enforce the identity

Eβ(ρ)(H) =
S(ρ)− lnZβ(ρ)

β(ρ) . (87)

Consider next the case where Condition 2 holds. Under this circumstance let us introduce
the Gibbs state ωβ′ with inverse temperature β′ ≥ β(ρ), such that

λ0 = Z−1
β′ . (88)

Because Tr ρ = Trωβ′ = 1, there exists at least one eigenvalue εc > 0 such that

λc ≤ λ′c = Z−1
β′ e

−β′εc = λ0e
−β′εc , (89)

λ′c being the associated population of the Gibbs state ωβ′ . Accordingly the hypothesis of
Corollary 2 are fulfilled with εk = ε0 = 0, εj = εc, Z = Zβ′ , and β = β′. Hence invoking
(65) we can write

β(ρ)Eβ(ρ)(H) + lnZβ(ρ) ≥ β′E(ρ;H)
(
1− R(H)

N

)
+ lnZβ′ (90)

where in the left-hand-side we used (87) to express S(ρ) in terms of Eβ(ρ)(H). In case
β′ = β(ρ) Eq. (90) is just (46) and the proof ends. On the contrary if β′ > β(ρ), exploiting
the fact that function lnZβ is convex we can write

lnZβ′ ≥ lnZβ(ρ) + ∆β ∂

∂β
lnZβ

∣∣∣
β=β(ρ)

= lnZβ(ρ) − Eβ(ρ)∆β , (91)

with ∆β := β′ − β(ρ) > 0. Using the inequality (91) into (90), and rearranging the
terms, we hence arrive to

β′Eβ(ρ)(H) ≥ β′
(
1− R(H)

N

)
E(ρ;H) , (92)

which leads to (46) by the strict positivity of β′.

Proposition 4. The mean energy energy E(ρ;H) of a N -passive, 1-structurally stable
state ρ ∈ P̄

(N,1)
H of a Hamiltonian H characterised by at least three distinct eigenvalues,

is bounded by the inequality (46).

Proof. If ρ is such that λ0 ≥ Z−1
β(ρ) then the thesis follows by application of Condition 2

of Proposition 3. Consider next the case λ0 < Z−1
β(ρ). Here we observe that since the von

Neumann entropies of ρ and ωβ(ρ) coincide, i.e. S(ρ) = S(ωβ(ρ)), the spectrum of ρ does
not strictly majorize, nor is strictly majorized by the spectrum of ωβ(ρ) [35, 36]. As shown
in Appendix C we can then claim that there must exist εc > εb > 0 such that λb ≥ λ̂b and
λc ≤ λ̂c, where

λ̂j := Z−1
β(ρ)e

−β(ρ)εj , (93)

are the eigenvalues of the Gibbs state ωβ(ρ). Therefore this time the thesis derives as a
consequence of Condition 1 of Proposition 3.
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Proposition 5. The mean energy energy E(ρ;H) of a N -passive, 1-structurally stable
state ρ ∈ P̄

(N,1)
H of a Hamiltonian H characterised by at least three distinct eigenvalues,

is bounded by the inequality (43).
Furthermore, the inequality (43) also holds if ρ ∈ P

(N)
H is a generic N -passive state,

provided that the populations of ρ satisfy the condition

εi = 0 =⇒ λi ≥ Z−1
β(ρ) . (94)

Proof. Consider first the case in which the population of the ground state of ρ ∈ P̄
(N,1)
H

is λ0 ≤ Z−1
β(ρ). In this case, the majorization argument of Appendix C implies the validity

of (76), that is, that there exist εc > εb > 0 such that λb ≥ λ̂b and λc ≤ λ̂c (again we
use the convention (93) to indicate the eigenvalues of the Gibbs state ωβ(ρ)). As seen
during the proof of Proposition 3, (76) implies the inequality (84). We now observe that
replacing εi R(H)

N in the right-hand-side of (84) with εmax
R(H)
N , we get

λi ≤ Z−1
β(ρ)e

−β(ρ)εieβ(ρ)εmax
R(H)
N , ∀εi , (95)

and hence

E(ρ;H) =
∑
i

λiεi ≤ Eβ(ρ)(H)eβ(ρ)εmax
R(H)
N . (96)

Next we consider the case in which ρ ∈ P
(N)
H is a N -passive state, not necessarily

included in P̄
(N,1)
H , and (94) holds. When also ρ ∈ P̄

(N,1)
H , by virtue of equation (9) the

condition (94) is implied by λ0 ≥ Z−1
β(ρ); therefore, this case will also complete the proof

of (43) for all the N -passive, 1-structurally stable states. Since ρ and ωβ(ρ) have both
trace one, there must exist some other eigenvalue λb of ρ such that λb ≤ λ̂b = Z−1

β(ρ)e
−βεb .

The assumption (94) ensures that b > d0, i.e., that εb > 0. Choose λb to be the first
eigenvalue of ρ which is smaller than the corresponding eigenvalue of ωβ(ρ), i.e. λb ≤ λ̂b

and λi ≥ λ̂i for every i < b (it is worth remarking that, in presence of an Hamiltonian with
a degenerate spectrum, the set of indices such that εi < εb does not coincide with the set
of indices such that i < b. In what follows we will make use of both kinds of conditions).
This implies ∑

i<b

λi ≥
∑
i<b

λ̂i. (97)

The hypotheses (55) of Proposition 2 are fulfilled by identifying εk and εj respectively
with ε0 = 0 and εb, and taking Z = Zβ(ρ), β = β(ρ). Therefore, for any εi > εb the
inequality (75) holds:

εi > εb =⇒ lnλi ≤ −β(ρ)εi
(
1− R(H)

N

)
− lnZβρ . (98)

Given the non-majorization condition, we can infer from (97) that there must exist some
other eigenvalue λc, with c > b, such that∑

i<c

λi ≤
∑
i<c

λ̂i (99)

Now we claim that we can choose an index c such that εc+1 > εb. Indeed, recalling that
the eigenvalues {λi}i are arranged in decreasing order, if εc+1 = εb then λc+1 ≤ λb ≤ λ̂b =
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λ̂c+1, and equation (99) continues to be valid if we extend the range of the sum (99) to
i < c+ 1. Therefore, we can always choose an index c in (99) such that εc+1 > εc. So the
inequality (98) is valid for every i > c, since every i > c also satisfies εi ≥ εc+1 > εc. From
the equations (97) and (99) follows that∑

i<b

(
λi − λ̂i

)
≤ −

∑
b≤i<c

(
λi − λ̂i

)
, (100)

which in turns implies that∑
i<b

εi
(
λi − λ̂i

)
<
∑
i<b

εb
(
λi − λ̂i

)
≤ −

∑
b≤i<c

εb
(
λi − λ̂i

)
< −

∑
b≤i<c

εi
(
λi − λ̂i

)
(101)

or equivalently that ∑
i≤c

(
λi − λ̂i

)
εi < 0 . (102)

Using (102) between the second and the third line and then (98) in the third line, we
finally conclude that

E(ρ;H) =
∑
i

λiεi =
∑
i≤c

λiεi +
∑
i>c

λiεi =

∑
i≤c

λ̂iεi +
∑
i≤c

(
λi − λ̂i

)
εi +

∑
i>c

λiεi

<
∑
i≤c

λ̂iεi +
∑
i>c

λiεi ≤
∑
i

λ̂ie
β(ρ)εi

R(H)
N εi

< eβ(ρ)εmax
R(H)
N

∑
i

λ̂iεi = eβ(ρ)εmax
R(H)
N Eβ(ρ) , (103)

which proves the thesis.

3.2 Saturation of the inequality (46)
The inequality (46) implies that for N > R(H), the ratio

α := E(ρ;H)/Eβ(ρ)(H) , (104)

between the mean energy of a N -passive, 1-structurally stable state ρ and the energy of
the Gibbs state ωβ(ρ) that has the same entropy of ρ, can be at most

α ≤ αmax := N

N −R(H) . (105)

In this section we shall exhibit an explicit example of N -passive, 1-structurally stable
states whose energy are arbitrarily close to the limit (105) – see also Fig. 2. Although this
example is contrived (it requires very small temperatures and very large degeneracies), it
works for all N ≥ 2, for some specific value of αmax. In particular our example requires
that for some integer 1 ≤ m < N one has

R(H)/N &
1

m+ 1 , (106)
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Figure 2: Energy ratio α := E(ρ;H)/Eβ(ρ) of the most energetic 5-passive, 1-structurally stable state
as a function inverse temperature β(ρ), for an Hamiltonian with three energy levels ε0 = 0, ε1, and
ε2 = 1.001ε1, (r = 1.001) and for different values of the degeneracy g2. The dashed line at the top of
the plot represents the upper bound (105).

or equivalently αmax & m+1
m . Given N ≥ 2, consider the set of N -passive, 1-structurally

stable state ρ ∈ P̄
(N,1)
H associated with a Hamiltonian H characterised by three energy

levels:

ε0 = 0 , ε1 > 0 , ε2 = rε1 , (107)

with r > 1 being the parameter that provides the R(H) of the model, i.e.

R(H) = r . (108)

We also assume ε1 and ε2 to have degeneracies g1 and g2 respectively, whose values will be
specified later on. Under the above premise, in what follows we shall use ε1, g1, and g2 as
free parameters over which we optimize to enforce the saturation of the bound (105).

First of all, given the associated iso-entropic Gibbs counterpart ωβ(ρ) of ρ ∈ P̄
(N,1)
H we

exploit ε1 to force it into the low temperature regime imposing the constraint

β(ρ)ε1 � 1 . (109)

On one hand this assumption makes sure that (46) provides a bound which is tighter than
the exponential one given by Eq. (43). On the other hand, we can use (109) to approximate
the populations λ̂j = Z−1

β(ρ)e
−β(ρ)εj of ωβ(ρ) as

λ̂0 ' 1, λ̂1 ' e−β(ρ)ε1 , λ̂2 ' e−β(ρ)rε1 . (110)

For a reason that will soon become apparent, we impose an additional condition on ε1,
namely that

β(ρ)ε1 >
N

r
ln(rαmax) . (111)
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This condition is clearly compatible with (109).
Now we fix g1 and g2 to ensure that despite the fact that λ̂1 � λ̂2, the total population

in the ε2 energy level will still be bigger than the total population in the ε1, i.e. we assume

g2e
−β(ρ)rε1 � g1e

−β(ρ)ε1 =⇒ ln(g2/g1)
β(ρ)ε1

> r − 1 . (112)

Condition (112) ensures that the energy and the entropy of the thermal equilibrium states
ωβ(ρ) are dominated by the contribution from the higher energy level of the system, i.e.

Eβ(ρ)(H) ' g2e
−β(ρ)ε1rε1r , (113)

Sβ(ρ) ' g2e
−β(ρ)ε1rβ(ρ)ε1r . (114)

Take now m < N integer such that

m

N
<

1
r
≤ m+ 1

N
. (115)

Note that such m can be identified with the same m of (106): accordingly to fully comply
with such constraint we require 1/r to be very close to the upper bound of (115), so that
we can also write

m

N
= m+ 1

N
− 1
N

&
1
r
− 1
N
. (116)

By virtue of Proposition 1, equation (115) implies that for ρ ∈ P̄
(N,1)
H there must hold

the inequality

λ1 ≤ λ
m
N
2 λ

N−m
N

0 . λ
N−r
rN

2 , (117)

where in the last passage we used equation (116) and the fact that λ0 . 1. Now we focus
on the special subset of the density matrices ρ ∈ P̄

(N,1)
H that have λ0 ' 1 and λ1 � 1, and

which saturate the limit posed by Eq. (117). We parametrize the populations of ρ as

λ0 ' 1, λ1 = ξ, λ2 ' (ηξ)
rN
N−r = (ηξ)rαmax , (118)

with η ≤ 1 and ξ � 1 which in particular we assume to fulfil the inequality

ξ � e−k0
(r−1)β(ρ)ε1
rαmax−1 , (119)

with k0 � 1 being some large fixed constant (notice that thanks to (109), Eq. (119) is in
perfect agreement with the request of having ξ � 1, indeed the larger is β(ρ)ε1 the smaller
is ξ). We now impose the energy and the entropy of the state (118) to be dominated by
λ1. Accordingly we set a new condition for g1 and g2, requiring that

g1ξ � g2ξ
rαmax =⇒ ln(g2/g1)

β(ρ)ε1
<

1− rαmax
β(ρ)ε1

ln ξ , (120)

which thanks to our choice (119) is perfectly compatible with our previous assumption
(112).

Equations (120) and (118) lead to the following approximated expressions for the mean
energy and entropy of ρ:

E(ρ;H) ' g1ξε1 , S(ρ) ' −g1ξ ln ξ . (121)
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Equation (121) gives the energy E(ρ;H) and the entropy S(ρ) of the state ρ (whose popu-
lations are defined in (118)), as a function of the parameters g1, ξ and ε1. Equations (113)
and (114) express respectively the energy Eβ(H) and the entropy Sβ of Gibbs states, as
a function of the parameters g2, r and ε1. We are now ready to solve them with the
conditions S(ρ) = Sβ and E(ρ;H) = αEβ .

On the one hand, together with (113),the first expression of (121) allows us to write
the ratio (104) in terms of ξ as

α ' ξ
g1
g2

eβ(ρ)ε1r

r
. (122)

On the other hand, from the second expression of Eq. (121), we obtain the additional
condition

g2e
−β(ρ)ε1rβ(ρ)ε1r ' −g1ξ ln ξ , (123)

that follows from the request that ρ and ωβ(ρ) have the same entropy (once more it is
worth noticing that no conflict arises with our previous assumptions, since the large values
of β(ρ)ε1 imposed by (109) are in agreement with small values of ξ). Replacing (122) for
ξ into (123) leads to a transcendental equation for the ratio (104) of the model:

α−1 ' r − ln (g2/g1)
β(ρ)ε1

− ln(rα)
β(ρ)ε1

. (124)

We now claim that it is possible to set the parameters of the model (i.e. the quantities
r, ε1, g1, g2, and k0) in such a way that the bound (46) saturates, by forcing the solution
α ' αmax from Eq. (124) while fulfilling all the constraints we invoked in the derivation,
i.e. the inequalities (106), (109), (111), (112), and (119).

To see this let first observe that from (112) it follows that α−1 < 1 − ln(rα)
β(ρ)ε1 which

simply says that α is a quantity greater than 1. On the contrary a lower bound for α−1

can be obtained via the constraint (119) which via (122) can be written as ln(g2/g1)
β(ρ)ε1 �

r − r−1
rαmax−1 −

ln(rα)
β(ρ)ε1 . Inserting this into (124) this implies α−1 � r−1

rαmax−1 , whose right-
hand-side is strictly smaller than α−1

max due to the fact that αmax ≥ 1 by construction.
Therefore, as far as it concerns to (112) and (119), αmax is inside of the domain of the
allowed values of α obtainable when solving (124). To check the compatibility of such
result with (106) and (109) let us solve (124) for ln(g2/g1)

β(ρ)ε1 when α is taken to be equal to
αmax, i.e.

ln(g2/g1)
β(ρ)ε1

' r − α−1
max −

ln(rαmax)
β(ρ)ε1

(125)

which to be in agreement with (112) would require

α−1
max + ln(rαmax)

β(ρ)ε1
< 1 , (126)

a condition which is equivalent to (111).

4 Non structurally stable, N -passive states
The bounds derived in the previous section in general do not apply to states which are
just N -passive. Indeed the conditions of Proposition 3 may not be fulfilled by a passive
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state which is not structurally stable: one can always find a couple of eigenstates λb > λa
of ρ such that λa < Z−1

β(ρ)e
−β(ρ)εa and λb > Z−1

β(ρ)e
−β(ρ)εb , but their energies could be equal

(εa = εb), and in this case (46) or (43) needs not to be valid. Of course this problem may
arise only if the spectrum of H is degenerate since, due to Eq. (21), for non-degenerate
Hamiltonians all N -passive states are also N -passive and 1-structurally stable and the
bounds we have derived trivially hold true. At least for the bound (43) a similar conclusion
can be drawn in the presence of degeneracies of the spectrum of H, for all N -passive state
ρ ∈ P

(N)
H whose ground state populations are larger than or equal to the ground state

population of their associated isoentropic Gibbs states, i.e. when Eq. (94) is true: under
such condition, by proposition Proposition 5 a generic ρ ∈ P

(N)
H will still respect the

bound (43) – see Table 1.
In summary, the only cases which are left uncovered by at least one of our two bounds, is

when H is degenerate, ρ ∈ P
(N)
H is not 1-structurally stable and violate the condition (94).

Aim of the present section is to deal with these special configurations. To begin with, it is
worth remarking that this case includes both the situation where ρ has sufficiently large
entropy which allows us to identify an isoentropic Gibbs counterpart ωβ(ρ), as well as the
more pathological cases where S(ρ) < ln d0 for which ωβ(ρ) does not even exists. Still,
in both scenarios we can associate to ρ a N -passive, 1-structurally stable density matrix
ρ̄ ∈ P̄

(N,1)
H obtained by replacing the populations λjs of ρ with their mean values computed

by averaging them over all the energy levels with the same energy eigenvalues, i.e.

λ̄i := 1
dεi

∑
εj=εi

λj , (127)

where dεi is the degeneracy of the energy level εi. One can easily verify that the spectrum
of ρ̄ is majorized by the one of ρ [35, 36]. Therefore, while by construction ρ̄ has the same
energy as ρ, its entropy is certainly not smaller than S(ρ), i.e.

E(ρ̄;H) = E(ρ;H) , S(ρ̄) ≥ S(ρ) . (128)

Furthermore, since ρ̄ is N -passive and 1-structurally stable it respects the inequalities (43)
and (46). This means that, given a Hamiltonian with at least three distinct eigenvalues,
for any N > R(H) we can write

E(ρ;H) = E(ρ̄;H) ≤ Eβ(ρ̄)(H) min
{(

1− R(H)
N

)−1
, eβ(ρ̄)εmax

R(H)
N

}
, (129)

where as usual β(ρ̄) indicates the inverse temperature of the Gibbs state ωβ(ρ̄) that has
the same entropy of ρ̄. By expanding Eq. (129) at large N we can finally arrive to the
following compact expression

E(ρ;H) = E(ρ̄;H) ≤ Eβ(ρ̄)(H)
[
1 + u(ρ̄)R(H)

N
+O

( 1
N2

)]
, (130)

where now u(ρ̄) := min{1, β(ρ̄)εmax}. Assume next that S(ρ) ≥ ln d0 so that ωβ(ρ) does
exist. Notice that by the monotonocity relation that connects the Gibbs functionals (32)
and (33), from (128) we have β(ρ̄) ≤ β(ρ) and also that Eβ(ρ̄)(H) cannot be smaller than
Eβ(ρ)(H), i.e.

Sβ(ρ̄) = S(ρ̄) ≥ S(ρ) = Sβ(ρ) =⇒ Eβ(ρ̄)(H) ≥ Eβ(ρ)(H). (131)

In order to convert (129) or (130) into a bound that links the energy of ρ with the energy of
its Gibbs counterpart we need to find a way to reverse the inequality (131), constructing an

Accepted in Quantum 2020-05-13, click title to verify. Published under CC-BY 4.0. 21



upper bound for Eβ(ρ)(H) in terms of Eβ(ρ̄)(H). For this purpose in the next paragraphs
we determine an upper bound of the quantity

∆S(ρ) := S(ρ̄)− S(ρ) = Sβ(ρ̄) − Sβ(ρ) , (132)

which using again the monotonocity connection between (32) and (33) will then be con-
verted into the inequality we are looking for. Our final result will be that, whenever the
condition (94) is false and S(ρ) ≥ ln d0, we can write

E(ρ;H) < N

N − 2

[
1 + u(ρ)R(H)

N

]
Eβ(ρ)(H)

+
(d0 − 1)Z−1

β(ρ)εmax

N − 2 + β−1(ρ)
N − 2 +O

( 1
N2

)
, (133)

with

u(ρ) := min{1, β(ρ)εmax} . (134)

In the case of a Hamiltonian with a non-degenerate ground state (d0 = 1) the above
expression can be further simplified to

E(ρ;H) < N

N − 2
[
1 + u(ρ)R(H)

N

]
Eβ(ρ)(H) + β−1(ρ)

N−2 +O
( 1
N2

)
= Eβ(ρ)(H)

[
1 + u(ρ)R(H)+2

N

]
+ 1

Nβ(ρ) +O
( 1
N2

)
. (135)

The above expressions refers to all the cases where H has at least three independent
eigenvalues. The only non-trivial configuration which is left unsolved is the one where H
is a two-level Hamiltonian and the system has dimension d ≥ 3. In this case, we show that
(133) is replaced by

E(ρ;H) < N − 1
N − 2Eβ(ρ)(H) +

(d0 − 1)Z−1
β(ρ)εmax

N − 2 +O
( 1
N2

)
. (136)

Finally consider the situation where S(ρ) < ln d0 which even prevents us the possibility of
identifying a Gibbs counterpart of ρ. Here -as shown in Sec. 4.3- Eq. (133) can be replaced
by

E(ρ;H) < εmax(d− d0) exp [−N ln d0 + (N − 1)S(ρ))] . (137)

4.1 Derivation of the asymptotic bound (133)
In order to calculate how much the entropy of the system increases when passing from
ρ ∈ P

(N)
H to its 1-structurally stable counterpart ρ̄ ∈ P̄

(N,1)
H defined in (127), we need to

know how much the eigenvalues λj of ρ can be “spread out” around their mean value λ̄j . To
tackle this issue, for all eigenvalues ε of H, we find it useful to introduce the corresponding
minimal and maximal populations of ρ, i.e. the quantities

λmin(ε) := min
εi=ε

λi , λmax(ε) := max
εi=ε

λi ,

(138)

which clearly fulfil the inequality

λmin(ε) ≤ λ̄i ≤ λmax(ε) , ∀εi = ε . (139)
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In view of the previous discussion we shall then assume the condition

λmin(0) < Z−1
β(ρ) , (140)

namely the negation of condition (94).

Proposition 6. Given N ≥ 2 and ρ ∈ P
(N)
H a N -passive state with entropy larger than

or equal to ln d0 and satisfying the condition (140), the following inequality hold

lnλj − lnλi < −
lnZβ(ρ) + lnλj

N − 1 , (141)

for all the populations λj and λi of ρ associated with a non-zero energy level ε > 0 of H
(i.e. εi = εj = ε).

Proof. If the energy level ε is not degenerate (i.e. dε = 1) the inequality (141) is trivial (in
the this case the left-hand-side term is null, while the right-hand-side is non-negative due to
(140). On the contrary, if ε is degenerate, let λj and λi two different populations of ρ that
are associated to it, i.e. εj = εi = ε. Apply hence the N -passivity condition (13), choosing
a population set IN which contains as only non-zero term nj = N , and a population set
JN which contains as only non-zero terms ni = N −1 and n` = 1 with ` ≤ d0−1 referring
to one of the eigenvalues of the ground state energy level. Simple algebra allows us to
recast this result into the inequality

lnλj − lnλi ≤
lnλ` − lnλj
N − 1 , (142)

which leads to (141) when taking λ` = λmin(0), and enforcing (140).

Corollary 4. Given N ≥ 2 and ρ ∈ P
(N)
H a N -passive state with entropy larger than or

equal to ln d0 and satisfying the condition (140), the following inequalities hold

lnλmax(ε)− lnλmin(ε) < −
lnZβ(ρ) + lnλmax(ε)

N − 1 , (143)

for all the energy level ε > 0 of H.

Proof. The result follows from (141) by taking λj = λmax(ε), λi = λmin(ε).

Inequalities (141) and (143) are valid only for energy levels ε which are not the ground
state. In the case εi = 0, we can enforce only a looser upper bound:

Proposition 7. Given N ≥ 2 and ρ ∈ P
(N)
H a N -passive state with entropy larger than or

equal to ln d0 and satisfying the condition (140), there exists an eigenvalue εa of H such
that

lnλmax(0)− lnλmin(0) < β(ρ)εa
N − 1 . (144)

Proof. Since ρ and ωβ(ρ) have the same mean energy, there must exist at least one eigen-
value of ρ (say λa) associated with an energy level εa > 0 for which

λa ≥ λ̂a = Z−1
β(ρ)e

−βεa , (145)

(indeed if by contradiction such level would not exist then Eβ(ρ)(H) will be strictly larger
than E(ρ;H)). Let then λi and λj two populations associated with the ground state energy
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level of the system (i.e. εi = εj = 0). Apply the N -passivity equation (13), when selecting
a population set JN which contains as only non-zero term ni = N , and a population set
IN which contains as only non-zero terms nj = N − 1 and na = 1 to obtain the inequality

lnλj − lnλi ≤
lnλi − lnλa
N − 1 . (146)

Identifying λj and λi with λmax(0) and λmin(0) respectively, Eq. (146) leads to

lnλmax(0)− lnλmin(0) ≤ lnλmin(0)− lnλa
N − 1 <

β(ρ)εa
N − 1 , (147)

the last passage following from (140) and (145).

We are now ready to estimate the entropy gain ∆S(ρ) for each degenerate energy level
of H. We treat separately the three cases of the ground state, of the excited states with
a population λj higher than the corresponding population λ̂j = Z−1

β(ρ)e
−βεj of the Gibbs

state ωβ(ρ), and of the excited states with populations λj smaller than λ̂j .

Proposition 8. Given N ≥ 2 and ρ ∈ P
(N)
H a N -passive state with entropy larger than

or equal to ln d0 and satisfying the condition (140), such that there exist a strictly positive
energy level ε > 0 of H for which

λmax(ε) > Z−1
β(ρ)e

−β(ρ)ε , (148)

then following inequality holds true,∑
εj=ε

λj(lnλj − ln λ̄j) <
∑
εj=ε

λj
βε

N − 1 , (149)

with λ̄j the eigenvalues of ρ̄ defined in (127).

Proof. Given εj = ε the following chain of inequality can be written

lnλj − ln λ̄j ≤ lnλmax(ε)− lnλmin(ε) (150)

< −
lnZβ(ρ) + lnλmax(ε)

N − 1 <
βε

N − 1 ,

where in the first passage we used (139), in the second we used Corollary 4, and in the
last one we used (148). Equation (149) then follows by multiplying the above expression
by λj and summing over all possible energy levels of energy equal to ε.

Proposition 9. Given N ≥ 2 and ρ ∈ P
(N)
H a N -passive state with entropy larger than

or equal to ln d0 and satisfying the condition (140), such that there exist a strictly positive
energy level ε > 0 of H for which

λmax(ε) ≤ λ̂(ε) := Z−1
β(ρ)e

−β(ρ)ε , (151)

then following inequality holds true,

∑
εj=ε

λj(lnλj − ln λ̄j) < dελ̂(ε)β(ρ)ε+ 1
N − 1 , (152)

with λ̄j the eigenvalues of ρ̄ defined in (127) and dε the degeneracy of ε.
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Proof. Given εj = ε, we can write

lnλj − ln λ̄j ≤ lnλj − lnλmin(ε) < −
lnZβ(ρ) + lnλj

N − 1 , (153)

where the first inequality follows from (139) and the second from Proposition 6 setting
λi = λmin(ε) in Eq. (141). Multiplying then by λj and summing over all possible choices
of εj = ε we have that

∑
εj=ε

λj(lnλj − ln λ̄j) < −
∑
εj=ε

λj
lnZβ(ρ) + lnλj

N − 1 (154)

The function f(λ) ≡ −λ ln
(
Zβ(ρ)λ

)
is convex for λ > 0:

f(λj) < f(λ̂j)− f ′(λj)
(
λ̂j − λj

)
= f(λ̂j) + [1 + ln(λj)]

(
λ̂j − λj

)
= f(λ̂j) +

[
1− β(ρ)ε+ ln

(
λj/λ̂j

)] (
λ̂j − λj

)
(155)

In the case in which ln
(
λj/λ̂j

)
< β(ρ)ε − 1, the inequality (151) ensures that the last

term in (155) is negative, meaning that f(λj) < f(λ̂j), and so

− λj
lnZβ(ρ) + lnλj

N − 1 < λ̂j
β(ρ)ε
N − 1 . (156)

In the case where instead ln
(
λj/λ̂j

)
≥ β(ρ)ε − 1, or equivalently lnλj < − lnZβ(ρ) − 1,

using again (151) we can write

− λj
lnZβ(ρ) + lnλj

N − 1 < λ̂j
1

N − 1 . (157)

The inequality (152) can then be obtained combining (156) and (157), and summing over
all the energy levels with εj = ε.

Proposition 10. Given N ≥ 2 and ρ ∈ P
(N)
H a N -passive state with entropy larger than

or equal to ln d0 and satisfying the condition (140), then

∑
εj=0

λj(lnλj − ln λ̄j) < (d0 − 1)Z−1
β(ρ)e

β(ρ)εmax
N−1

β(ρ)εmax
N − 1 (158)

with λ̄j the eigenvalues of ρ̄ defined in (127), d0 the degeneracy of the ground state, and
εmax the greatest eigenvalues of H.

Proof. Expunging from the sum the negative terms we can write∑
εj=0

λj
(
lnλj − ln λ̄j

)
≤

∑
εj=0,λj>λ̄j

λj
(
lnλj − ln λ̄j

)
, (159)
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where the last sum contains at most d0− 1 terms, because there is at least one λj smaller
than the mean. Invoking hence Proposition 7 twice and Eq. (140) we arrive to∑

εj=0,λj>λ̄i

λj
(
lnλj − ln λ̄i

)
<

∑
εj=0,λj>λi

λj
β(ρ)εmax
N − 1

≤ (d0 − 1)λmax(0)β(ρ)εmax
N − 1

< (d0 − 1)λmin(0)e
βεmax
N−1

β(ρ)εmax
N − 1

< (d0 − 1)Z−1
β(ρ)e

βεmax
N−1

β(ρ)εmax
N − 1 , (160)

which replaced into (159) yields the thesis.

We have now all the ingredients to estimate the maximum amount of entropy that
we can gain converting ρ ∈ P

(N)
H into the isoenergetic and 1-structurally stable state

ρ̄ ∈ P̄
(N,1)
H .

Proposition 11. Given N ≥ 2, ρ ∈ P
(N)
H a N -passive state with entropy larger than or

equal to ln d0 and satisfying the condition (140), and ρ̄ ∈ P̄
(N,1)
H the 1-structurally stable

counterpart of ρ (as defined in 127), then the entropy difference (132) is bounded by the
inequality

∆S(ρ) < β(ρ)
N − 1

[
E(ρ;H) + Eβ(ρ)(H) + (d0 − 1)Z−1

β(ρ)εmaxe
β(ρ)εmax
N−1

]
+ 1
N − 1 , (161)

with d0 and εmax the degeneracy of the ground state and the maximum eigenvalue of H
respectively.

Proof. Observe that

∆S(ρ) = S(ρ̄)− S(ρ) =
∑
j

(λj lnλj − λ̄j ln λ̄j) =
∑
j

λj(lnλj − ln λ̄j) , (162)

where in the second line we used the fact that for εj = εi one has λ̄j = λ̄i and that∑
εj=ε λ̄j =

∑
εj=ε λj . Combining Propositions 8 and 9 we hence notice that the part

of the sum in Eq. (162) that involves all the energy levels above the ground state can be
bounded as follows

∑
εj>0

λj(lnλj − ln λ̄j) <
∑
εj>0

(
λj + λ̂j

)
β(ρ)εj + λ̂j

N − 1 =
β(ρ)

(
E(ρ;H) + Eβ(ρ)(H)

)
+ 1

N − 1 ,

(163)
where in the last line we used the definitions of E(ρ;H) and Eβ(ρ)(H). On the contrary
the part of the sum in Eq. (162) that instead involves only degenerate ground states can
be instead bounded as in Eq. (158) of Proposition 10.

Equation (133) can be finally derived by using the identity (34) which links the energy
and the entropy of Gibbs states. Accordingly, at first order in ∆S(ρ) we get

Eβ(ρ̄)(H) = Eβ(ρ)(H) + ∆S(ρ)
β(ρ) +O

(
∆S2(ρ)

)
< Eβ(ρ)(H) + E(ρ;H)

N − 1 +
Eβ(ρ)(H)
N − 1 + (d0 − 1)εmax

N − 1 Z−1
β(ρ) + β−1(ρ)

N − 1 +O
( 1
N2

)
, (164)
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where we used also e
βεmax
N−1 = 1 +O

(
1
N

)
. The bound (133) is hence obtained by first using

the fact that thanks to the property β(ρ̄) ≤ β(ρ) we have u(ρ̄) ≤ u(ρ), and then replacing
(164) into the inequality (130).

4.2 Derivation of the asymptotic bound (136)
We now consider the case of an Hamiltonian H whose spectrum has only two distinct
eigenvalues, 0 and εmax > 0. Here (129) can be replaced by

E(ρ;H) = E(ρ̄;H) ≤ Eβ(ρ̄)(H). (165)

Assume once more that the entropy of ρ is larger than or equal to ln d0 so that Eβ(ρ) is
well defined. In order to have E(ρ;H) > Eβ(ρ) (which is implied by (31) and ρ 6= ωβ(ρ)),
the populations of ρ must necessarily satisfy the condition (140), and also the additional
condition

λmax(εmax) > Z−1
β(ρ)e

−β(ρ)εmax . (166)

The validity of (140) allows us to use Proposition 10, from which it follows equation (158).
On the other hand, the condition (166) can be identified with the condition (148) in
Proposition 8, implying that inequality (149) holds for the energy level εmax.

Combining equations (158) and (149), we deduce that for a two-level Hamiltonian

∆S(ρ) = S(ρ̄)− S(ρ) =
∑
j

(λj lnλj − λ̄j ln λ̄j)

=
∑
εj=0

λj(lnλj − ln λ̄j) +
∑

εj=εmax

λj(lnλj − ln λ̄j)

≤ d0 − 1
N − 1Z

−1
β(ρ)β(ρ)εmaxe

β(ρ)εmax
N−1 +

∑
εj=εmax

λj
β(ρ)εmax
N − 1

= β(ρ)
N − 1

[
E(ρ;H) + εmax(d0 − 1)Z−1

β(ρ)e
β(ρ)εmax
N−1

]
. (167)

The bound (167) is similar to the bound (161), but it lacks the term proportional to Eβ(ρ).

Using (34) and e
βεmax
N−1 = 1 + O

(
1
N

)
, we can convert the bound (167) on ∆S(ρ) in an

asymptotic bound on Eβ(ρ̄), which is equation (164) without the term proportional to
Eβ(ρ), i.e.,

Eβ(ρ̄)(H) = Eβ(ρ)(H) + ∆S(ρ)
β(ρ) +O

(
∆S2(ρ)

)
< Eβ(ρ)(H) + E(ρ;H)

N − 1 + (d0 − 1)εmax
N − 1 Z−1

β(ρ) +O
( 1
N2

)
. (168)

Replacing (168) into the inequality (165), we therefore obtain the bound (136).

4.3 Derivation of Eq. (137)
Here we focus on the case where we have a too small entropy to even identify a Gibbs
isoentropic counterpart, i.e.

S(ρ) < ln d0 . (169)
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Let ∆S0(ρ) denote the cost of levelling up only the ground state populations of ρ, i.e.
constructing a density matrix ρ̄0 obtained by replacing the ground state populations of ρ
with λ̄0 = 1

d0

∑
εj=0 λj while leaving all the other populations untouched,

∆S0(ρ) := S(ρ̄0)− S(ρ) =
∑
εj=0

λj(lnλj − ln λ̄0) . (170)

By majorization it is easy to verify that the entropy of ρ̄0 is not smaller than the one of
the Gibbs ground state ω∞, therefore we can write

∆S0(ρ) ≥ ln d0 − S(ρ) . (171)

Furthermore, we notice that in the present context λ̂a = 0 if εa > 0, and therefore the
inequality (146) is valid for every λi and λa such that εi = 0 and εa > 0. Using (139)
into (170), then applying (146) and observing that λmin(0) ≤ 1/d0, we have that

∆S0(ρ) ≤
∑
εj=0

λj(lnλj − ln λ̄0)

≤
∑
εj=0

λj(lnλj − lnλmin(0)) ≤
∑
εj=0

λj
lnλmin(0)− λa

N − 1 ≤ − ln d0 − λa
N − 1 , (172)

which implies

εa > 0, λa > 0 =⇒ − lnλa ≥ N ln d0 − (N − 1)S(ρ) . (173)

There are d − d0 levels above the ground state, and their contribution to the total
entropy is bounded by

−
∑

εa>0,λa>0
λa lnλa ≤ −

∑
εa>0,λa>0

λa ln
(∑

εa>0,λa>0 λa

d− d0

)
(174)

On the other hand, exploiting (173) we derive

−
∑

εa>0,λa>0
λa lnλa ≥ (N ln d0 − (N − 1)S(ρ))

∑
εa>0,λa>0

λa (175)

From (174) and (175) we deduce the inequality

(N ln d0 − (N − 1)S(ρ)) ≤ − ln
(∑

εa>0,λa>0 λa

d− d0

)
(176)

or ∑
εa>0,λa>0

λa ≤ (d− d0)e−N ln d0+(N−1)S(ρ) (177)

which in conclusion gives us

E(ρ;H) =
∑

εa>0,λa>0
εaλa < εmax

∑
εa>0,λa>0

λa

< εmax(d− d0) exp [−N ln d0 + (N − 1)S(ρ))] . (178)

Accepted in Quantum 2020-05-13, click title to verify. Published under CC-BY 4.0. 28



5 Some considerations about commensurable spectra
In Sec. 2 we commented about the fact that for two-dimensional systems (d = 2) the
hierarchy (15) trivialises (the structurally stable passive states being also N passive for all
N) due to the fact that all density matrices which are diagonal in the energy basis can
be cast in the Gibbs form for some proper choice of β and Z. On the contrary, as the
dimensionality increases, Eq. (37) implies that the exponential connection

λi = e−βεi/Z , (179)

which according to Eq. (29) links the energy levels and the associated populations, is
recovered only with the hypotheses of complete passivity and structural stability. This
general rule admits some notable exceptions when the spectrum of the system Hamiltonian
exhibits special properties. In particular, it is possible to show that if a subset of the
energy levels of H are commensurable, then the associated populations of a state ρ which
is structurally stable and N -passive (with N sufficiently large but finite), must be expressed
as in Eq. (179) for some proper choice of β and Z. More specifically

Proposition 12. If εa < εb < εc are three energy levels of H such that

εc − εa
εb − εa

= p

q
, (180)

for some integers p and q, and if N ≥ p, then in any N -passive, N -structurally stable state
ρ ∈ P̄

(N,N)
H the corresponding eigenvalues λa, λb and λc can be written as in Eq. (179) for

some given values of β, Z ≥ 0.

Proof. Equation (180) can be equivalently expressed as pεb = qεc + (p − q)εa. Then the
two eigenstates |εb〉⊗p ⊗ |ε0〉⊗(N−p) and |εc〉⊗q ⊗ |εa〉⊗(p−q) ⊗ |ε0〉⊗(N−p) of ρ⊗N have the
same energy (notice that we are using here that since ρ ∈ P̄

(N,N)
H it is diagonal in the

energy eigenbasis). Thence according to structurally stable condition (16) they must have
the same populations, i.e.

λpbλ
N−p
0 = λqcλ

p−q
a λN−p0 =⇒ λpb = λqcλ

p−q
a , (181)

which implies (179).

Corollary 5. For a Hamiltonian with equally spaced energy levels (εn = nε1), there are
no nontrivial N -passive, N -structurally stable states for N ≥ 2.

Corollary 6. For a generic discrete Hamiltonian H whose energy levels are commensu-
rable, there are no nontrivial N -passive, N -structurally stable states for any N ≥ N∗,
where

N∗ = lcm
{
p

∣∣∣∣εi+2 − εi
εi+1 − εi

= p

q

}
.

The last statement leads us to the following observation which holds for continuous
variable systems – the definition of N -passivity being easily generalized in this case.

Corollary 7. For a Hamiltonian H with a purely continuous energy spectrum, there are
no non-Gibbs N -passive, N -structurally stable states for N ≥ 2.

Proof. Take any two energies εa < εc. Since the spectrum is continuous, there exist
eigenstates with any possible energy between εa and εc; then we can always find a suitable
εb to satisfy the condition of Proposition 12.

Accepted in Quantum 2020-05-13, click title to verify. Published under CC-BY 4.0. 29



6 Conclusions
We derived upper bounds for the mean energy of N -passive, structurally stable configura-
tions ρ. We also give inequalities that apply for N -passive states which are not necessarily
structurally stable, in the asymptotic limit of large N . Our inequalities depend on the
spectral quantity R(H); the latter will typically be larger for larger values of the Hilbert
space dimension d, resulting in looser upper bounds. On the contrary, we expect that the
ratio between the maximal energy of an N -passive state and the energy of the isoentropic
Gibbs state will, in general, be smaller for larger dimensions d, because the eigenvalues of
ρ will be constrained by more conditions. In the continuum limit, as we have seen, the set
of N -passive, N -structurally stable collapses on the set of Gibbs states.

Possible future development of the present approach could be the study the connection
between higher momenta of the energy distribution of ρ and those of its Gibbs isoentropic
counterpart ωβ(ρ). More generally one could also employ the technique we present here for
estimating how the distance between ρ and ωβ(ρ) drops when N increases.
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A More on the ergotropy functional
The erogotropy functional (4) can be casted in a more compact formula by explicitly solving
the optimization over U . For this purpose let us write ρ as

ρ =
d−1∑
j=0

λj |φj〉〈φj | , (182)

with eigenvectors {|φj〉}j and associated eigenvalues {λj}j , which, without loss of gener-
ality, we shall assume to be organized in non-increasing order, i.e.

λj+1 ≤ λj , ∀j ∈ {0, · · · , d− 2} . (183)

A passive counterpart ρp of ρ is now identified as an element of S which is diagonal with
respect to the energy eigein-basis {|εj〉}j and which can be expressed as

ρp :=
d−1∑
j=0

λ
(↓)
j |εj〉〈εj | , (184)

where {λ(↓)
j }j is a relabelling of {λj}j that fulfils the following ordering

εi > εj =⇒ λ
(↓)
i ≤ λ

(↓)
j . (185)

In other words ρp is an element of P(1)
H that is iso-spectral to ρ, i.e. which admits the

{λj}j has eigenvalues. Accordingly there exists always a unitary transformation Up such
that connects them, i.e. ρp = UpρU

†
p . It should also be noticed that due to the special

ordering we fixed in (183) and (2) an examples of passive state (184) is given by the density
matrix

ρ̃p =
d−1∑
j=0

λj |εj〉〈εj | , (186)
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obtained from ρ by simply replacing |φj〉 with |εj〉 for all j. If the Hamiltonian H is
explicitly not degenerate (i.e. if in Eq. (2) is verified with strict inequalities), ρ̃p is the
unique passive counterpart of ρ. However, if H instead admits some degree of degeneracy
then this is not true and ρ may admits other passive counterparts others than (186) which
can be obtained from the latter by means of arbitrary unitary rotations that do not mix
up eigenspaces associated with different eigenvalues (this freedom in the definition of ρp
is associated with the fact that indeed if εi = εj for some i 6= j, then Eq. (185) does
not fix any relative ordering between the associated populations). In any case all passive
counterparts of ρ will have the same mean energy, i.e.

E(ρp;H) =
d−1∑
j=0

λ
(↓)
j εj =

d−1∑
j=0

λjεj = E(ρ̃p;H) . (187)

Most importantly one can verify that the unitaries U which leads to the maximum in the
right-hand-side of Eq. (4) are exactly the one that maps ρ into one of it passive counterparts,
accordingly we can write [3, 4]

E(1)(ρ;H) = E(ρ;H)− E(ρp;H) (188)

=
d−1∑
j,j′=0

λjεj′(|〈φj |εj′〉|2 − δj,j′) , (189)

with δj,j′ being the Kronecker delta.

B Alternative proof of Eqs. (37) and (36).
The identity (37) establishes that Gibbs and ground states are the only CP configurations of
the system A, while (36) specifies that the Gibbs are also the only CPSS density matrices.
Explicit proofs of these statements can be found in Refs. [3, 4, 8, 14]. In what follows
however we give a simple, alternative demonstration of this fact based on some simple
geometric considerations.

Proposition 13. A density matrix ρ of A is a CP state if and only if it is either an
element of the Gibbs set GH or an element of the ground set S(G)

H .

Proof. Since CP states, as well as the elements of GH and S
(G)
H , are diagonal in the

energy eigenbasis, we can restrict the analysis to this special case assuming that our ρ has
the form (7), i.e.

ρ =
d−1∑
j=0

λj |εj〉〈εj | . (190)

Consider then condition ii) that enforces N -order passivity. Introducing the positive
quantities bi := − lnλi from Eq. (13) it follows that ρ is CP if and only if, for all N , and
for all allowed choices of the sets IN := {n1, n2, · · · , nd}, JN := {m1,m2, · · · ,md}, we
have

d∑
i=0

niεi >
d∑
j=0

mjεj =⇒
d∑
i=0

nibi ≥
d∑
j=0

mjbj , (191)

where the regularization (14) translates into

(n = 0)(b =∞) = 0 , (192)
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(notice however that we do not need to enforce an analogous regularization for opposite
situation for the product (n = ∞)(ε = 0) which we leave explicitly indeterminate). If we
interpret bi and εi as component of vectors in Rd, Eq. (191) can be reframed as

~IN · ~ε > ~JN · ~ε =⇒ ~IN ·~b ≥ ~JN ·~b , (193)

with ~IN , ~JN ∈ Rd obtained by promoting the elements of IN and JN into vectorial com-
ponents respectively, i.e. ~IN := (n0, n1, · · · , nd−1) and ~JN := (m0,m1, · · · ,md−1). Calling
then 1 the vector (1, 1, . . . , 1) of Rd, by construction we have that ~IN · 1 = ~JN · 1 = N ,
implying that the vector ~IN − ~JN is orthogonal to 1, i.e. (~IN − ~JN ) · 1 = 0. Accordingly
Eq. (193) rewrites

~vN · ~ε > 0 =⇒ ~vN ·~b ≥ 0 , ∀~vN ∈ VN , (194)

where VN :=
{

~IN− ~JN
‖~IN− ~JN‖

}
is the subset of Rd of the allowed (normalized) vectors. For

N → ∞, VN tends to a limit subset V∞ :=
⋂
N≥1

⋃
j≥N Vj , and the CP requirement can

be expressed as
~v · ~ε > 0 =⇒ ~v ·~b ≥ 0 , ∀~v ∈ V∞ . (195)

Since V∞ is dense in the subspace of the unitary sphere which is orthogonal to 1, Eq. (195)
is possible only if, once projected into that subspace, the vectors ~ε and ~b are linearly
dependent by a non-negative proportionality constant β ≥ 0. Projecting in the subspace
perpendicular to 1 is equivalent to add Z1 for some real constant Z. Therefore we must
have

~b = β~ε+ Z1 , (196)

which expanded in components leads to

λi = e−βεi/Z , (197)

which formally coincides with the request to have ρ in the Gibbs form (29) (the value of
Z being forced to coincide with Zβ by normalization). The only exception to (197) occurs
in the limiting case where the identity (196) is fulfilled with an infinite value of β. Under
this circumstance for all εi which are strictly larger than zero (i.e. for all i ≥ d0) we have
that bi diverges forcing the associated λi to be exactly equal to zero. On the other hand
when εi = 0 (i.e. for all i ∈ {0, 1, · · · , d0}) the form (β = ∞)(ε = 0) is indeterminate –
see comment below Eq. (192) – and the constraint (197) needs not to be applied leaving
us the freedom to chose the associated values of λi as we wish. This leads us to identify
the ground state elements as the only other possible choices for being CP, concluding the
proof of Eq. (37).

Corollary 8. Gibbs states are the only CP density matrices of the system which are
1-structurally stable, i.e. GH = P̄

(∞,1)
H .

Proof. According to Proposition 13 the only CP states are the Gibbs and the ground
states elements. For d0 > 1 however ground states need not to fulfil the constraint (9)
required for being 1-structural stable, on the contrary Gibbs density matrices have λi =
e−βεi/Z which naturally implement such requirement.

More generally the Gibbs states verify also the stronger requirement (16) for any value
of k, hence they are also k-structurally stable at all orders:

Corollary 9. Gibbs states are the only CP density matrices of the system which are
structurally stable at all orders, i.e. GH = P̄

(∞,∞)
H .

Accepted in Quantum 2020-05-13, click title to verify. Published under CC-BY 4.0. 32



C Majorization argument
Here we present an explicit proof of the majorization argument used in the proof of Propo-
sition 4, i.e. we show that if

λ0 < λ̂0 , (198)

then there must exist must exist εc > εb > 0 such that

λb ≥ λ̂b , λc ≤ λ̂c , (199)

where λ̂j = Z−1
β(ρ)e

−β(ρ)εj are the eigenvalues of the Gibbs state ωβ(ρ).
For the sake of completeness we briefly recall that given two probability sets P :=

{pj}j=1,··· ,d and Q := {qj}j=1,··· ,d whose elements are labelled in non-decreasing order, i.e.
pj ≥ pj+1, qj ≥ qj+1 for all j ∈ {1, · · · , d− 1}, one say that Q majorizes P when [35, 36]

k∑
j=1

qj ≥
k∑
j=1

pj , ∀k ≤ d− 1 , (200)

the inequality being always saturated with an identity for k = d due to normalization
conditions. Furthermore if there exists at least one value k ≤ d − 1, for which (200) is
fulfilled with a strict inequality we say that Q strictly majorizes P . It turns out that
majorization induces an ordering for the entropy of the two sets, so that whenever Q
majorizes P , then the entropy of the former is always smaller than or equal to the entropy
of the latter, the inequality being strict if the strict majorization condition applies. It is
hence clear that if the two probability sets have identitical entropy, then there neither Q
can strictly majorize P , nor Q can strictly majorize P .

Taking into account the above facts, let us now go back to the proof of the property
(199). The existence of εb > 0 fulfilling (199) can be established from (198) and from the
fact that ρ and ωβ(ρ) have both trace one. We can further observe that one can select as εb
a level of H which has not the maximum energy value; indeed, if by contradiction for all
εj smaller than the maximum energy value of H, from (198) it would follow that ρ would
be strictly majorized by ω(ρ), which is impossible as the two states have the same entropy.
Now take as εb the one which has the smallest energy. Accordingly for all εi < εb we have
λi ≤ λ̂i and hence,

b−1∑
j=0

λi <
b−1∑
j=0

λ̂i , (201)

the strict inequality being a consequence of (198). Therefore there must exist c′ ∈ {b, · · · , d−
1} such that

c′∑
j=0

λi >
c′∑
j=0

λ̂i , (202)

otherwise {λi}i would strictly majorize {λ̂i}i and the two could not have the same entropy.
Observe then that the normalization conditions impose that

d∑
j=c+1

λi ≤
d∑

j=c+1
λ̂i , (203)

which can only be satisfied if there exist εc ≥ εc′+1 > εb such that λc ≤ λ̂c, hence proving
the thesis.
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