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Abstract

A search for time-dependent violation of the charge-parity (CP) symmetry in
D — KTK~ and D° — 77~ decays is performed at the LHCb experiment
using proton—proton collision data recorded in 2015-2018 at a centre-of-mass
energy of 13 TeV, corresponding to an integrated luminosity of 5.7 fb~!. The
D? meson is required to originate from D*(2010)* — D%zt decays, such that
its flavour at production is identified by the charge of the pion meson. The
slope of the time-dependent asymmetry of the decay rates of DY and D°
mesons, AY into the final states under consideration is measured to be

AYgig- = (—23+1.5+£0.3) x 107%,
AV, = (—4.0+28+04) x 1074,

where the first uncertainties are statistical and the second are systematic.
Neglecting possible final-state dependent contributions, these results are
combined yielding

AY = (—2.74+1.3+0.3) x 1074,

which is compatible with the CP-invariance hypothesis at the level of 20.
This result improves by nearly a factor of two on the precision of the world
average of the parameter A, which is approximately equal to the negative of
AY. Thus, it sets the strongest bound on the value of the phase qﬁé\/l , which
parametrises dispersive CP-violating contributions to D°-meson mixing.
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Introduction

Therefore, let us not undervalue small signs; perhaps by means of them we
will succeed in getting on the track of greater things. I agree with you that
the larger problems of the world and of science have the first claim on our
interest. But it is generally of little avail to form the definite resolution to
devote oneself to the investigation of this or that problem. Often one does
not know in which direction to take the next step. In scientific research it is
more fruitful to attempt what happens to be before one at the moment and for
whose investigation there is a discoverable method. If one does that thoroughly
without prejudice or predisposition, one may, with good fortune, and by the
virtue of the connection which links each thing to every other (hence also
the small to the great) discover even from such modest research a point of
approach to the study of the big problems.

— Sigmund Freud, Introduction to Psychoanalysis

The attempt to understand and organize the various and apparently chaotic complex of natural
phenomena that surround us, and shape our lives by determining the possibilities and the
limits of our field of action, is among the most ancient and urgent aspirations of mankind.
Since the very birth of Greek philosophy, one of the main directions of this quest has been
that of establishing what are the basic constituents of the Universe and the laws that govern
the interactions among them. The Standard Model of particle physics (SM), a theory able to
describe all phenomena observed to date in laboratory except for gravity, is the latest and most
advanced product of this thousand-year old progress in understanding. Yet, few years after the
crowning of its success by the discovery of the last of its predicted particles — the Higgs boson
—, achieved at the Large Hadron Collider of Geneva in 2012, the SM is in a rather awkward
position. Despite its success in describing a wealth of experimental results to an amazing level
of precision, its building blocks account for less than 5% of the energy of the Universe and are
not able to explain fundamental astrophysical and cosmological observations. In particular, the
SM provides no hints about what might be the nature of Dark Matter, the invisible massive
substance that is known to be 5-to—6 times more abundant than ordinary matter, but has
never been observed directly in laboratory; nor that of Dark Energy, the mysterious form of
energy that is believed to make up the remaining 70% or the Universe energy budget. Finally, it
leaves without explanation the much larger abundance of matter over antimatter in the Universe,
commonly known as baryonic asymmetry. These are only some of the reasons that suggest that
the SM will not be the final word on our understanding of fundamental interactions.

Two kinds of experimental projects are currently pursued to overcome this impasse. On
one hand, direct searches try to produce new particles or to measure the interactions of Dark
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Matter particles passing though the Earth with ordinary particles. On the other hand, precision
measurements of known phenomena are performed to highlight possible deviations from the SM
predictions due to new interactions. The second approach, which has contributed in a crucial
way to give shape to the current formulation of the SM and is sensitive to the existence of
particles much heavier than those that can currently be produced at particle colliders, is the one
pursued in this thesis.

The noninvariance of fundamental interactions under the combined charge conjugation (C')
and parity (P) transformations, commonly named CP violation, is a required condition to explain
the much larger abundance of matter with respect to antimatter in the Universe [1]. Within the
SM, the weak interaction provides a source of CP violation, namely a single complex phase in
the Cabibbo-Kobayashi-Maskawa (CKM) matrix that governs the interaction of quarks with
the W boson [2,3]. However, while the CKM mechanism has been tested successfully in the
decay of down-type quarks in K and B mesons [4-12], it is too small to explain the observed
matter—antimatter asymmetry 13|, suggesting the existence of additional sources of CP violation
beyond the SM.

Charm hadrons are the only particles where CP violation and flavour-changing neutral
currents (FCNC) involving up-type quarks can be studied, and provide a unique opportunity to
detect new interactions beyond the SM that leave down-type quarks unaffected [14]. Both CP
violation and FCNC are predicted to be extremely suppressed for charm hadrons within the
SM, implying sensitivity to higher energy scales with respect to those achievable with beauty
hadrons [15,/16]. In particular, the combination of CKM matrix elements responsible for CP
violation in charm decays is Im(V,, V% /V, V%) &~ —6 x 107, corresponding to CP asymmetries
typically of the order of 107* to 1073 [14]. Processes involving FCNC, like the quantum oscillation
of a D” meson (made up of a cu quarks pair) into its DY antiparticle companion, known as
mixing, are similarly predicted to happen less than 1 time in 10%.

Therefore, precision studies of these phenomena require the collection and analysis of a huge
number of decays. This has become possible only during the last two decades, which witnessed
a renaissance of charm-quark physics thanks to the activities of the Belle, BaBar and CDF
experiments. A further, decisive leap forward has been allowed by the start of operations of
the LHCDb experiment in 2010. Thanks to the huge ¢¢ production cross-section at the Large
Hadron Collider where it is installed, this experiment collected the largest sample ever produced
of charm-hadron decays and provided a wealth of results in the field, including the first single-
experiment observation of D°-meson mixing in 2012 [17] and the first observation of CP violation
in the decay of D° mesons in 2019 [18]. Despite these successes, the experimental potential of the
LHCb experiment has not exploited at full yet, and additional investigations are crucial to solve
open theoretical puzzles. In particular, theoretical uncertainties on low-energy strong-interaction
effects do not allow a rigorous assessment of the compatibility of the observation of CP violation
with the SM [19-27]. Complementary searches for time-dependent CP violation in charm-hadron
decays [28,29], which has not been observed so far, might help clarify the picture and determine
whether LHCDb has discovered a new fundamental interaction or if the observation is due to an
enhancement of strong interaction effects above the expectation.

This thesis reports the most precise measurement to date of the parameter AY, that is the
slope of the time-dependent asymmetry of the decay rates of D° and D° mesons into KTK~ or
7T~ final states, performed by employing the data collected by the LHCb experiment during
2015-2018. The result achieves the unprecedented precision of 1.3 x 1074, at the upper edge
of the SM expectations, and allows to improve the precision on the world average of AY by
nearly a factor of two. Thus, it sets the strongest bound on the value of the phase ¢!, which
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parametrises dispersive CP-violating contributions to D°-meson mixing. In addition, it provides
a crucial input to the determination of CP violation in the D°-meson decay amplitude into
the final state K™K, based on the measurements of the time-integrated CP asymmetry of
D% — K+ K~ decays that are performed at the LHCb experiment [30]. The text is structured as
follows. Chapter 1| details the theoretical formalism and the predictions for the size of mixing and
CP violation in two-body D decays, including the first explicit calculation of the D° — K7+
decay rate as a function of time. The decay-rate deviation from an exponential function, while
smaller than that of the Cabibbo-suppressed decays D° -+ K+K~ and D° — nt7~, cannot
be completely neglected. In fact, it is shown to bias significantly most of the measurements
of the y-p parameter performed to date, as detailed in Chap. @ This chapter describes the
experimental status of the searches for CP violation in charm-hadron decays, and concludes by
summarising the analysis procedure of the measurement of AY. This is detailed in Chaps.
after a brief sketch of the experimental apparatus in Chap [3] Finally, Chap. [J] concludes by
presenting the final results, their impact on the world average of the parameters quantifying
mixing and CP violation in charm-hadrons decays, and the prospects for the development of the
field thanks to the upgrade of the LHCb experiment that is foreseen in the next few years.
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Chapter 1

CP violation in charm-quark decays

This chapter briefly describes the origin and phenomenology of CP wviolation in the Standard
Model of particle physics, and its relation with the phenomenon of mixing of neutral flavoured
mesons. The discussion is focused on the charm quark, whose unique features are highlighted
i contrast with the strange and beauty mesons, where CP wviolation has been discovered and
thoroughly studied. A detailed description of the decays of D° mesons into two charged hadrons,
which are the subject of this thesis and provide a privileged experimental access to charm CP
violation parameters, concludes this brief theory overview. The last section includes expressions
for the time-dependent decay rates of D° — K—nt decays that had never been shown in literature
before, but are an essential input to the measurement subject of this thesis.

The CP transformation is defined as the combination of the charge conjugation (C') and the
parity (P) transformations, where the first reverses the sign of all particles internal quantum
numbers and the second the direction of the Cartesian axis and, consequently, the handedness
of the spatial coordinates. These two transformations have separately been considered exact
symmetries of fundamental interactions for a long time. No evidence of P- or C-symmetry
violation in electromagnetic or strong interactions has been found to date. However, in 1956
the weak interaction was shown to violate the P and C' symmetries in the strongest possible
way [31-33], with the W boson interacting only with left-handed particles and right-handed
antiparticles. Nevertheless, the combination of the two transformations, denoted as CP, seemed
to remain a respected symmetry of weak interactions. Therefore, it was with great surprise that
the CP symmetry was observed to be violated, although only at the two-per-mil level, in the
weak decay of kaon mesons in 1964 [4]. This phenomenon, generally known as CP violation,
implies the possibility to distinguish unambiguously matter from antimatter, and its discovery
represented a major turning point in the study of fundamental interactions. In particular, it
suggested the existence of a third generation of quarks, subsequently discovered only in 1977 (b
quark) and 1995 (¢ quark). Just a couple of years later, in 1967, the violation of the CP symmetry
by fundamental interactions was indicated as one of the necessary conditions to explain the
generation of the matter—antimatter asymmetry observed in the Universe in a dynamical way [1].

Today, the Standard Model of particle physics (SM) encompasses only two sources of CP
violation. The first origins from the strong-interaction Lagrangian (see Ref. [34] for a review).
However, upper bounds of the electric dipole moment of the neutron constrain the coefficient
of this CP-violating Lagrangian term to be less than 1071° [35], an unnatural fact commonly
referenced to as the “strong CP problem”, which has motivated the proposal of the existence
and the search of new particles or interactions such as the axion. Thus, the only source of CP
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Mass—|2.4 Mev 1.27 Gev 171.2 GeV
charge—| 24 % % t
spin— |15 u % C %
name- up charm top
4.8 Mev 104 MeV 4.2 Gev
:d s liib
T |2 i Y
8, down strange bottom

Figure 1.1: Summary of the main properties of the six quarks. The bottom quark is also named beauty
quark. Each quark is identified by a flavour quantum number denoted with the letter reported in the
corresponding box, but in upper-case character.

violation measured so far is a single complex phase in the Cabibbo-Kobayashi-Maskawa (CKM)
matrix [2,3], which quantifies the interaction of the W~ boson with quarks. However, while
the CKM mechanism has been tested successfully in the decay of down-type quarks in K and
B mesons [4-12], it is too small to explain the observed matter—antimatter asymmetry [13],
suggesting the existence of additional sources of CP violation beyond the SM. One possible
source, which will be tested in the next few years, is CP violation in the oscillation probabilities
of neutrinos (see Ref. [36] for a review). Another possibility is given by CP-violating interactions
of new particles with the SM ones, which can influence the decay of SM particles via so-called
“virtual interactions”, even in the case that their masses are much larger than those that can
be currently produced directly at colliders like the Large Hadron Collider at CERN. The latter
category of models can be tested with high-precision measurements of CP violation in the decay
of SM particles. The measurement presented in this thesis falls into this experimental program.
The background information necessary to understand the unique role and potentiality of searches
of CP violation in the decay of the charm quark in the context of precision measurements of the
SM is provided in the next sections.

1.1 Quarks decays and CP violation in the Standard Model

The SM encompasses three generations of quarks, see Fig. each composed of an up-type
quark with electric charge +2/3 and a down-type quark with electric charge —1/3. Each quark
has a different mass and is identified by a flavour quantum number. Flavour quantum numbers
can be changed only by interactions with the W~ boson, which interacts with all possible pairs
of up- and down-type quarks according to the Lagrangian

g . . .
‘CW—, quarks — Z EWJUIL'YHV(’L}IJ(Mdi + h‘C‘v (11)
1,7=1,2,3

where ¢ is the gauge coupling of the SU(2) weak-isospin group of the SM, v are the Dirac
matrices, the indices 7, j run over the three generations, @y, and dy, are left-handed spinors, “h.c.”
denotes the Hermitian conjugate and the unitary CKM matrix

vud VUS Vub
Vexkm =V, Vi, V, (1.2)
V;fd V:fs ‘/tb
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Figure 1.2: Constraints on the (p,7) plane. The red hashed region of the global combination corresponds
to 68% CL. Figure taken from Ref. .

quantifies the strength of the interaction between each pair of quarks.! By choosing a convenient
definition of the unobservable quark-fields phases, this can be parametrised in terms of four
observable real parameters.? These are conventionally chosen to be three angles, 012, 613 and
f23, and a single complex phase §, defined as

1 0 0 C13 0 Slge_w c12 S12 0

Vekm = [0 ca3 523 0 1 0 —s12 c12 0

0 —893 6230 —8136“s 0 C13 0 0 1

i (13)
C12C13 512€13 S13€
_ i i
= | —s12c23 — c12523513€" C12C23 — $12523513€" $23C13 |
19 19
512823 — €12€23513€"°  —C12523 — S12€23513€"  C23C13

where ¢;; and s;; are abbreviations for cos 6;; and sin 6;;. Experimentally, the following hierarchy
among the angles is measured, s13 < so3 < s12 < 1. The corresponding hierarchy between the
CKM-matrix elements can be made more explicit by employing the alternative Wolfenstein
parametrisation [39-41]. This is obtained by performing the following parameters redefinition,

V1— A2\
V1= N2[1— A2)M(p+ 7))
where the A\, A, p and 7] parameters are measured to be equal to
A = 0.22650 =+ 0.00048, A =0.790 T5-017
p=0.1411006 7 = 0.357 £ 0.011.

S19 = A, S93 = AN, 813671’5 = A)\g(ﬁ + i) (1.4)

The experimental constraints on the values of p and 7 are displayed in Fig. [[.2] Neglecting terms
of (9()\6), the CKM matrix is equal to

4 —_— ——
-y Ao AN (@ — i) (1 + %)
_ — 2 A A
Veru = | —A+ AN G —p— i) 1 -4 — ) AN
) 2 . 234
AN =p—im)  —AN (1= %) - AN+ i) ] A2
(1.5)

!Lorentz—Heaviside units are adopted throughout this chapter.

2A concise but clear derivation of the expression of the quark charged currents from the complete Lagrangian of
the SM can be found in Ref. .
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The parameter A is historically referenced to as the sine of the Cabibbo angle. The weak decays
are classified into Cabibbo favoured (CF), Cabbbo suppressed (CS) or doubly Cabibbo supressed
(DCS) decays, depending on the lowest power of A that appears in any of their decay amplitudes
being zero, one or two.

Having introduced these preliminary notions, the conditions for observing CP violation in
hadron decays can be presented. Let us consider the decay amplitudes of an initial hadron,
whose state is denoted by |i), into a general final state |f), and its CP-conjugate amplitude,
describing the decay of its antiparticle into the CP-conjugated final state,

Af = <f| H |’L> y A]? = <]F‘ H |i> s (1.6)

where H is the effective Hamiltonian governing the decay. In general, two types of phases can
enter in the amplitudes contributing to the transitions of Eq. . The strong phases are defined
as the phases that do not change sign under CP transformation, while weak phases are defined as
those that change sign under CP transformation. The nomenclature follows from the observation
that all phases due to strong interactions, which arise for example from rescattering — that
is nonperturbative quantum-chromodynamics (QCD) interactions involving on-shell particles
—, are invariant under the CP transformation. For this reason, these phases are also known as
“scattering phases”. On the contrary, the only measured source of CP-odd phases in the SM is
given by the complex phases ¢ of the CKM matrix, and thus pertains to the weak interaction. In
fact, if a given matrix element VCZIj(M appears in Ay, the corresponding element entering in A 7is

seen from Eq. to be (V&](M)*, which is obtained from Vé’%M with the substitution 6 — —9.
The strong and weak phases of a single amplitude are not observable, since only the amplitudes

magnitude and the phase differences between different amplitudes are observable in quantum

mechanics. However, most decay processes receive contributions from multiple amplitudes,

Ap = [An] et Ap =3 A oo, (1.7)

where ¢; and J; are the weak and strong phases, respectively.? The CP violation arises if
the squared magnitudes of the total amplitudes differ, and is effectively quantified by their
asymmetry,
’Af‘2 - }Aff . Zn;ﬁm | An| [Ap| sin(én — ¢ ) sin(dy, — dm) (1.8)
|Af|2 + }Af‘z En |An|2 + En;ém ’An| | A | cos(Pn — dm) cos(0n — 6m)
From this expression, it follows that the required condition to observe CP violation is that
the process receives contributions by at least two distinct interfering amplitudes with both
different weak phases and different strong phases. The size of CP violation is determined by the
differences of the phases, as well by the ratio of the product of the magnitudes of the amplitudes
responsible of CP violation at numerator of Eq. , to the squared magnitude of the largest
amplitudes at denominator.

Although CP violation can be measured in the decay of many particles, the richest phe-
nomenology of CP violation and many of most precise measurements of its size concern the
decay of flavoured neutral mesons. The phenomenology of these particles is described in the
next section.

3In the SM and in the SM effective field theory, under the assumption of CPT invariance, each term of the
Hamiltonian has a corresponding CP-conjugate term, which can differ only by the phase of its complex coefficient.
Therefore, in this framework the expansion in Eq. , where to each amplitude contributing to Ay corresponds
an amplitude with equal magnitude but possible different phases contributing to A 7, is completely general.

8



1.2. Mixing of flavoured neutral mesons

1.2 Mixing of flavoured neutral mesons

In the SM there are exactly four neutral mesons (plus their antiparticles) that are unable
to decay into lighter particles wia the electromagnetic or strong interaction, namely the K°
(ds), D° (cu), B° (db) and BY (sb) mesons.* They owe this property to possessing nonzero
flavour quantum numbers, and are thus often named flavoured neutral mesons. Owing to the
nonconservation of flavour quantum numbers by the weak interaction, the flavour eigenstates
listed above are not eigenstates of the effective Hamiltonian, H, that governs their time evolution.
As a consequence, flavoured neutral mesons have a nonzero probability of oscillating into their
antiparticles via a AF = 2 transition, which changes their flavour quantum numbers by two
units, before decaying. This phenomenon is commonly named mizing. This section presents the
formalism to describe the evolution of a generic flavoured neutral meson M?, both employing
the standard phenomenological parametrisation and the theoretical parametrisation introduced
by Refs. [42,143]. Finally, the mixing phenomenology of the four flavoured neutral mesons is
briefly described.

1.2.1 Formalism

Let us consider an initial state that is a pure superposition of the neutral-meson flavour eigenstates
MY and M, where M? stands for K°, D, B? or BY, at time equal to zero,

1(0)) = a(0) | M) + b(0) | M) (1.9)

The time evolution of this state is determined by the Schrodinger equation,

.d
i [¥(0) = HIy()), (1.10)

where H is the Hamiltonian governing its dynamics and |¢(¢)) is a linear superposition of }M O>,
!M 0) and all final states |fj) in which these two mesons can decay,

[9()) = alt) [M®) +0(t) [M®) + > cxlt) | fi) - (1.11)
k

If one is interested only in the values of a(t) and b(t) and not in distinguishing the final states to
which the mesons decay, and if the times ¢ under consideration are much larger than the typical
time scale of the strong interaction, the problem can be solved with a simplified formalism
using the Wigner—Weisskopf approximation [44,45]. The evolution of the state in the M°-M°
subspace is described with a 2 x 2 effective Hamiltonian H,

B d a(t) HH H12 a(t)
— = . 1.12
"t <b(t)> <H21 Ha ) \b(2) (1.12)
This Hamiltonian is non-Hermitian, reflecting the fact that the probability is not conserved in

the M°-MY subspace (the two mesons can decay). However, it can be conveniently split into a
Hermitian and an anti-Hermitian part,

H =DM - iT, (1.13)

4The short lifetime of the ¢ quark prevents it from hadronising into quarks bound states.

9



Chapter 1. CP violation in charm-quark decays

Table 1.1: Constraints on the H matrix elements if the parametrised interactions are invariant under the
CPT, CP or T transformations.

Invariance Constraints

CPT My = Mag, TI'11 =T9
CP M = Mg, T3 =T9, ZIm(I2/Mi2) =0
T Zm(Flg/Mlz) =0

where M = (H + H')/2 and T' = i(H — H') are the Hermitian mass and decay matrices, which
describe dispersive transitions through virtual (off-shell) intermediate states, and absorptive
transitions through real (on-shell) intermediate states, respectively.® In particular, the decay of
the projection of |1/) on the M%-M? subspace, indicated with W(2)>7 is regulated by

d

3 WPy =i @ (H = H) [¢®) = - (@@ T ). (1.14)

As this value must be negative, I' is positive definite. In general, H is defined by eight
free parameters, while M and T' are each described by four parameters (each of them being
Hermitian, the following relations hold, M;; = M ;‘kz‘ and I';; = F;‘Z) If the interactions described
by H are invariant under some combinations of discrete transformations, further relations
among the matrix elements of M and T" hold, as listed in Tab. [, and reduce the number of
parameters needed to describe H. The CPT invariance is assumed in the following, implying
M1y = Moy = M and T'1; = I'eg = T'. Under this assumption, which is motivated by central
role of the CPT invariance in the formulation of quantum field theory and by the conservation
of the CPT symmetry in all measurements performed to date, the expressions to describe the
M-meson mixing are greatly simplified.

Phenomenological parametrisation

Let us define the (normalised) eigenstates of H to be

M) =p|M°) + q|M?),

_ (1.15)
|My) =p|M°) — q|M?),
where p and ¢ are complex numbers satisfying \p|2 + |q\2 =1 and
2 * L T
<q> _ M Mip =5l (1.16)
p H12 M12 — %Flg

As the matrix H is not Hermitian, |M;) and |Ms) are not necessarily orthogonal. These
interaction eigenstates evolve according to | M 2(t)) = e~™1.2¢ | M 5(0)), where the eigenvalues
wi2 =woF %Aw are conveniently split into a real and an imaginary part,

wip = Mg — 3T12, (1.17)

corresponding to the masses and decay widths of the two eigenstates. In fact, the defini-
tion of Eq (1.17) implies the usual time evolution of unstable particle states, |Mi(t)) =

®The explicit expressions for M and T are given, for example, in Ref. [46].

10



1.2. Mixing of flavoured neutral mesons

. 1

A |Mi2(0)). The averages of the masses and of the decay widths are equal to the
diagonal matrix elements of M and T,

. My + My _ZF1+F2
2 2 2

wo =M - %F, (1.18)
while their differences AM = My — My and AT =T — I'1, or equivalently Aw = AM — %AF,
satisfy

1 .
HyzHy = § (AM — JAT)". (1.19)

Usually, the mass and width splits of the eigenstates are parametrised in units of the average
decay width, through the two dimensionless mixing parameters = AM /T and y = AT'/2T".
The time evolution of a particle created in its flavour eigenstate at time zero is given by

MO®) = g1 (1) | M) + 2 g (1) | 31°),
b (1.20)
[31°(0)) = g1(6) [31°) + 9 (0) |M1°)

where |M°(t)) (|M°(t))) indicates the time-evolved at time ¢ of the M (M) state at time zero

and g4 (t) are defined by
€7iw1t + e*’i&}gt
g+(t) = — (1.21)
The probability of measuring at time ¢ the same particle that was produced in its flavour

eigenstate at time t = 0 is equal to
[(M°|a2(0)) [ = (A0 310@)|” = lgs I, (1.22)

whereas the probability of measuring the particle with opposite flavour quantum numbers is

2
\<M°\M°<t>>\2=]q lg-(1)%,
P (1.23)
@) = 2] - lo-
with
g+ (t)]* = 1e T [cosh(yT't) & cos(xTt)] . (1.24)

Thus, the probability of the M? and M° mesons to preserve their flavour quantum numbers
as a function of time is the same for both mesons, whereas the probability to oscillate into
their antiparticle can be different, provided that |¢/p| # 1 and that at least one of the mixing
parameters x and y is nonzero.

In this parametrisation, a convention choice is needed to resolve the ambiguity arising from
the definitions of |M7) and |Ms) in Eq. , which can be interchanged by redefining ¢ — —g.
This corresponds to choosing the sign for the solutions of the Egs. and . For
example, this ambiguity can be solved by defining the |M2) meson as the short-lived eigenstate
or, equivalently, by forcing the y parameter to be positive. Once one such convention choice is
done, all ambiguities are removed, apart from the phases of ¢ and p. In fact, their relative phase
still depends on the convention for the CP transformation of the M° an M° mesons, whereas
their global phase is arbitrary.

11



Chapter 1. CP violation in charm-quark decays

Theoretical parametrisation

The results of the previous section can be obtained also by using an alternative parametrisation,
introduced in Refs. [42,/43] and usually referenced to as “theoretical”, which is convention-
independent and quantifies directly the magnitudes and the phase difference between the
dispersive and absorptive transition amplitudes. In particular, the theoretical mixing parameters
and the mixing phase are defined as

2|M 2| M
T2 = ’1112’, Y12 = ’I‘12|’ P12 = arg ( I‘f;) ) (1.25)

and are all observable quantities. While z12 and y12 are CP-even observables, ¢15 is a CP-odd
weak phase.
In this parametrisation, the time evolution of the flavour eigenstates can obtained by solving

directly Eq. (1.12)), obtaining

a(t) _ iHt a(0)

<b(t)) - <b(0)>

vy [ cos WHRHat)  —iy/ iz sin (Vi Hat) (a(O)) (1.26)
\/Esm(mlt) cos (v/HigHart) b(0) )"

The transition amplitudes are thus given by

=€

(MO = (1) 310(1)) = & (M) cos |
(MO MO(t)) = o i(M=3r)e sin 1[

= DO

(AM
(AM

AM —

( SEMy - TR ¢,
B B (1.27)
where Eq. (1.19) has been used, with <M0}M0(t)> obtained from <M0‘M0(t)> with the substi-
tutions M1*2 — Mj9 and 1_“{2 — 0.

The theoretical and phenomenological mixing parameters are related as

—~ o

2? —y® = 1y — yh, (1.28)
TY = T12Y12 COS P12, (1.29)
+2
'q (x2 + y2) = l‘%Q + y%Q + 2219Y12 Sin P19, (1.30)

where the first two equations and the third are obtained by equating the expressions of HioHoy
and |Hy2|?, |[H21|? in terms of the two sets of mixing parameters (see Egs. and - for
the phenomenological mixing parameters).

The ratio |g¢/p| is measured to be very close to unity for all flavoured neutral mesons,
corresponding to small values of sin ¢12. Therefore, the x12 and y12 parameters are equal to
the magnitude of the x and y parameters, z12 =~ |z| and y12 =~ |y|, up to corrections quadratic
in sin ¢19. The x and y parameters have the same sign only if ¢12 ~ 0 rather than «. Finally,
lg/p| — 1 is approximately equal to

q T12Y12 .
| — 1~ ——""5-sin ¢1o, (1.31)
‘p‘ 93%2 +?/%2

up to corrections quadratic in sin ¢1s.

12



1.2. Mixing of flavoured neutral mesons

Table 1.2: Value of the mixing parameters of the four flavoured neutral mesons (values taken from
Ref. |36] for kaon and from Ref. [47] for ¢ and b mesons). The global sign of the two mixing parameters is
convention dependent.

System r=AM/T y = Al'/2T

KO-K°  —0.946+0.004  0.99650 + 0.00001
D%D° (34+1.2)x107% (6.8738)x 1073

BY-BY 0.769 + 0.004 (0.14+1.0)%
BY-BY 26.89 + 0.07 (12.9+0.6)%

2 r L L L B 2 1. T T L T T ]
7 — KK@>P ] FE
< [ —01,,0 2 ] < 107 =
S 08F — KKK@F 3 gk
& f - exp(-Tf) 1 ~07F o)y 3
06F 1 F — Dt E
0.4 . 07 E == exp(-T) E
s I O 1
0.2 E E

C 10°F

L P N » F

00 1 2 3 4 5 6 10 0

I't
2 r T T T T T ] 2 r T LI B T T ]
z iy — BB 0>F z 'k — [<BIBUo>F
—0 7 0 4
£ osp — BBOF 1 £ os — [<BJB{o>F 3
2y - - exp(-T'r) 1 &~ - exp(-1) ]
0.6~ ] 0.6 -
0.4F - 0.4 =
0.2f = 0.2 .
O0 5 6 0
It

Figure 1.3: Probability for a neutral flavoured meson to oscillate in its relative antimeson (red) or to
preserve its flavour quantum numbers (blue) as a function of time, under the assumption that |¢/p| = 1.
The plots correspond, from left to right and from top to bottom, to K°, D° (in logarithmic scale), BY
and BY? mesons. The exponential function that would be measured in absence of mixing is drawn as well
as a black-dashed line.

1.2.2 Phenomenology

The formalism introduced in Sect. describes the mixing of all K9, D° BY and BY mesons.
However, the phenomenology, which is governed by the size of the mixing parameters x and
y summarised in Table varies considerably among different particles. This is displayed in
Fig. where the probability for the mesons to preserve their flavour quantum numbers or to
change them, oscillating into their antiparticles, is plotted as a function of time.

These different behaviours can be traced down to largely different interactions contributing
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Chapter 1. CP violation in charm-quark decays

Figure 1.4: Feynman diagrams of (left) short-distance and (right) long-distance contributions to D%-meson
mixing. In the right diagram, the blob stays for low-energy QCD interactions, possible involving the
exchange of hadrons on the mass shell.

to the matrix elements responsible for the transitions, Mjs and I'15. These are fourth-order inter-
actions in the weak coupling, and are usually classified in two categories, namely short-distance
and long-distance contributions, depending on whether they receive significant contributions
from long-distance nonperturbative QCD interactions or not. In particular, while short-distance
amplitudes involve the exchange of virtual particles off the mass shell only, and can be calculated
with good precision, long-distance amplitudes can be significantly enhanced by the exchange of
hadrons on the mass shell, as shown in Fig. and pose several challenges to theory predictions.

Box diagrams responsible for the AF; = —2, AFy = 2 neutral currents that provoke the
mixing of mesons with F; Fy flavour content, similar to those of Fig. (left), are roughly
proportional to A%, FQ(X;:I ) (mg/mw)?, where A%, p is defined as A}, ) = Vo, Vi, and ¢ and
¢’ are the internal quarks of the diagram, with ¢ the lightest one [48]. The absence of AF = 2
transitions at tree level, and the suppression of possible contributions from loops involving
internal light quarks due to the (m,/mw)? factor, is known as GIM mechanism [49] and follows
from the unitarity of the CKM matrix.® Furthermore, the GIM mechanism predicts that AF = 2
transitions would be zero also at loop level, if the masses of all of the three possible internal
quarks were equal.

For B? and BY mesons, the only relevant contribution to mixing involves the exchange of
two internal top quarks, owing to the large breaking of the GIM mechanism by the top-quark
mass (m¢/mw ~ 1, while mq/my < 1 for ¢ # t), and to the favourable hierarchy of the relevant
CKM-matrix elements (A\j, ~ Xf, > A and AL, ~ A, ~ A\Y,). Moreover, these amplitudes are
nearly completely short-distance, since the large B mass is off the region of hadronic resonances.
Since the top-quark exchanges are off the mass shell, in the SM the magnitude of My (and
of the x parameter) of B mesons is expected to be much larger than that of I'1o (and of the
y parameter). In addition, since the magnitude of V,; is much smaller than that of Vj,, the
magnitude of the mixing parameters of the BY meson is larger than that of the B® meson, and
its oscillations are much faster. Finally, explicit calculations provide ¢ ~ 7, implying opposite
signs for z and y, and predict that the ratio of x to y is the same for BY and BY mesons. The
fact that g is smaller for B® than for B? mesons can also be understood based on the total
branching fraction of B decays that are shared with B decays. These are dominated by b— ccq
transitions, which are Cabibbo favoured for BY decays (¢ = s) and Cabibbo suppressed for B"
decays (¢ = d).

A completely different dynamics is at play in K"-meson mixing. Since the K%-meson mass
is of the same order of many hadronic resonances, the contributions to I'j2 are dominated by
long-distance amplitudes. In particular, the y parameter is approximately equal to unity since,

6See for example Refs. [50152] for a modern exposition of the GIM mechanism.
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1.2. Mixing of flavoured neutral mesons

neglecting CP-violating effects of order of 1073, only the approximately CP-even K eigenstate
can decay into two pion mesons, whereas the semileptonic decays and the decays into three
pion mesons of the approximately CP-odd eigenstate have very low rates owing to phase-space
suppression. On the contrary, only approximately 20% of the Mjs amplitude is due to long-
distance contributions. However, unlike in B-meson mixing, the short-distance contributions to
M5 involving charm quarks are larger than those due to top quarks, owing to the large CKM
suppression of the top-quark transitions (X.,/\S, < mc/my).

The interactions governing the mixing of D° mesons, which are the only flavoured neutral
mesons where the mixing of up-type quarks can be observed, are very different from those of
K and B mesons. The size of mixing is here extremely small, as shown in Fig. [I.3] owing to a
severe GIM suppression which is due to two accidental features. First, the masses of the internal
down-type quarks circulating in the box diagrams, which break the exact GIM cancellation at
loop level, are much smaller than that of the top quark (the largest mass is my/mw ~ 5%).
Second, owing to the accidental hierarchy of the CKM-matrix elements, the third generation of
quarks is nearly decoupled from the first two. In fact, |A2, /3, = [\, /AL, | < A/my, where A is
a dynamical hadronic scale of order Aqcp that replaces my 4 in the evaluation of box diagrams
with internal s and d quarks (the charm-quark mass is not distant from that of light-quarks
hadronic resonances and long-distance effects cannot be neglected). Another consequence of the
aforementioned hierarchy of the CKM-matrix elements is that the submatrix relative to the first
two generations of quarks is accidentally nearly unitary, so that the GIM mechanism applies
with good approximation also to the first two generations only. Thus, the breaking of the GIM
suppression coincides to good approximation with the breaking of the flavour SU(3)p symmetry
of the strong interactions or, more precisely, of their U-spin symmetry.” In particular, the y
parameter is generated only at second order in the breaking of the U-spin symmetry [53}54].
On the other hand, it is not excluded that the x parameter, which is sensitive to dispersive
amplitudes, receives contributions also from beauty-quark loops. In fact, the smaller size of
Al might be compensated by the absence of the suppression due to the approximate U-spin
symmetry.

Both = and y mixing parameters of the D meson are experimentally less than than 1% [55-
62]. However, while the y parameter has been measured to differ significantly from zero, the
significance for = to differ from zero is only around 3o. In particular, the latest world averages
of these parameter are y = (6.8 70:5) x 1073 and z = (3.7 £ 1.2) x 1072

Different approaches have been employed in the literature to estimate the size of the mixing
parameters of D? mesons. The inclusive approach relies on the heavy-quark expansion (HQE).
This is an effective field theory of QCD, which describes the dynamics of beauty or charm
hadrons through an expansion in powers of A/mg around the assumption that the heavy quark
Q is static within the hadron (see Ref. [63] and references therein for a review). While the HQE
is able to explain the value of the lifetime ratio 7p+/7po [64,65], suggesting that a perturbative
expansion in terms of the parameter A/m. ~ 0.3 might be well founded, it has difficulties in
calculating the values of the mixing parameters, owing to the huge GIM cancellations at play in
AC = 2 transitions. Nonperturbative matrix elements have been calculated up to dimension-six
HQE operators [15,65H67]. While their single-quark contributions to mixing is around five
times larger than the experimental value of y, the GIM suppression mechanism provokes huge
cancellations in their sum, and a consequent suppression of the prediction for the y parameter

"The U-spin group is the SU(2) subgroup of SU(3)r that concerns the quarks d and s. Therefore, the U-spin
symmetry coincides with the invariance of the strong interaction under the transformation d — s and s — d,
under the assumption that the two masses mg and ms are equal.

15



Chapter 1. CP violation in charm-quark decays

by up to five orders of magnitude [68]. However, the large disagreement with experimental data
can be due to a violation of the quark—hadron duality (the HQE assumption that hadron decays
can be described at the quark level) as low as 20% [69], or to a lifting of the GIM suppression for
dimension-9 or -12 operators, which would overcompensate their larger suppression in terms of
A/mgq [70-73|. The latter hypothesis has been qualitatively verified in Ref. |[74] for dimension-9
operators, although the size of the lifting seems too small to explain the observed value of y.
Calculations of higher-order operators, initiated in Refs. [75}76], might help clarify the picture.
Finally, recently Ref. [68] pointed out that a more careful setting of the normalisation scales
for box diagrams containing different internal quarks could also lift the disagreement between
predictions and data.

The alternative exclusive approach aims to calculate the mixing amplitudes at the hadron
level, by summing the contributions of all possible intermediate virtual states [53}54,|77-80].
Overall, these studies hint at values of y and x of the order of few times 1073, even if the
limited precision in the knowledge of some branching fractions and the current inability to
perform first-principle calculations of nonperturbative matrix elements limit the precision of
such approach. In particular, Ref. [53] argued that contributions to the mixing parameters from
a given SU(3)r multiplet cancel in the SU(3)p-symmetry limit. However, the only SU(3)r
breaking that arises from the different phase space of different multi-body final states within the
same multiplet, can account for values of y as large as 1%. On the contrary, resonances close to
the D%-mass threshold are thought to play a less important role in the breaking of the SU(3)p
symimetry.

On the long term, the D°-meson mixing parameters might be calculated on the lattice, by
building on the methods described in Ref. [81]. In addition, a dispersion relation between the
two mixing parameters has been derived in Ref. [82] under the heavy quark limit, predicting
values of & between 1072 and 1072 if y is approximately equal to 10~2. These predictions seem
in agreement with the latest experimental data.

Even in absence of precise SM predictions, the peculiarly small size of the D° mixing
parameters can be employed to set stringent limits on models of new interactions beyond the SM,
typically tighter than those set thanks to the analysis of B-meson mixing, as shown in Fig.
These can be obtained by neglecting the SM contributions, and by saturating the measured
values with the new dynamics, obtaining limits on energy scales as high as 10* TeV in Refs. [83]
and |16] (the latter being based on Ref. [84]).

1.2.3 Classification of CP violation

The phenomenology of CP violation is particularly rich in flavoured neutral mesons, thanks to
the fact that weak and strong phases can appear both in the mixing or in the decay amplitudes.
Depending on which of these factors is responsible for CP violation, CP violating effects are
conventionally classified into three categories. The first is CP wviolation in the decay, and arises if
the magnitude of the decay amplitudes of CP-conjugated processes are different. It is defined as

Af 2 — | A7)

Lk AR e 2 (1.32)
Af? + | Af|”

d_

Cl/f pu—

and is the only type of CP violation that can be observed also in charged hadrons. The second
category is CP wviolation in the mizring, and occurs if the probability of the M° meson to oscillate
after a time t into its anti-meson MO is different from that for the CP-conjugate process, where
a M meson oscillates into a MY meson. This happens if and only if the magnitude of the ratio
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Figure 1.5: Summary of the 95% probability lower bound on the scale of new-physics (NP) interactions
beyond the SM, A, for strongly-interacting NP. Results from all of the neutral meson systems are shown.
Figure taken from Ref. .

of the coefficients of MY and M? in the expression of the mass eigenstates differs from unity,
lg/p| # 1, see Eq. . In the theoretical parametrisation, this corresponds to the condition
sin 12 # 0, see Eq. (1.31]). Finally, the CP wviolation in the interference arises only for final
states shared by M" and MY mesons, and is due to the interference between the decay without
mixing, M?— f, and the decay following mixing, M°?— M°?— f. This condition occurs if

Im(Ay) +Im()\f-) #0, (1.33)
where Ay is defined as B
_q4y
Np=22L 1.34
= (134

and Ay is obtained from the last equation through the substitution f — f.

An alternative classification of CP violation employs only two categories, direct and indirect
CP violation. Indirect CP-violating effects are those that can be described by assuming that
the only source of CP violation is given by interactions of new heavy particles contributing to
the mixing-matrix element Mis, the so-called superweak approximation . On the contrary,
direct CP violation encompasses all effects that cannot be explained through the assumption
above. While CP violation in the mixing is indirect and CP violation in the decay is direct, CP
violation in the interference can be either indirect or direct. However, although the superweak
scenario has been experimentally ruled out for all of the neutral mesons, it is still used in the
study of DY mesons to set bounds on new interactions beyond the SM, based on measurements
of CP violation in the mixing and in the interference. In fact, the contribution of direct CP
violation in time-dependent measurements of D%-meson decays is still below their experimental
precision.

1.3 Time-dependent CP violation in D' — h*h~ decays

The discussion is now specialised to the time-dependent decay rates of DY and D mesons into
two-body charged final states, where each of the two final-state particles can be either a kaon
or a pion meson. These decays are the main subject of the present thesis. The D° — K~n+
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Chapter 1. CP violation in charm-quark decays

(D — K*77) decays are usually referenced as right-sign (wrong-sign) decays, since when the
D° meson originates from D*(2010)* — D%7* decays — the most common case in present
experimental studies — the sign of the electric charges of the pions from the D*(2010)* and D°
decays are the same (opposite). While the D° — KTK~ and D°— 7t7~ decays are Cabibbo
suppressed (CS), right-sign decays receive mainly contributions from Cabibbo-favoured (CF)
decays without mixing, and wrong-sign decays receive contributions of nearly equal size from
doubly Cabibbo-suppressed (DCS) decays without mixing and CF decays following mixing.

The following exposition employs the theoretical parametrisation of Ref. [28], given the
clearer insights that it provides on the dynamics at play. The corresponding expressions in the
phenomenological parametrisation employed by Refs. [36,/47] are reported in Appendix [A| for
completeness. The reader interested in a general introduction to the dynamics of the quark
charm can refer to Ref. [86], which includes a historical overview of charm physics as well, while
an up-to-date review of the most recent experimental and theoretical advances in D-meson
mixing and CP violation can be found in Ref. [87].

1.3.1 Decay rates

Let us denote the amplitudes of D% and D°-meson decays into the final state f as
Ap=(fIH|D%),  Ay=(fIH|D"), (1.35)

where H is the |AC| = 1 weak-interaction effective Hamiltonian that governs the decay of D°
mesons. The time-dependent rates of D%~ and D%-meson decays into the final state f are equal
to

2

(D= f,t) = Ny | <f\H\D0(t)>\2, I'(D°= f,t) = Ny | (f|H|D°(®))

(1.36)

where Ny is a common, time-independent normalisation factor that includes the result of the
phase space integration. By employing the definitions of Eq. ((1.35]), the last equation can be
rewritten as

T(D°— f,t) = Ny |A; (D°|DO(t)) + A7 (D°| DO(t)) [,

_ _ AT (1.37)
D(D°— ft) = Ny |Ag (D°|D°(t)) + Ap (D°|D°(1))|",

where the first and second term of the sums correspond to decays with and without flavour
oscillation, respectively, which can interfere giving rise to CP violation in the interference. The
oscillation amplitudes are given in Eq. , and can be expanded to second order in the small
mixing parameters for all practical aims,

<D0‘D0(t)> = <EO‘EO(1§)> ~ e_i(M_ig)t I:l — é(w%Q — y%Q — Qixlgylg COS ¢12) (Ft)2,
(D°|DO(t)) ~ e HM=i5)t <e—i§M;<2 - F212> t, (1.38)
_ . . . r
(D DP(0) e O (e Ea = 22,
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1.3. Time-dependent CP violation in D’ — h*th~ decays

where the following relation was used in the first equation,

1 AT 1
cos [ <Am - z> t} =1— —HypHut® + O(t4)
2 2 2
_ _1 2 ‘F12|2 o * 2 4 (139)
=1 9 | M2 4 iRe (M2T'3,) | 2+ O(t)
1 .
=1- g(fc%z — yiy — 2iz12y12 cos d12)(T)* + O ().

Substituting the Eqs. ((1.38) in the Egs. (1.37)), the time-dependent decay rates can be written as
T(DO(t)— f) = Nfe*T\Afy2{1 — rRefiza/AY + y12/AY]

7_2

(@ (VI P = 1) +yh (/INFE + 1) + 22129001/ (AFAD))

D(D°(t) > f) = Nye A P{1 = rRefiziad} + y12Af]

+

72 .
+ = (2% (AP = 1) +yts (NG 7 + 1) + 2z10y10Tm[} A?])},

(1.40)
where terms of order higher than two in 7 = I't are neglected, and the following parameters are

introduced,
= M Ay r_ T Ay

I 7 M| Ay I Tl A4

(1.41)

The )\y(r) parameter corresponds to decay amplitudes proceeding through dispersive (absorptive)
mixing, respectively.

The analogue of all of the expressions and definitions given above for the final state f, can be
obtained for the CP-conjugate final state f by substituting f — f. Note that the normalisation
factor Ny is shared by the DP- and D%-meson decay widths separately for each final state f and,
in addition, is equal for the f and f final states (Nf = N 7)-

1.3.2 Cabibbo-suppressed final states

In this section f indicates either of the two CS final states K™K~ and 777, and the parameters

)\?/I(F) are parametrised as

. Miz Ay [ As] oy

Ml A T4 | (1.42)
r:F12ﬁ:ﬁei¢§ '

T Tl A~ |Af|”

where the CP-violating weak phases gﬁ?/[ and (Z)l; satisfy ¢y — gb? = ¢12, and no strong phases

appear, since the final states are CP even.® The time-dependent decay rates are conveniently
parametrised as

f
(D% f,t) ENfE_T‘Af‘Q (1 +c]77'+cllf7'2) ,

(DO f,t) = Nye T Ag (14 7+ 2,
(1.43)

8Since (CP)? = 1, in general a state |f) transforms under CP violation as CP |f) = Wép |f>, and its CP-conjugate
as CP ‘f_ > = (Uép)* |f >, where nép is a complex number whose magnitude is equal to unity. For CP eigenstates,
nép is equal to plus (minus) unity for CP-even (CP-odd) final states.
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Chapter 1. CP violation in charm-quark decays

up to second order in the mixing parameters, where the parameters c]jf and c’fjE are equal to
LA Y . oy - .
cr = ‘ A (Fx12sin F — Y12 cos gbf) ~ Frizsingy — yigcos (bf(l T af),
JE = %(yfz — )+ i(wu + 42, £ 2219912 80 d12) if (1.44)
f
~ 2 [yt £ z12y128in d1a F (21, + yia)af].

The approximate expressions correspond to the limit of small CP violation. In particular, the
parameter

CL

Ap|? — | A2
a_ |[Arl* = 1Af* ’ (1.45)

T AP AR
is the CP asymmetry in the decay, and terms multiplying it have been expanded to first order
in the CP violation parameters ajcl, sin gby and sin ¢?.

Finally, the following CP-odd and CP-even combinations of C? and cr s

Jr —
cf —c
AYy = fT A~ —x198in qﬁy + 919 cOS d)I];ajlc, (1.46)
+ —
cy +c¢
yép = —% A2 Y12 COS qﬁ?, (1.47)

are particularly convenient from an experimental point of view, and are often employed as
experimental observables instead of c;{ and Cr-

1.3.3 Right-sign and wrong-sign decays

For the DY-meson decays into RS and WS final states, denoted as f = K~7nt and f = K*7n—,

respectively, the )\M(F) and )\M( ) parameters are parametrised as
94 My Ay _ ‘Af ei(¢}”—Af)’ )\I]: _ D Ay ‘Af ei(¢lji—Af)7
|Mio| Ay~ | Ay Tio] Ap | Ay s
w_ M A |4y O+ oo fedr 4y 0T+ '
! |M12|Af Af f |F12|Af Af

where the CP-violating weak phases ngM and qﬁr always satisfy ¢ fa f = ¢12, but in general
are different from those of Eq. -, and Ay is a strong CP-conserving phase. The minus sign
in the right-hand side of the definitions ensures that (bj‘/ and qﬁr are equal to their analogues for
CS decays (rather than being shifted by 7) in the limit of no CP violation in the decay, when
adopting the convention that Ay is equal to zero rather than 7 in the U-spin symmetry limit.?
Furthermore, it is useful to denote the ratio of the DCS to CF branching ratios of D? and D
mesons, as well as their average, as

+ —
Ry + R,
2 )

In particular, it stems from the relative minus sign between the CKM factors involved in the CF and DCS

amplitudes, see Eq. (1.5)).

R} =|Ap/Afl?, Ry =|Af/ A5, Ry = (1.49)
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1.3. Time-dependent CP violation in D’ — h*th~ decays

while the CP asymmetry in the decay of CF and DCS decays are defined as

2 112 1 12 R T
i AT AT 1 Af g A A A (1.50)
T A2 + A2 Ay P Af2 + |Af)? Af
respectively.
The time-dependent rates of RS decays are parametrised as
[(D— f,t) = Nye T|Ag? (1 + \/RfC}—T + c'f+72> , (L.51)

(D= f,t) = ./\/'fe_T\AﬂQ (1 +V/Rpep T+ 0?7'2> ,

such that the suppression of the interference term with respect to CS decays — owing to the
interference of a DCS amplitude with a CF amplitude, instead of two CS amplitudes of equal
size —, is absorbed by the /Ry term and not by the cjf coeflicients, which are approximately

equal in size to their analogues for CS decays. The coefficients cf and c/fjE are equal to

Ri A +1
CJ% = —]; A; [—xlgsin(Af:ngy) +y12COS(Af:F¢§)]
~ [1 T %(a‘j; + a;l)] (—z128in A cos gby + y12 cos A ¢ cos gbl})
+xipcos Ay singf)y +yi2sin Ay singb?, (1.52)
1 1 1]
= 1@%2 — afy) + ZR}E Aj: (275 + yia £ 2x12y12 800 G12)
:F

~ 1yt — aly) + 1Ry 1 (a;é + afc)] (215 + yTs) £ 3 Ryzi2y12sin dra,

where in the last passage the expressions are expanded to first order in the CP violation
parameters afc, a;l—, sin qb?/[ and sin qﬁ?. The analogues of the AY; and yép observables of CS
decays for RS decays are defined as

+ —

cr—c
AY; = /Ry x f o~ VR |:x12 cos Ay sinqﬁi\/[ +y12sin Ay Sinqﬁg (1.53)
+ %(ajﬁ— + a?)(wlz sin A cos gb?/[ — y12 cos Af cos gbr)],
f c}r +CJ; M r
Yop = —/ Ry x 5 ~ /Ry |:.’I,'12 sin Ay Cos @F — Y12 cos Ay cos¢f}. (1.54)

For WS decays, the time-dependent decay rates are parametrised as
D(D(t)— f) = Nye™T|Al* (R}_ +/RfciT+ 0?72> :

(DY)~ f) = Npe | AP (By +/Byegr+ 72,

(1.55)

where the suppression of the rates with respect to RS decays is again absorbed by the ij
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coefficients, and the C]:i—: and leéc coefficients are equal to

- £l
A-
—_ [I‘m Sin(Af + (ﬁ?/[) + Y12 COS(Af + (ﬁl})]

+ _

~(l1F a?)(xlg sin Ay cos (ﬁ% + 912 cos Ay cos ¢§) + x12cos Ay sin qﬁﬁ\f T y12sin Ay sin ¢§,
+2

1
+ ZRf(y%Q — a7y

A

1 .
F = — (21 + yi + 2x12y12 8in $12)
f Af

4

~ 1 [(@%s + yia) (1 F 20) + 2219919 sin ¢12] + 1R (415 — 71o).
(1.56)
Again, terms multiplying ajlc or a}l have been expanded to first order in the CP violation
parameters in the last passage.

1.3.4 Theoretical predictions and final-state dependence

For the purposes of this discussion, it is useful to parametrise the decay amplitudes of D° and
DP mesons into the final states f and f as

A= A(}eﬂaﬁ‘} 1+ ,rfei((sf'i‘(?f)]? Af= A(}ei(A%(j’%) 1+ rfei(éer(bf’L (1.57)
| | i ‘ ' 1.57
Ap = A(}e*“ﬁ?[l +rpei®90) Ay = A%eZ(A?_dj(}) [+ rze®r=2n].

Here, A(} and A(} are the magnitudes of the dominant SM amplitudes, ry and 77 are the relative
magnitudes of the subleading amplitudes (either from the SM or from interactions beyond the

SM) with respect to the dominant ones, gf)? and qﬁ(} are unobservable weak phases, and A(} isa

strong phase. Finally, ¢y and ¢ (07 and & f) are the relative weak and strong phases between
the subleading and dominant decay amplitudes. For CS decays into self-conjugate CP-even final
states, the expressions for Ay and A ¢ are simplified, yielding

Ap = A(])ce+i¢(;'[1 + Tfei(5f+¢f)],

_ A , (1.58)
Af = A(])ce_w(} [1 + Tfel(aff(ﬁf)],

where a minus sign would have appeared on the right-hand side of the second expression if the
final states had been C'P-odd. Employing these definitions, the angles (ﬁy and cZ)l; defined in
Eqgs. (1.42) for CS decays can be written as

qj?/[(F) s ¢M(F) 4 2¢?‘ + 27 cos dfsin ¢y (1.59)

to first order in 7, while their analogues and the strong phase A; of CF and DCS decays are
equal to
¢§4(F) ~T+ ¢M(F) + gb(])c + qS(}— +rpcosdysingy +rycosdpsingy, (1.60)
Ay = Ag)c —rgsindgcosgy + rysindgcosdy,
where the term 7 in the first equation takes into account the relative minus sign between the
CKM coefficients of the DCS and CF decay amplitudes, and ensures that the qﬁy(r) angles are
equal to their analogues for CS decays in the limit of no CP violation. Also the CP violation in
the decay can be easily calculated in terms of the introduced parameters, yielding

ajlc ~ —2rysindysin ¢y (1.61)
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DO( lK‘
U———————— U

Figure 1.6: Examples of Feynman diagrams contributing to the D° — K+ K~ decay. The tree diagram

(left) is proportional to A%, while the electroweak-loop diagram (centre) is proportional to A%, where ¢ is

the internal quark of the loop. Finally, the rightmost diagram represents one of the possible contributions
to rescattering, where the blob is a placeholder for the rescattering of the 717~ state into the KK~
final state through strong interactions. This diagram is proportional to A%, = =A%, — A%,.

to first order in 7y, for all categories of decays (with the only substitution f — f for WS decays).

In the SM the factors 7y and 77 in Eq. , and consequently the CP violation in the
decay, can be neglected for CF and DCS decays, since these decays are not sensitive to QCD
electroweak-loop and chromomagnetic dipole operators. On the contrary, the factor ry of CS
decays cannot be neglected in Eq. . Here, there is an ambiguity in the choice of the division
between the dominant and subleading decay amplitudes, which is determined by the choice of the
CKM coefficient of the dominant amplitude (in any case, the choice does not affect the observable
quantities). Thanks to the unitarity of the CKM matrix, only two of the three A%, A%, and %,
coefficients contributing to ¢ — w transitions are independent. Conventionally, the dominant
amplitude is chosen to be proportional to the U-spin odd quantity ¥ = (A3, — A%,)/2 ~ \. The

U

subleading amplitudes are thus proportional to (A5, + \%,)/2 = —A\l./2 = —\>A%(p —i7)/2 in
the SM (see Refs. [2288] for a discussion of the amplitudes parametrisation). This result is
general and does not depend on the chosen convention. Therefore, the factor r; in Eq. is
proportional to \)\Zu /3|, and the angle ¢¢ is approximately equal to = — 7, where the v angle
is defined as v = arg(V,, V) ~ atan(7/p) ~ 66° [89]. A rough upper bound on the size of
CP violation in the decay for CS final states is thus given by 2rf[sin¢¢| ~ |Im(\b,/28)| =
|AL, /2% siny =~ 6 x 10™* [47] (note, however, that this value might be significantly enhanced in
D°— KJK{ and D — KJK*" decays [90,91]). The size of CP violation is further suppressed by
the sine of the relative strong phase between the subleading (AU = 0, AUs = 0) and dominant
(AU = 1, AUs = 0) amplitudes, and by the ratio of their magnitudes (excluding the CKM
factors). To provide predictions for these nonperturbative quantities is very challenging. The
dominant amplitude A(} is mostly determined by tree-level decays, plus subleading electroweak-
loop contributions and possible rescattering effects. On the other hand, the subleading decay
amplitudes are only due to electroweak-loop diagrams or to rescattering effects. Some examples
of these diagrams are shown in Fig. for the D° — K+ K~ decay. The strong phase difference
¢ is expected to be of order of unity due to large scattering at the charm-mass scale, and does
not necessarily lead to a large suppression. On the other hand, the ratio of the magnitudes of
subleading to dominant amplitudes has been estimated using dynamical methods of QCD in
Refs. [14,92-94] and is expected to lead a suppression of up to one order of magnitude of the
asymmetry. The predictions for the magnitudes of afﬁ - and afr+7r, are accordingly in the
range between 10~* and 1073. However, all of the predictions rely on model assumptions, like
for example the quark-hadron duality, and it cannot be excluded that the suppression is smaller
due to large rescattering at the charm-mass scale, as already noted in 1989 in Ref. [95]. Finally,
U-spin symmetry implies that a?ﬁ - and ai+7r_ are approximately equal in magnitude and
opposite in sign.
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Chapter 1. CP violation in charm-quark decays

Alternative theoretical studies have been performed to estimate the size of the various
topological amplitudes that contribute to the dominant and subleading amplitudes. They
parametrise the branching fractions and the CP asymmetries of all of the D-meson final states
in terms of these topological amplitudes, and fit them to their measured values. All of these
studies, see Refs. [88/95-100], rely on perturbative parametrisations of the amplitudes in SU(3)p
or U-spin breaking, and are necessarily data driven. Some of them further rely on rescattering
models [19,|101,/102]. However, while the values of the branching fractions fix the size of the
dominant amplitudes Ag , they are only not able to predict the absolute size of CP violation,
but only to relate its size among decays into different final states. In fact, the size of the
electroweak-loop diagrams and of rescattering effects, which are responsible for CP violation,
contribute only marginally to the branching fractions (or, in the case of rescattering, cannot be
distinguished unambiguously from the tree-level-like amplitudes).

The LHCb collaboration reported in 2019 the first observation of CP violation in charm-
hadron decays — a landmark result for particle physics —, by measuring the difference between
the CP asymmetries of D — KTK~ and D — 77~ decays,

A go- —ads = (=15.7+2.9) x 107

This observable is very convenient from an experimental point of view, since most nuisance
asymmetries cancel in the difference, and allows to achieve a much better precision than the
measurements in the single decay channels [103]. The magnitude of the measured value lies at
the upper edge of the SM predictions, and challenges the predictions based on first-principle
QCD dynamics [14,94]. However, it is not excluded that the discrepancy is due to a mild
enhancement of rescattering beyond expectations. This possibility had already been proposed in
2012, see Refs. [88,96,97,99,100], to explain the large value of a‘;(JrK_ — afr+7r_ measured by the
LHCD collaboration in that same year, (—8.2 £ 2.4) x 1073 [104], which later turned out to be
due to a large statistical fluctuation. Technically, it would correspond to a mild enhancement of
the AU = 0 over AU = 1 decay amplitudes (analogous but smaller in size than the Al = 1/2
rule of kaon mesons!?), and it has been explored in detail recently in Ref. [22]. An explicit
proposal of a possible source of rescattering enhancement has been put forward in Ref. [23],
while the global fits relying on SU(3)r symmetry have been updated after the first observation
of CP violation in Refs. [24,26]. However, like after the 2012 measurement [98|, other authors
question the possibility of such an enhancement, and attribute the effect to new interactions
beyond the SM [20]. The impact of possible contributions of interactions beyond the SM to the
asymmetry had already been analysed in Refs. [14,/97,/100,/106] before the LHCb discovery, and
has been further explored recently in Refs. [20}25,27].

Therefore, further measurements of CP asymmetries in D-meson decays are crucial to shed
light on the dynamics underlying the measurement of afﬁ K- — afr+ﬂ_ [107]. In particular,
measuring the CP asymmetries separately in the two decay channels would allow to test the U-
spin predictions, which might be violated by new interaction beyond the SM. Another important
goal is to improve the precision with which the branching fractions and CP asymmetries of
other CS decay channels of D° and D';) mesons are known. This would allow to test the sum
rules relating the CP asymmetries of éiﬁ'erent decay channels, and to improve the precision of
the predictions provided by the global fits to the topological decay amplitudes, see for example
Refs. |21,24,/99,|100]. New interactions beyond the SM can in general violate the sum rules,
and cause inconsistencies within the fits. However, currently there are only few channels where
precisions below 1073 for the CP asymmetries can be achieved [103,/108].

19See Ref. [105] and references therein for an introduction to the AT = 1/2 rule.
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1.3. Time-dependent CP violation in D’ — h*th~ decays

On the other hand, complementary information might be gained from measurements of CP
violation in the mixing, which is expected to be smaller than CP violation in the decay by
around one order of magnitude [28,|29}73,109,/110]. The CP violation in the mixing originates
from the transitions amplitudes I'1o and Mjo, which in the SM can be written as

T == > N My, MR == Y NN M;, (1.62)

cu”\cu
i,j=d,s i,j=d,s,b

where T';; (M;;) is identified, at the quark level, with a box diagram containing internal on-shell
(off-shell) quarks 7 and j. Therefore, only the M;; amplitudes receive contributions from internal
b quarks. Employing the CKM unitarity, the absorptive mixing amplitude can be written as

T enr
4 2+ 9 1+ 4 0

where I'y 1 o are the AUz = 0 elements of the AU = 2,1, 0 multiplets, respectively. Explicitly,
they are equal to

M = (1.63)

Iy =Ty +Taqg — 2T5q ~ (53 — dd)* = O(€?),
'y =g — Dyqg ~ (55 — dd)(s5 + dd) = O(e), (1.64)
g = Dgs + Tag + 2T ~ (55 + dd)* = O(1),

where the two rightmost terms of the equalities represent the flavour structure of the diagrams
(T';; ~ (#4)(jj)) and their suppression in terms of the U-spin breaking parameter € ~ 0.4 [28].
Even though I'; is second order in e, it is expected to provide the dominant contribution to F%\/I,
owing to the hierarchy among the CKM elements that multiply I's 1 9. In fact, the values of
(X, — A4.)/2 and A, /2 are equal to
Aou = Ny ~N— » —>\51+4A2 + Aw(p—m) ~ +0.22 —i6.6 x 107°,
2 2 8 2 (1.65)

Ab, AN
ot (P —im) A 2.6 % 1075 —i6.6 x 1077,

where terms of order O()\6) are neglected. Therefore, the coefficients that multiply I's 19 are
equal to
T8, =A% ~ 449 %1072 — 2.9 x 1077,
T8, = M)A, ~ 412 x 1077 —i2.9x 107° (1.66)
N, ~—3.7x107 —i3.5x 1077,
respectively. The coefficients of I'1 and I'g are suppressed by three and seven orders or magnitude
with respect to that of I's. Thus, the smaller U-spin suppression is not able to compensate
for the CKM suppression. On the other hand, these terms are essential to give rise to CP
violation in the mixing and it is worth noting that, differently by the coefficient of I's, they
possess significant complex phases. The decomposition of MISQM is analogous to that of F%V[ in
Eq. , but differently from Eq. , the M; and My elements receive contributions also

from internal b quarks,
My = My + Myq — 2Mgq ~ (s5 — dd)* = O(€%),
My = My, — Myg + My, — Mg, ~ (55 — dd)(s5 + dd + bb) = O(e),
My = Mys + Myq + 2Myq + My, + Mg, + My, ~ (55 + dd)(s5 + dd + bb) + (bb)* = (’)(1(). |
1.67
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However, the U-spin hierarchy among the elements remains the same.

It is now possible to introduce two observable mixing phases to parametrise the CP violation
in the mixing and in the interference. These are defined as the phases of the transition amplitudes
with respect to their dominant AU = 2 components,

M T

M _ 12 T _ 12

= , =arg |— 12 | 1.68
¢2 e [zll()‘(szu - )‘gu)lu2] ¢2 e [zll()‘gu - )‘(ciu)r2] ( )

These phases can receive contributions also from new interactions beyond the SM and satisfy
#Y — ¢ = ¢12. Their magnitude can be estimated in the SM, for example for ¢5, by observing
that the phase of T$) in Eq. is mainly due to the small imaginary part of the term linear
in U-sping breaking. Therefore, it is approximately equal to |28}29]

)\b r )\b
r cu 1 cu
@5 | ~ |2Im <7>—‘ ~ ‘

| 2| ‘ )\‘Zu — )\gu FQ A

0.3
e’

1
siny— ~ (2.2 x 1073) x (1.69)
€

with the phase ¢3! expected to be of the same order as well. These results hold up to a shift of
m, which is however disfavoured by experimental data, as shown in the next chapter.

The phases d)?/[ and gbl; defined in Egs. and are approximately equal to these
intrinsic mixing phases, apart from a subleading correction d¢; = qﬁﬁ\/[ — qﬁé\/f = qﬁ? — qﬁg which
depends on the final state but is shared by the absorptive and dispersive phases. These final-state
corrections d¢ for right-sign and wrong-sign decays are of order of 1075 and can be neglected [28].
On the contrary, they are suppressed only by one further order of magnitude in U-spin breaking
with respect to qﬁé\/l(r) for the CS final states [28,[29]. In fact, if there is a large rescattering
contribution to the decay amplitude, its CP violating contribution is not suppressed by U-spin
breaking like the electroweak-loop diagrams (or the box diagrams of mixing) with internal d and
s quarks; furthermore, CP violation can arise from electroweak-loop diagrams with an internal b
quark as well. In particular, employing Eq. and noting that the convention-dependent

phase 2¢>? cancels in the difference with qbéw(r , the misalignment can be written as
dpy = 2rycosdysingy ~ —cotéfafc, (1.70)

where Eq. ((1.61)) has been used.
This result allows to separate the final-state dependent contributions from the final-state

independent ones in the observables defined in Sects. and In particular, for the AY
observable defined in Eq. ((1.46)), which is the subject of the present thesis, the result is

cos %\4 T19

—=cotdr |, 1.71
cos qﬁg Y12 f> ( )

AY; ~ —x19sin qbé\/[ + 912 cos qﬁga? (1 +

where the first term is universal and the second encloses the final-state dependence. As already
mentioned, the SM predictions of ¢3! are of order of 2mrad [28,29] or less |[110]. Given the
current experimental measurements on the mixing parameter x12 [47], the final-state independent
contribution is expected to be around few times 107> in the SM, even though values as high as
10~* cannot be excluded given the approximations in the estimate presented above [29]. On the
other hand, using available experimental data [18,|47] and the minimal assumption (motivated
by U-spin symmetry) that afG - and afrJrTr, have opposite signs, ylg\afcl is estimated to be less
than 0.13 x 10~* at 90% confidence level. The factor % cot d; could enhance the dependence
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on the final state, even though this effect is expected to be small since z12/y12 is measured to
be smaller than unity [47], and the phase d¢ is expected to be of O(1) due to large rescattering
at the charm-mass scale (in particular, the smaller sin d is, the more difficult it is to explain
the value of a?{ﬂ(* — afrJrr within the SM, see Eq. )

Thus, on the whole the magnitude of AY} is expected to lie in the range 1075-107* in the
SM. At the current level of experimental precision, approximately 1 x 1074, final-state dependent
contributions to AY} can be neglected. Therefore, measurements of AYy+ - and AY, 1, are
expected to agree with each other, and a nonzero measurement of their combination AY would
be interpreted in terms of a single dispersive mixing phase ¢3! common to all time-dependent
charm decays, AY ~ —x15sin d)é\/[ . The limit in which the final-state dependent contributions to
the weak phases gbj‘/ and ¢§ are neglected has been named approzimate universality in Ref. [2§].
The corresponding parametrisation of CP violation in terms of the two phases ¢3! and ¢} is
equivalent to that based on |¢/p| and ¢2 employed by the HFLAV collaboration, as proven in
Ref. [28]. The main methods employed to measure the parameters of mixing and time-dependent
CP violation in charm decays, =12, y12, qﬁé\/l and ¢5, are presented in the next chapter.
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Chapter 2

Experimental status

This chapter describes the experimental strategies used to measure the parameters of mizing and
time-dependent CP violation introduced in the previous chapter by employing two-body D° decays.
A detailed review of the approaches used to measure the parameter AY is provided. Then, it is
pointed out that neglected effects in the past measurements of the yop parameter caused biases of
around 6%, which is similar in size to the uncertainty of the world average, approrimately 16%.
The relative sensitivities of the different observables and measurements are discussed, and the
experimental status is reviewed. Finally, a brief overview of the measurement presented in this
thesis is sketched.

2.1 Observables of time-dependent CP violation in charm-quark
decays

The following sections describe the various methods employed to measure the theoretical observ-
ables AY and yp, as well as the time-dependence of the WS decay rate. The approximations
inherent to each method are highlighted. The less sensitive AYy -+ observable is discussed as
well, and the measurement of the slope of the time-dependent untagged asymmetry of K7+
decays is proposed as a possible complementary experimental observable. Finally, the main
time-dependent measurements of multibody decays and the measurement of the strong phase
A+ at charm-factory experiments are sketched. In the sections that discuss CS decays, the
ratio of the squared decay amplitudes of D?— K+t7n~ to D’ — K 7T decays is denoted with
Ry instead of Ry or Ry —,+ to avoid ambiguities with the CS final state f and to keep the
notation compact. With the same aim, the strong phase Ay -+ is indicated with Ag.

2.1.1 AYK"’K‘ and AYW+7r—

The parameter AY} introduced in Sect. where f is equal to K™K~ or 777, has been
measured with two alternative approaches. In the first, the time distributions of D° and D°
mesons into CS and RS final states are modelled with an exponential function, exp(—f‘T),
neglecting the coeflicients quadratic in the mixing parameters in Egs. and . The
effective decay widths of CS decays are thus approximately equal to r DO/ Doyf R 1-c¢ iz while

those of RS decays are equal to I DOy f/ DO R 1-/R fc}t. The parameter AYy can be measured
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as
SYENNY R, (2.1)
1+ yg};w+ Ipos k=t + T poy gt e 7

where ygg 7r+, which is defined in Eq. , can be neglected in the denominator of the left-hand
side, or in other words the approximation that Iis equal to unity for RS decays can be employed.
In fact, ygp_ m provides a multiplicative correction to the measurement of AY; which is smaller
than 1073 (\/Ry is equal (5.87 & 0.02)%, and both mixing parameter are less than 1% [47]).
This approach was first employed, although with a relative minus sign in the definition of AYY,
in Ref. [57]. The AL observable, which has been used as alternative to AY} in Refs. [59,111,112],
is similarly defined as the asymmetry of the effective decay widths of DY and D° mesons into
final state f,

Tposy = Tpos

Al = - Reaatl (2.2)
Fposy+Tposy
and is related to AY} by
AY
Aﬁzf——%f. (2.3)
L+ yep

Since the yép parameter is less than 1% [57,59,61], the negative of A{: coincides with AY} up to
1% relative corrections. This approach is more convenient than that of Eq. , since it does
not require to measure of the effective lifetime of D° — K ~x* decays, but implies essentially
the same experimental challenges.

While the measurements based on the determination of the effective decay widths has been
employed successfully so far, it presents two disadvantages. First, as the statistical precision
improves, modelling the time distribution of the decays with an exponential function might not
be a good approximation any longer, since CP-even corrections to the exponential decay rate
quadratic in decay time and in the mixing parameters in Eq. can be as large as the CP-odd
first-order ones, see Eq. . On the other hand, measuring the effective lifetimes is very
challenging, since it requires a precise knowledge of the selection efficiency as a function of decay
time. While at B-factory experiments this task can be accomplished with relative ease, as the low
background allows implementing a rather simple trigger selection that does not bias significantly
the decay time distribution, and the angular acceptance is close to the full solid angle, this is
not the case for experiments at hadron colliders like CDF and LHCb. In the latter ones, tight
and complex requirements on decay-time related quantities, such as the flight distance of the D°
meson, are needed to select a pure sample of decays from the near-overwhelming background of
particles produced in the collision between the hadron bunches. Furthermore, the interactions
between the colliding hadrons and the distribution of the particles produced in the collision are
more difficult to simulate (the number and distribution of the particles produced in the collisions
affect the detection efficiency of the signal decays). Finally, the geometrical acceptance of the
experiment plays a more important role as well. For example, at LHCb the larger momentum of
the D° mesons with respect to B-factories causes a decrease of their reconstruction efficiency
at large decay times. In fact, a small but nonnegligible fraction of decays happening close to
the boundary of the vertex tracker or between its silicon layers, which are likely to correspond
to large decay times, are not reconstructed. All in all, the time-dependent efficiency is not
reproduced by simulation with the required level of accuracy at hadron-collider experiments,
and data-driven methods must be developed to perform the measurement.
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h+

h-

P
accepted? accepted? accepted?
1=yest 1=yes 1=yes
0=no i 0=no- | i 0=no
tmin tmin tmeas

Figure 2.1: Variation of the decay-time acceptance for a D° — hTh~ decay when moving the pp vertex
along the D°-meson momentum vector. The trigger requires the impact parameter of the hadron tracks
with respect to the pp vertex to be larger than a fixed value. The shaded light-blue regions show the
bands for accepting the tracks impact parameter. While the impact parameter of the negative track (IP2)
is too low in the left plot, it reaches the accepted range in the central one. The actual measured decay
time, tmeas, lies in the accepted region, which continues to larger decay times (right plot). Figure taken
from Ref. |111].

At the LHCb experiment, the so-called swimming procedure [111,|113] was proposed and
employed to analyse the data collected during 2011 [112]. It consists in calculating the per-
candidate time acceptance by moving the proton—proton collision vertex in finite steps along the
DY flight-distance direction, thus simulating smaller or larger decay times. For each step, the
trigger selection algorithm is run, and the acceptance function is calculated as a step function,
equal to unity or zero depending on the event being selected by the trigger or not, as shown
in Fig. However, while this procedure reproduces accurately the efficiency of the trigger
requirements, it does not model the detector efficiency nor the geometrical acceptance. In
fact, the pp vertex is shifted instead of the D? decay vertex. This approximation may play an
important role, especially as far as the efficiency of the vertex detector is concerned. Furthermore,
since the trigger selection needs to be repeated order of 100 times for each event in order to
calculate the acceptance function with sufficient precision, this method requires significant
computing power, and is likely to become unsustainable as the collected data increase. Already
with the full data sample collected during 2011-2012, it has been used only as a cross-check of
the baseline measurement [114], and even there it has been applied only to half of the decays of
the control DY — K~7T channel, owing to computing constraints.

An alternative approach has thus been developed to overcome the intrinsic difficulties of
measuring effective decay widths. This is based on the measurement of the time-dependent
asymmetry of the decay rates of D? and D decays,

[(D°— f,t) —T(D°— f£,t)

A ) = — , 2.4
cr(f:t) (DY ft) +T(DY— ft) (24)
which is equal to ~
4| Af P 1A t
AC’P f,t N ad + = x AY;— 2.5
( ) f (’Af|2+’14f‘2)2 fTDO ( )

up to second order in the mixing parameters, where the coefficient in front of AY} differs from
unity by approximately (a?)2/2 < 107 [18,30]. Therefore, AY7 is equal to the slope of Acp(f,t)
up to negligible corrections. This approach has been employed in Refs. |[114-118] where, however,
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slope of Eq. is indicated as —A{:, neglecting yép in Eq. . This approach has two
advantages over the method based on the measurement of the effective decay widths. First, the
CP-even quadratic corrections to the exponential decay-time distribution in Eq. cancel
at numerator. Second, measuring the asymmetry does not require a precise knowledge of the
selection efficiency of D® mesons as a function of time, since this cancels out in the ratio, but
only of possible differences between the selection efficiencies of D° and D° mesons.

2.1.2 yE K and yZ"

The parameter yép, where f is equal to K™K~ or 777, has been measured by using either
of the two strategies outlined in the previous section, with analogous experimental challenges
and advantages. Until recently, it has mostly been measured from the effective decay widhts of
D% — fand D' — K—nt decays [57,59,119-121], as

_ f‘ 0 —|—f‘*

ot DO—f DO.

vlp —ulp ™ ~ = ol (2:6)
FD0—>K—7r“’ + FEO—>K+7r*

whereas the approach based on the time-dependent ratio of the yields of D° — f and D°— K7+
decays has been employed only in the latest LHCb measurement [61], using
[(D°— f,t) +T(D°— f,t)
I'(D°— K—nt,t) + T(D°— K+~ ,t)

~ const. X [1 — (ygp yEs 7rJr)T]. (2.7)

The second approach is again more convenient from an experimental point of view, since it
requires to know only the difference between the time-dependent efficiencies of reconstructing
D®— f and D°— K~xt decays, and not the single efficiencies. However, in all of the references
mentioned above, as well as in the world averages to the charm mixing and CP violation
parameters [28,47,122,|123], the yg}; ™ term has been neglected, assuming that the effective
decay rate of RS decays is equal to unity. This approximation is no longer accurate at the current
level of premsmn and the linear terms in Eq. (| need to be taken into account. In fact, the
value of yK ™" is smaller than that of Yep approx1mately by a factor of Ry, ~ (5.874+0.02)% [47],
cf. Eqgs. and ( -, which is around 40% of the relative precision of the current world
average of Yep, approximately 16% (1.1 x 10~ 3 in absolute value). The impact of neglecting
ygp t 1n the world average is shown in Appendix E On the long term, also the quadratic
terms ¢’ f in Egs. (]1 44[) and (]1 52[) might need to be taken into account in the determination of
the effective decay Widths A similar argument applies to the quadratic term neglected within
square brackets in Eq. , which is equal to [3(22 + y?)(1 — Rix) + y&p G (yEs T y({wp)]T2
and is currently neghgible

2.1.3 WS to RS ratio

The WS decays can be used to measure the mixing and CP violation parameters with good
sensitivity. In fact, even though their branching fraction at zero decay time is suppressed with
respect to that of CS decays by around 3% =~ A\? [36] (the decay amplitude is DCS), the number
of WS decays following D" mixing is nearly as large as that of CS decays, since the decay
amplitude that follows DY meson mixing is CF. Therefore, the interference contribution of WS
decays with and without DY mixing is proportional to the product of a DCS and a CF decay
amplitudes, whereas that of CS decays is proportional to the square of a CS decay amplitude,
and are equal up to U-spin breaking effects.
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2.1. Observables of time-dependent CP violation in charm-quark decays

The order of magnitude of all of the three terms in parenthesis in Eq. is approximately
the same, thus terms of second-order in mixing parameters contribute significantly to the time
dependence of the decay rates and cannot be neglected. The time dependence is usually measured
by analysing the time-dependent ratio of the WS to RS yields, separately for D° and D° mesons,

(D% f,t)
= ~ R R+c T4
(D0 f,t) ;T f (2.8)
F(D0—>]i,t) ~ R, R, C; T4 T2
(DY— f,t) 7 7o

where the ratios Ry and the coefficients c}l)i are defined in Egs. (|1.49)) and (|1.56)). The ratio with

the RS yields allows to avoid modelling the time-dependent selection efficiency, as well to cancel

out most of the biases from detection asymmetries and background that are shared by WS and RS

decays. Differently from the numerator, the deviations of the time dependence of the denominator

from an exponential function can be neglected. In fact, they cause corrections to the linear

(quadratic) term in Eq. which are suppressed by a factor of Ry = (3.44 4 0.02) x 1072 [47]
(

with respect to the R]jfc 7 c}i) terms due to the time dependence of the numerator.

2.14 AYK—ﬂ-+ and AYKW

The observable AYy— .+ can be measured with the same methods described in Sect. 2.1.1] to

measure AYg+ - and AY, 4+, —. In particular, the Eqgs. (| -, , and - are still
valid, if one identifies f with K~ 7+ and substitutes D° — f with D0—> f and Ay with A For

example, the time-dependent C’P asymmetry is defined, starting from Eq. ( ., as
(DY f,t) —T(D°— f,t)
[(DY— f,t) +T(D°— f,t)

Acp(f, t) = (2.9)
However, the sensitivity of AYyx -+ to the CP violation parameters is smaller than that of AY
for CS decays. In fact, even if the branching fraction of D® — K~7t decays is larger by about a
factor of 10 than that of CS decays [36], implying an statistical uncertainty smaller by a factor
of 3, the dependence of AYj -+ on the mixing and CP violation parameters is suppressed by
a factor of /Rir =~ 6% [47]. Therefore, this observable has never been employed as a test of
mixing and CP violation.

An alternative observable that has not been employed so far, but that might guarantee better
statistical precision, is the time dependent asymmetry of the sum of D° and D° decay rates into
K—7t and K7~ final states,

[D(D°— f,t) + T(D°— f,t)] — [[(D°— f,t) +T(D"— f,1)]
[D(D°— f,¢) 1 D(D°— f,4)] + [[(D°— f,6) + D(D°— [.0)]  (2.10)
~ acfl(w + AYKWT7

AP (Ko t) =

where terms of order two or higher in the mixing parameters are neglected in the last passage.

Here, the CP violation parameters af{ﬁ and AYx, are equal to

d
Aper & af RKﬂaf,

_ (2.11)
AYkr = v/ Rir[2y125in Ay sin ¢>§ — 112 COS Af(ajlc + a}é)]
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up to corrections quadratic in a‘jp and a‘]i;. This observable could be measured with better

statistical precision than AYj .+, since it does not require to determine the flavour of the D"
meson at production (see Sect. for a summary of the techniques that can be achieved for
this aim). For example, at the LHCb experiment it could be measured by employing D° mesons
produced in the pp collision instead of in the decay of D*(2010)" mesons, whose production
cross-section is smaller by around a factor of 3 [124]. The gain in precision would be even higher,
since the 7 meson from the D*(2010)" — D%r* decay does not need to be reconstructed. This
particle is usually characterised by lower momentum than the D%-meson final-state particles,
owing to the low Q-value of the D*(2010)" decay, and thus by lower reconstruction efficiency.
In fact, the magnetic field can deflect it out of the LHCb angular acceptance (see the next
chapter for a description of the LHCb experiment). Unfortunately, the terms proportional to
212 cos A cos qﬁﬁ\/[ in Egs. and li cancel in the sum of the contributions to AYx, from
RS and WS decays, and only the term proportional to yi2sin Ay sin #% can be measured (the
CP asymmetries of the decay amplitudes are completely negligible in the SM for WS and RS
decays). This term provides lower sensitivity to the mixing weak phases, since the angle Ay,

which vanishes in the limit of U-spin invariance, is measured to be small, Ay = —0.28'_F8:LSL rad.

2.1.5 Charm factories and multibody decays

Strong phases like A, cannot be measured directly at B Factories or hadron colliders. However,
this angle is essential to interpret the results of the WS to the RS ratio in terms of the mixing
and CP violation parameters. Experiments like CLEO and BESIII, which operate at charm
factories producing D°-DP coherent pairs from v(3770) decays, are crucial to perform this kind of
measurements [125,[126]. In fact, even if the produced number of D° decays is considerably lower
than that of the B Factories and hadron colliders, the coherent state allows to take advantage
of the entanglement of the two mesons if both are reconstructed. In particular, the phase Ag,
can be determined based on the asymmetry of the number of decays into the final state K 7+
when the other meson decays into a CP-even or CP-odd final state.

Analogous measurements can be performed also to determine the strong phases of D —
K3rtr~ [127/128] and D°— K*aFatn~ decays. These multibody decays, which have compa-
rable or greater branching fractions with respect to two-body decays and receive contributions
both from CF and DCS amplitudes, provide very good sensitivity to both mixing and CP
violation parameters. In fact, the formulas describing their decay rates as a function of time are
very similar to those of the WS and RS two-body decays D° — K*7T. However, for the latter
decays the phase Ak, is fixed and approximately equal to zero, so that only the y parameter
can be measured precisely starting from the linear term in Eq. . On the contrary, for
multibody decays the linear term provides sensitivity to both = and y parameters, as well to
both of the CP-violating phases ¢3! and ¢}, since the strong phase varies considerably across the
multidimensional phase space of the final-state particles. The downside of these measurements is
that the analysis of a three-body, and especially four-body final state, is particularly complicated
and relies on the correct description of the decay amplitude across the phase space of the
final-state particles, which is challenging both from the theoretical and experimental points of
view. The impact of these uncertainties has been reduced for D — K§7r+7r* decays, at the
cost of a slight decrease of the statistical precision, by the introduction of a model-independent
method relying on the measurement of the strong phases as a function of phase space at charm
factories [129]. On the contrary, measurements of four-body decays like D® — K*7rTatr—
remain an open challenge and, despite some preliminary measurements [130,131] and the proposal
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Table 2.1: Branching fractions and collected yields (in millions) of the main decays used to measure the
parameters of mixing and time-dependent CP violation in charm decays. Values taken from Refs. [361[56-
59,/62,/114-116},118,/133-138].

Collected yield [109]

Decay B [1073]
Belle BaBar CDF LHCb (2011-2018)
DY— KTK~ 4.08 £0.06 024 014 1.24 75.8
DY — mhm 1.4554+0.024 0.11  0.07  0.59 25.2
DY~ Ktn~ 0.150£0.007 0.01 0.0l  0.03 1.9
DY— K@ntmn— 280 =+1.8 1.2 0.7 0.32 41.0

of new measurement methods [132], have not been fully exploited so far.

2.2 Status of the art

During the last decade, four main experiments have contributed to a huge leap forward in the
knowledge of mixing and CP violation in charm-quark decays. They are the BaBar and Belle
experiments, installed at B Factories in the United States and in Japan, the CDF experiment at
the Tevatron proton-antiproton collider at Fermilab laboratories (United States), and the LHCb
experiment installed at the Large Hadron Collider (Switzerland). The first two experiments
benefit from a cleaner experimental environment, due to the initial collision of elementary
particles rather than hadrons, and allow a better control of systematic uncertainties and larger
reconstruction efficiency, especially for neutral particles. However, the number of charm mesons
produced and collected at the CDF and LHCb experiments is much larger, as shown in Table
Moreover, the LHCb detector benefits from a more efficient trigger and has much better particle
identification capabilities than the CDF detector. Therefore, the precision of most of the
parameters of mixing and CP violation is currently dominated by the measurements performed
by the LHCb experiment, with the exception of decays involving neutral particles like the 7° or
KE mesons, radiative decays, and measurements where the systematic uncertainty is comparable
to the statistical one, like those of the parameter yp.

The most precise measurements of mixing and CP violation to date are listed in Table
in Appendix The world average of the parameters are z1o = (3.7 & 1.2) x 1073, y12 =
(6.040.6) x 1073, ¢pdf = (—0.0140.03) rad and ¢, = (—0.0340.10) rad [28]. The precision of the
212 parameter is driven by measurements of D — K, gﬂ'+ﬂ'_ decays, while y12 is measured through
the WS-to-RS ratio and the yp parameter, whose world average is yop = (7.24£1.1) x 1073 [47).2
The precision on ¢}’ is mostly determined by measurements of the AY parameter and that on
#%, which is lower by around a factor of 3, mostly by measurements of D" — ng+7r_ decays.
Measurements of CP violation in the WS-to-RS ratio provide further, but less precise, constraints
on both of the CP violating weak angles. It is worth noting that, while the measurements of
Yop parameter allow to determine that the angle ¢£ is approximately equal to zero rather than
to m, they provide little sensitivity to the size of C'P violation in charm-quark decays, since
deviations of y,p from y12 are second order in the CP violation parameters #M, ¢L and ajf, cf.

Eqgs. (1.44}]1.47).

!Note, however, that this average neglects the term y&p  in Eqgs. 1_!
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A summary of the most precise measurements of the AY observable is presented below.
Before reviewing them, however, it is necessary to introduce the main methods employed to
determine, or tag, the D flavour at production. This is a required condition to measure all of
the experimental observables described in the previous sections, with the only exceptions of yp
and Ag?;tagged (K,t). In fact, the D? flavour cannot be inferred from its decay final state, since
all final states under consideration are shared by D° and D° mesons. Therefore, it has to be
determined based on the D production mechanism. This is usually achieved by considering
only D? and D° mesons that are produced in either of the two following decays:

1. the strong D*(2010)T — D%t decay;?

2. the weak B— D%y~ X decay, where B (B) stands for a generic meson containing a b quark
and X for an arbitrary set of unreconstructed particles.

In the first case, the flavour-conserving strong-interaction decay allows to infer the flavour of the
DY meson from the sign of the charge of the pion meson. The latter is often referenced to as
tagging pion, Wig, and is responsible of the naming of D° — K* 7T decays as WS and RS. In the
second case, the flavour is inferred from the sign of the charge of the muon, which coincides with
the charge of the W boson that mediates the tree-level transition between the b and ¢ quarks.

The first technique is generally more convenient for two reasons. On one hand, it guarantees
higher yields. In fact, the production cross section of D*T mesons at hadron colliders is larger
than that of B mesons by around a factor of 10 [139,|140], while at they are comparable at
B Factories [141]. However, the branching fraction B(D*T — Dx+) = (67.7 + 0.5)% is much
larger than B(B — D°u~X) = (6.83 4 0.35)%, where the last value is averaged over the typical
mixture of b-hadrons that is produced at high-energy hadron colliders [36]. This disequilibrium in
the production cross-sections is partly reduced at hadron colliders by the smaller reconstruction
efficiency of D*t decays, owing to the tighter trigger requirements on the D° flight distance
that are needed to reject the background from associations of unrelated tracks produced in the
collision of the initial hadrons. However, all in all the yield of D*"-tagged decays is still larger
by around a factor of three than that of ™ -tagged decays. On the other hand, even if at hadron
colliders the number of pion mesons produced in the hadron collisions is much larger than that
of muons, the background from random associations of true D? mesons with unrelated tracks is
lower in D**-tagged decays. In fact, the low Q-value of the D** — D%zt decay imposes tight
conditions on the direction and magnitude of the 7,7, momentum, so that the invariant mass of
the Dowjgg pair be close to that of the D*T meson (see Sect. for details).

The most precise measurements of the AY parameter until 2020 are summarised in Fig.
where possible differences between the K™K~ and 777~ final states are neglected. The LHCb
measurements drive the current world average, AY = (3.1 2.0 & 0.5) x 10~%. They employ
the data collected during 2011-2012, corresponding to 1(2) fb~! of integrated luminosity of
pp collisions at /s = 7(8) TeV, using both the D** or the pu~ tag, and during 2016-2018,
corresponding to 5.4fb~! at Vs = 13 TeV, but only using the p~ tag. The parameter AY has
been measured also in D°— Kn 7~ decays [62], where it is named —Ay = (6416 & 3) x 1074,
However, this result is not included in the average above, since its uncertainty is considerably
larger than those of the other measurements from LHCb, and its value is correlated with other
measurements of DY-meson observables which are used in the fits of the parameters of mixing and

2The inclusion of charge-conjugate processes is implied throughout, except in the discussion of asymmetries.
Hereafter the D*(2010)™ meson is referred to as D* meson.
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Figure 2.2: Summary of the most precise measurements of the parameter AY to date (final-state
dependent contributions are neglected). Measurements references, from top to bottom: BaBar 2012 [57],
CDF 2014 [115], LHCb 2015 u~ tag [116], Belle 2016 [59], LHCb 2017 D** tag [114], LHCb 2020
u~ tag [118]. The LHCDb 2015 p~ tag and LHCb 2017 D** tag measurements employ the data collected
during 2011-2012, while the LHCb 2020 p~ tag employs the data collected during 2016-2018. All of the
other experiments employ the data sample collected during their whole lifetime.

CP violation of D° mesons. The measurement of AY presented in this thesis employs the D**-
tagged data collected during 2015-2018, and represents the final and most precise measurement
of the LHCb experiment on this subject until the next data-taking period, expected to take
place during 2022-2024. In particular, it supersedes the preliminary measurement performed
with the D*T-tagged data collected during 2015-2016 [117].

Reducing the uncertainty on AY} is essential, besides to test the SM predictions for time-
dependent CP violation, also to determine the parameter aglﬁ j— from measurements of the time-
integrated asymmetry of D°— KK~ decays — which is the next step towards understanding
the dynamical origin of the first observation of CP violation, reported by LHCb in 2019 [18]. In
fact, using Eq. , the latter can be written as

t _
Acp(KYK7) ~ aky oo + AYgi g <>TK*K (2.12)
DO
where () o4+ - is the average measured decay time, and is equal to 1.77p0 at LHCb [30]. Since
the expected precision of the measurement of Acp(K+K ™) with the data collected by the LHCb
experiment during 2015-2018 is around 5-6 x 10~%, the current precision on AYy+ - would
contribute significantly to the uncertainty on a?ﬁ K—-
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2.3 Measurement overview

Before any corrections are applied, the measured raw asymmetry between the number of D°
and DY decays into the final state f at time ¢,
N(D** = D°(f, t)rf,) = N(D*~ — D°(f, t)r,,)

tag

N(D** = DO(f,t)rt,) + N(D*~ = DO(f,)meny)’

Araw(fv t)

(2.13)

is equal to
AraW(f7 t) ~ AC’P(f? t) =+ AD (7T+ ) + AP<D*+) (214)

tag
up to third order in the asymmetries, where Ap (7} ) is the detection asymmetry due to different
reconstruction efficiencies of positively and negatively charged tagging pions and Ap(D**) is the
production asymmetry of D** mesons in pp collisions. The measurement of AYy from the slope
of Araw(f,t) is largely insensitive to time-independent asymmetries such as the detection and
the production asymmetries, which depend only on the kinematics of the particles. However,
the requirements used to select and reconstruct the D decays introduce correlations between
the kinematics and the measured decay time of the D” meson. This causes an indirect time
dependence of both the production and the detection asymmetries which needs to be accounted
for. These effects are controlled with a precision better than 0.5 x 10~* by the equalisation of
the kinematics of D** and D*~ candidates described in Chap. [5l A further time dependence
of Ap(D*") arises if the D*T meson is produced in the decay of a B meson instead of the pp
collision, since the production asymmetry of these secondary mesons is different than that of
primary ones, and the measurement of their D° decay time is biased towards larger values. The
size of this background is assessed based on the distribution of the D° impact parameter and its
contribution to the asymmetry is subtracted as detailed in Chap. [f] Finally, AY is determined
through a x? fit of a linear function to the time-dependent asymmetry, as measured in 21 bins
of decay time in the range [0.45, 8] Tpo.

The analysis method is developed and validated using a sample of right-sign D% — K~
decays. This control sample has a kinematics and topology very similar to those of the signal
channels, but its dynamical CP asymmetries are known to be smaller than the current experi-
mental uncertainty (see Sect. and Appendix , and thus can be neglected. Therefore,
the raw asymmetry between the number of reconstructed D® — K—7+ and D° — K7~ decays
can be written as

Avaw (K™ t) & Ap(mt,) + Ap(K~7%) + Ap(D*7), (2.15)
where the right-hand side differs from that of Eq. , since it receives no contributions from
dynamical CP asymmetries, but contains an additional detection asymmetry, Ap(K ~7"), caused
by the non-self-conjugate final state. However, this asymmetry is removed by the kinematic
equalisation described in Chap. |5| as is the tagging asymmetry Ap (ﬁj;g). The compatibility of
the slope of the time-dependent asymmetry of D? — K~ 7t decays, AYy—.+, with zero is thus
a useful cross-check of the effectiveness of the analysis method. In addition, the D® — K~
sample is used to estimate the size of the systematic uncertainties that are not expected to differ
among the D’-meson decay channels, allowing to achieve higher precision than what would be
possible using the D° — KT K~ and D' — 7t7~ samples.

During the development of the analysis method, the time-dependent asymmetries of the signal
channels were shifted by a linear function whose intercept and slope were kept blind to avoid
experimenter bias. Since a preliminary measurement using the 2015-2016 data sample, albeit with
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a different selection and analysis method, has been performed prior to this publication [117], two
independent sets of blinding parameters were used for the 2015-2016 and 2017-2018 asymmetries.
Only after the method was fixed based on the results of the DY — K7t sample and all
systematic uncertainties were estimated, the real values of AYy+ - and AY, +, .- were measured.
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Chapter 3

Experimental setup

This chapter briefly describes the Large Hadron Collider and the LHCbH experiment, with a
particular focus on the aspects that are most relevant to the measurement of the AY observable.
The interested reader can find more detailed information in the references cited throughout the
chapter.

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) [142] is a superconducting circular hadron accelerator operating
at the laboratories of CERN (Conseil Européen pour la Recherche Nucléaire), near Geneva.
With a circumference of around 27 km, it is hosted in the same tunnel that previously housed
the Large Electron Positron collider (LEP), about 100 m underground across the French—Swiss
border.

Two proton beams, circulating in opposite directions along the ring, are bent by supercon-
ducting NbTi dipole magnets providing magnetic fields with intensities up to 8 T, and collide in
four interaction points. Each of the points corresponds to one of the four large-scale experiments
installed at CERN, which are managed by collaborations of order of one thousand scientists
or more. The largest experiments, ATLAS and CMS, utilise general-purpose detectors and are
mainly targeted at studies of the properties of the Higgs boson, of the vector bosons and of the
quark top, as well as to searches for new interactions beyond the SM in collisions characterised
by emitted particles of high transverse momentum. The ALICE experiment takes advantage of
the capability of the LHC to collide also lead ions instead of protons to study the properties of
QCD at high-density regimes, and in particular the phase transition to the quark—gluon plasma.
Finally, the LHCb experiment was designed to perform high-precision measurements of b- and
c-quark decays.

The distribution of the protons in the beams is not continuous, but organised in bunches of
about 10! protons each, whose length is approximately 8 cm. The time distance between two
consecutive bunches is a multiple of 25 ns, corresponding to a nominal bunch-crossing rate of
40 MHz. However, larger gaps are present between some bunches, in order to allow the necessary
time to switch the status of the dipole magnets responsible for the injection and for the dumping
of the beams outside of the ring between the passage of two bunches. Therefore, the effective
crossing rate is around 30 MHz.

The event rate of any process generated in the LHC proton—proton (pp) collisions is equal to
dN

S = Lo(vR), (3.1)
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Figure 3.1: Integrated luminosity of pp collisions recorded by the LHCb experiment in each data-taking
year. The beam energy, corresponding to half of the centre-of-mass energy /s, is reported as well.

where £ is the instantaneous luminosity of the collider and o(y/s) is the cross-section of the
process at centre-of-mass energy /s. The design specifications of the LHC targeted operations at
the instantaneous luminosity of 103* cm™2s~!. However, the LHCb experiment is not limited by
the number of ¢¢ and bb quark pairs produced in the pp interactions, but by the time needed to
reconstruct the collision events and by the amount of data that can be recorded to be analysed.
Therefore, the luminosity is limited to around 4 x 1032 cm=2s~! by shifting the position of the
colliding beams in the horizontal plane, thus reducing their overlap at the collision point. The
instantaneous luminosity is kept constant during each data-taking, by reducing progressively the
shift between the beams as time passes, and the number of protons in the bunches decreases
owing to the collisions. The average number of pp interactions per bunch crossing is around
1.6. The reduced instantaneous luminosity is also needed to limit the radiation damage of the
detectors, and in particular the innermost vertex detector that surrounds the collision region. In
fact, this is much closer to the beam than its counterparts of the other LHC experiments.

The centre-of-mass energy of the pp collisions was 7 TeV during the 2010-2011 data taking,
8 TeV during 2012 and 13 TeV during 2015-2018. The integrated luminosity recorded by the
LHCb experiment in each data-taking year is displayed, together with the beam energy, in
Fig. In each year, the recorded luminosity corresponds to a fraction between 87% and 94%
of the total integrated luminosity delivered by the LHC.

3.2 LHCDb detector

The LHCD experiment is mainly designed to perform precision measurements of the decays of
hadrons containing b and ¢ quarks, even though its experimental program encompasses also
measurements of the electroweak sector of the SM, of interaction cross-sections of protons with
gases and of heavy-ion collisions. In a high-energy pp collider like the LHC, the production
cross-section of bb pairs is particularly large for small polar angles with respect to the direction
of the beam axis, as shown in Fig. Taking advantage of this feature, the LHCb detector is a
single-arm spectrometer with angular coverage corresponding approximately to angles between
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Figure 3.2: Production cross-section of bb pairs as a function of their polar angle with respect to the
beam axis, for pp collisions simulated with PyTHIA [143] at a centre-of-mass energy of 14 TeV. The LHCb
acceptance is displayed in red. The plot is taken from Ref. [144].

10 mrad and 300 (250) mrad in the horizontal (vertical) plane with respect to the beam axis [145].
This choice enables the detector to collect about 27% of the b quarks and 24% of the bb pairs
produced in the pp collisions, to be compared to the corresponding geometrical efficiency of
general-purpose detectors like CMS and ATLAS, which are around 49% and 41% for b quarks
and bb pairs, respectively. However, the number of collected decays at equal instrumented solid
angle is much larger, with significant cost benefits. The small solid angle covered also allows for
a sequential arrangement of the detectors along the beam direction. This opens the possibility of
installing RICH detectors that allow precise particle identification, and implies an easier design
of the supporting structures and readout systems of the detectors, as well as the much easier
access to the detectors after construction. In fact, most of the detector subsystem are assembled
in two halves, which are mounted on rails and can be moved out separately for assembly and
maintenance, as well to provide access to the beam-pipe, whenever necessary. Finally, the angular
acceptance, which corresponds to the pseudorapidity range 1.8 < 1 < 4.9, is complementary to
that of the general purpose detectors like CMS and ATLAS, around |n| < 2.4.! This feature can
be exploited to perform complementary studies of the parton distribution functions and of the
electroweak sector of the SM.

The layout of the LHCb spectrometer is shown in Fig. Its coordinate system is a
right-handed system centred in the nominal pp interaction point, with the x axis pointing
towards the centre of the LHC ring, the y axis pointing upwards and the z axis pointing along
the beam. Its main components are, from left to right:

e the vertex locator (VELO), a silicon-strip vertex detector surrounding the pp interaction
region, aimed at measuring the position of the vertices of the pp interactions and the decay
vertices of heavy flavoured hadrons;

e a ring-imaging Cherenkov detector (RICH1) providing particle identification information
(PID) for charged particles with momentum in the range 1-60 GeV/c;

!The pseudorapidity is defined as = — log[tan(0/2)], where 6 is the polar angle with respect to the beam axis.
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Figure 3.3: Side view of the LHCDb spectrometer.

e the Tracker Turicensis (TT), a large-area silicon-strip tracking detector placed immediately
upstream of the magnet;

e a nonsuperconducting magnet producing a vertical field with bending power 4 T m, needed
to measure the momentum of charged particles;

e three tracking stations (T1, T2, T3) placed downstream of the magnet, to measure the
momentum of charged particles. They are made up of silicon strips in the region closest to
the beam pipe and of straw drift tubes in the outer one;

e a second ring-imaging Cherenkov detector (RICH2) providing PID information for charged
particles with momenta from 15 GeV/c up to and beyond 100 GeV/¢;

e the scintillating pad detector and the preshower detectors (SPD/PS), separated by a thin
plate of lead, used to distinguish electrons from photons and from hadrons, respectively;

e an electromagnetic calorimeter (ECAL) to identify electrons and photons and to measure
the energy of the latter ones;

e an hadronic calorimeter (HCAL) used at trigger level to obtain a rough estimate of the
energy of hadrons;
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e five muon stations (M1-M5), composed by alternating layers of iron and multiwire propor-
tional chambers, used to identify muons particles.

The material budget between the pp interaction point and the end of the tracking system, just
before the RICH2 detector, is 60% of a radiation length and 20% of an absorption length on
average. All of the detectors are described in greater detail in the next sections.

3.2.1 Tracking system
Vertex locator

The vertex locator (VELO) is a silicon-strip vertex detector surrounding the pp interaction
region. Its main purpose it to measure precisely the trajectories of charged particles, generally
named “tracks”, to measure precisely the position of both the primary vertices (PVs) of the pp
collisions and the displaced secondary vertices, which are a distinctive feature of the decay of
b- and c-hadrons, since their mean flight distance before decaying is order of 1cm. Its role is
crucial to discriminate the signal decays from the large background of particles produced in the
pp collisions, as well as to measure precisely the decay time of the heavy flavoured hadrons.

It consists in 46 punched semicircular silicon modules arranged perpendicularly to the beam
direction, on its left and right sides, as shown in Fig. [3.4 The arrangement ensures that
every track produced in the nominal pp collision point and that is within the nominal LHCb
acceptance intersects at least four sensors. Each module except the first four is composed of two
overlapping radiation-resistant sensors, each one with a thickness of 300 um, whose sensitive
area starts at 8.2 mm radial distance from the beam and ends at 41.9 mm from it. Each pair of
sensors consists of a R sensor, specialised to measure the radial distance from the beam with
semicircular-shaped strips, and a ¢ sensor, specialised to measure the azimuthal angle with strips
oriented approximately in the radial direction, as shown in Fig. [3.5l The first four modules
contain only a R sensor, and are used to estimate the number of pp collisions in a given bunch
crossing, to reject overcrowded events that correspond on average to lower reconstruction quality
and require more time to be analysed. The R sensors are subdivided into four 45° regions to
reduce the detector occupancy. Their pitch increases linearly with the radial distance, passing
from 38 um in the innermost region up to 102 um at the outer radius, thus ensuring that the
measurements along the track contribute to the precision on its impact parameter from the PV
with roughly equal weight. The ¢ sensors are subdivided in two regions, inner and outer, whose
border is located at 17.25 mm from the centre. In the inner region, the strip pitch increases
linearly from 38 to 78 um, whereas in the outer region the pitch increases from 39 to 97 um. At
the innermost radius, the inner strips have an angle of approximately 20° to the radial direction,
whereas the outer strips have an angle of approximately 10°. The modules are installed so that
adjacent ¢ sensors have opposite skew with respect to each other. This allows to remove possible
ambiguities in the reconstruction of the tracks and to decrease the number of ghosts, defined as
reconstructed tracks that do not correspond to the passage of any particles.

The minimum distance of the sensitive area of the VELO modules from the beam, 8.2 mm,
is smaller than the safety distance from the beams required by the LHC during the beams
injection. Therefore, the VELO sensors are mounted on a remote-controllable positioning system
that allows to retract them by 3 cm along the = direction whenever the beams are not stable,
in order to avoid damaging the sensors. This corresponds to the VELO open configuration,
as opposed to the VELO closed configuration, and is shown in Fig. [3.4, Each half of the
VELO detector is mounted inside a 300 um thick AlMg3 box, with the double function of

45



Chapter 3. Experimental setup

R sensors 1m |
¢ sensors ‘
; — ~®
cross section at y=0 o
60 mrad )
T 7:f1§mrad

VETO | ™ interaction region
stations | Viewof c=53cm

| most upstream

| VELO station

8.4 cm

6cm

VELO fully closed VELO fully open
(stable beam)

Figure 3.4: Top view of the VELO silicon sensors, with the detector in the open position. The front face
of a pair of modules is shown in both the closed and open positions. Figure taken from Ref. [146].
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Figure 3.5: Geometrical scheme of the R and ¢ VELO sensors. For clarity, only a portion of the strips
are illustrated. In the ¢-sensor, the strips on two adjacent modules are indicated, to highlight the stereo
angle. Figure taken from Ref. [146].

separating the LHC beam-pipe vacuum from that of the VELO detector, and to shield the VELO
from electromagnetic effects induced by the high frequency beam structure, hence the name of
radiofrequency (RF) box. The choice of its material, an Aluminium alloy with 3% Magnesium,
was driven by the relatively small radiation length of the Aluminium, and is aimed at minimising
the multiple scattering of the tracks before reaching the VELO, since this degrades significantly
the resolution of the impact parameter. The two boxes present a highly corrugated shape to
allow the two detector halves to overlap in the VELO closed configuration, as shown in Fig. [3.6]
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left detector half

nner corrugations

Figure 3.6: (Left) Exploded view of the module support and the modules (on the left), and of the RF
box (on the right). The corrugated foil on the front face of the box, which forms a beam passage, can
be seen. Its form allows the two halves to overlap when in the closed position. (Right) Inner view of
the RF-boxes, with the detector halves in the fully closed position. The edges of the boxes are cut away
to show the overlap between the sensors of the two halves. R- and ¢-sensors are coloured in yellow and
purple, respectively. Figures taken from Ref. .

Tracker turicensis

The tracker turicensis (TT) is a silicon microstrip detector placed approximately 2.4 m after the
beam interaction region and immediately upstream of the dipole magnet. It allows to improve
the precision of the measured momentum of charged particles, and to reduce the number of
reconstructed ghost tracks with respect to using only the track segments in the VELO and in
the T—stations. In addition, it permits reconstructing the trajectory upstream of the magnet
of long-lived particles that are likely to decay outside of the VELO detector, such as the Kg
meson and the A baryon, thus increasing their collection efficiency. Finally, it allows a rough
measurement of the particles momenta without reconstructing the tracks segments downstream
of the magnet, thanks to the tails of dipole magnetic field, which extend up to the region where
it is installed. This feature is used to predict the rough expected trajectories of the tracks in the
T—stations, thus reducing the number of upstream- and downstream-tracks combinations that
have to be fitted during the collision-event reconstruction.

It covers a rectangular area about 150 cm wide and 130 cm high, corresponding to the full
LHCb angular acceptance, and consists of four planar layers organised in two pairs, the TTa
and TTb stations. These are separated by about 30 cm along the LHC beam axis, as displayed
in Fig. The first and last layers are organised in vertical strips measuring the x coordinate,
whereas the second and third layer strips are rotated by +5° with respect to the vertical. This
small skew allows, similarly to that of the VELO ¢ sensors, to remove some ambiguities in the
reconstruction of the tracks. All of the layers are modularly composed of 500 um thick, 9.64 cm
wide and 9.44 c¢m long silicon sensors, each carrying 512 readout strips with a strip pitch of
183 wm.

Magnet

A warm dipole magnet is placed between the TT and the T—stations, allowing for a measurement
of the momentum of charged particles. The magnet is formed by two saddle-shaped coils that
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Figure 3.7: Scheme of the TT detector. Different readout sectors are indicated by different shadings.
Figure taken from Ref. [147].
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Figure 3.8: (Left) Perspective view of the LHCDb dipole magnet (lengths are expressed in millimetres);
the interaction point lies behind of the magnet. (Right) Vertical magnetic field measured on the z axis,
as a function of the z coordinate. The z location of the tracking detectors is shown, as well as the names
given to reconstructed tracks, depending on the detectors where they have left a detectable signal. Only
long tracks, i.e. tracks with segments reconstructed in all of the three tracking detectors, are employed in
the present measurement. Figures taken from Ref. .

are slightly inclined in order to match the detector angular acceptance, as shown in Fig. [3.§]
(left). The produced magnetic field is approximatively vertical, has a total bending power of
about 4 Tm and reaches a maximum intensity of about 1.1 T. The profile of the magnetic-field
intensity is displayed in Fig. (right). Most of the detectors lie outside the magnetic field,
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Figure 3.9: (Left) Front view of a layer of the inner tracker. (Right) Front view of one of the T—stations
(lengths are expressed in centimetres). The inner tracker is drawn in orange and the outer tracker in blue.
Figures taken from Ref. [147].

even if some residual field is present in the TT and, more importantly, in the T—stations. A
precise magnetic-field map is determined with Hall probes before the data taking, to ensure
excellent momentum resolution.

The magnetic field deflects the charged particles preferentially to the right or left side of
the detector, depending on the sign of their charge. This effect is particularly important for
low-momentum particles. For example, a pion mesons with a momentum equal to 5GeV/c
changes its direction, passing through the magnetic field, by about 250 mrad. Therefore, it is
not unlikely that it is deflected out of the LHCb angular acceptance, which is of similar size
(£300 mrad). This provokes large detection asymmetries for particles with opposite charge,
which can bias the measurement of CP asymmetries. These asymmetries are partially mitigated
by reversing the polarity of the magnet about every two weeks. The configuration with the
magnetic field pointing upwards (downwards) is hereafter labelled MagUp (MagDown).

T—stations

The three tracking stations T1, T2 and T3, collectively named T—stations, are placed immediately
downstream of the dipole magnet, and cover an area of approximatively (6 x 5) m?. Each station
is made up of four detection planes, with strip-like detectors oriented along the y direction for
the first and fourth layers, and tilted by +5°, like in the T'T, for the inner two. In order to limit
the costs, only a cross-shaped area close to the beam pipe, the “Inner Tracker”, is covered with
silicon micro-strip detectors, as shown in Fig. On the contrary, the “Outer Tracker” (OT)
covering larger polar angles consists of straw-tube detectors. The border between the inner and
the outer trackers is determined by the requirement that the detector occupancy be lower than
10%. The single-hit detection efficiency in each layer is larger than 99%.

The Inner Tracker and employs the same technology and pitch as the TT, but with different
width and length (the dimensions of each sensor are 7.6cm x 11cm). On the contrary, the
straw tubes of the OT are a gaseous ionisation detector operating in the proportional-counter
regime. Each of the four planes that form a T-station is made up of two rows of staggered drift
tubes, as displayed in Fig. 3.10] in order to avoid dead regions between adjacent straws. The
straw tubes are 2.4 m long, have 4.9 mm inner diameter and are filled with a gas mixture of
Ar/CO2/02 (70%/28.5%/1.5%), which guarantees a drift time below 50 ns. The anode wire
has a diameter of 25 um, is made of golden-plated tungsten and is operated at 1550V with
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Figure 3.10: (a) Section of an OT detection plane. (b) Arrangement of OT straw-tubes modules in planes
and stations. The second station is partially opened. Figures taken from Ref. \\

respect to the tube of Kapton-XC coated with Aluminium. The straws wall is only 80 wm thick,
ensuring that the total thickness of each T—station is just 3.2% of a radiation length. This is
particularly important since, as the measurement of the drift time allows a spatial resolution of
about 200 wum in each detection plane, the measurement of the momenta of charged particles is
completely dominated by multiple scattering.

3.2.2 Particle identification and calorimetric systems
Cherenkov detectors

Two ring-imaging Cherenkov detectors (RICH) are used to discriminate among charged particles,
and in particular among pion mesons, kaon mesons and protons . The Cherenkov angle
of a charged particle passing through a dielectric medium of refractive index n with a velocity
greater than the phase velocity of light in the medium, is related to the mass and momentum of
the particle as

2

cosfc = 1 1+ (mc) . (3.2)

n p

To ensure good PID capabilities in a large momentum spectrum, 1-100 GeV/c¢, two distinct
radiators are used. The RICHI1 detector, placed right after the VELO and before the TT,
uses fluorobutane (C4F109, n = 1.0014) as gas radiator and covers the momentum range 1-
60 GeV/c and the full LHCb angular acceptance. On the contrary, the RICH2 detector is placed
downstream of the T—stations since it covers the momentum range from approximately 15 to
more than 100 GeV/¢, corresponding to particles that in most cases are not deflected out of the
LHCb acceptance by the magnetic field, and uses tetrafluoromethane (CF4, n = 1.0005) as gas
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Figure 3.11: Cherenkov angle as a function of particle momentum (left) for the RICH radiators and for
different particle masses and (right) for isolated tracks, defined as tracks whose Cherenkov ring does not
overlap with any other ring, in the C4F;( radiator. Figures taken from Refs. [145/150].

radiator. Its acceptance is limited with respect to that of RICH1 detector, and corresponds
to around [15,120] mrad in the horizontal plane and up to 100 mrad in the vertical plane. The
characteristic curves of the radiators are shown for the most common particles detected within
the LHCb acceptance in Fig.

For both detectors, the Cherenkov photons are read by a lattice of hybrid photon detectors
(HPDs) which are able to detect photons in the 200-600 nm spectrum.? The HPDs must be
placed outside of the detector acceptance both to reduce the material budget of the RICH
detectors, and owing to space constraints related to their shielding against the magnetic field.
Therefore, a complex system of spherical and flat mirrors is needed to redirect the Cherenkov
photons outside of the LHCb acceptance towards the HPDs, as shown in Fig.

Calorimetric system

The calorimetric system is essential both to distinguish electrons and photons from hadrons,

and for the implementation of the hardware trigger, as explained in Sect. It consists of
various detectors.

e The first calorimetric module consists of two polystyrene-based scintillating planes separated
by a lead converter whose thickness is equal to 2.5 radiation lengths (Xy). These are named
the Scintillator Pad Detector (SPD), used to distinguish photons from charged particles,
and the PreShower detector (PS), which contributes to distinguish electromagnetic showers
from hadrons. The thickness of each of the two detectors is equal to 2X( and to 0.1 nuclear
interaction lengths (Aint).

e The electromagnetic calorimeter (ECAL), based on shashlik technology, consists of 66 2 mm-
thick lead layers thickness alternated with 4 mm-thick scintillator tiles. Its total thickness

corresponds to 25 Xy and 1.2 Ajy, and allows to measure the energy of electromagnetic
showers with a resolution o(FE)/E = 1% @© 10%/+/E/ GeV [151];

2The HPD implements a technology similar to that of photomultipliers, but uses a silicon avalanche diode instead
of multiple dynodes as electron multiplier.

o1



Chapter 3. Experimental setup

Photon
Detectors W
250 M2

| - SN B
Aerogel 1] T Spherical o
J B - Mirror A20.mr

Magnetic
Shield

0 Beam piRe
I

Central tube
. —entre

VELO ‘| ‘ > Track §§ Spherical mirror
il

\Carbon Fiber
Exit Window
Flat mirror

N—my Quartz plane
& Magnetic shielding

Plane

A
0 100 200 z (cm) ®

Figure 3.12: Side-view schematic layout of the (left) RICH1 and (right) RICH2 detectors. Figures taken
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Q
%QQ 5,37 ¢ ECAL HCAL
e —p
h—

Y —>

Figure 3.13: Energy deposited in the different detectors of the calorimetric system by electrons, hadrons
and photons. Figure taken from Ref. [152].

e The hadronic calorimeter (HCAL), consisting of alternating layers of iron and scintillator
tiles, whose thickness (5.6 Aint) is limited by the space available in the LHCb cavern. As a
consequence, the HCAL is only used to estimate the hadron energy in the hardware trigger,
but is not used in most offline analyses, because it is not able to contain the full hadronic
showers. Therefore, its resolution is limited to o(E)/E = 9% & 69%/+/E/ GeV .

All these detectors are read through photomultipliers placed above and below the LHCb accep-
tance, to which the scintillating light is transmitted through wave-shifting fibres. The energy
deposits in the various detectors from different types of particles are shown in Fig. [3.13

Three different segmentations are used for the scintillator tiles in the SPD, PS and ECAL
detectors, corresponding to about 4 X 4cm, 6 X 6cm or 12 X 12 cm, increasing passing from the
innermost region closest to the beam pipe, which is characterised by the highest occupancy,
to the outer one, as shown in Fig. The tiles of the HCAL, instead, are divided only in
two types: 13 x 13cm or 26 x 26 cm. The geometry of the tiles of the first three detectors is
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Figure 3.14: Segmentation of one quadrant (left) of the SPD, PS and ECAL and (right) of the HCAL.
The black sector, corresponding to the beam pipe, is outside of the LHCb acceptance. Figure taken from

Ref. .

projective with respect to the interaction point, that is corresponding tiles in different layers of
the detectors cover the same solid angle with respect to the interaction point. This allows a
fast estimate of the transverse energy of electromagnetic particles by the hardware trigger. An
analogous design holds also for the HCAL.

Muon detectors

Five rectangular muon stations are designed to distinguish muon particles from hadrons, and to
provide a quick measurement of the muon transverse momentum in the hardware trigger, with
20% resolution [153]. The angular acceptance of the detectors is 20, 306] mrad ([16, 258] mrad)
in the horizontal (vertical) planes. The stations M2-5 are placed downstream of the HCAL
and are interleaved with 80 cm-thick iron absorbers, to stop hadrons that manage to cross the
HCAL. The total length of the absorbers, including the calorimeters, is approximately 20 Aint.
Therefore, only muons with momentum greater than 6 GeV/c cross all of the stations. The
station M1, instead, is placed in front of the calorimeters, where effects of multiple scattering
are less important, and is used to improve the measurement of the transverse momentum in the
hardware trigger.

The layout of the stations is displayed in Fig.[3.15] Each station is divided into four concentric
regions, named R1-R4 starting from the beam pipe, arranged with a projective geometry for
different stations. The dimension of the regions and their segmentations scale in the ratio 1:2:4:8.,
so as that the particles flux and channel occupancy are expected to be roughly the same over
the four regions of a given station. The spacial resolution in the horizontal plane is higher in the
first three chambers, to improve the resolution on the estimate of the momentum. Nearly all
of the detectors are multiwire proportional chambers filled with a (40:55:5) Ar/COy/CF4 gas
mixture. The only exception is the R1 region of the M1 station, which has to cope with the
higher particle rate before the HCAL and the iron absorbers, which is particularly high close to
the beam pipe. This employs triple-GEM detectors with (45:15:40) Ar/CO2/CF4 gas mixture,
which are considerably more radiation-resistant than multiwire proportional chambers. For both
types of detectors, the detection efficiency is over 95%.

3.3 LHCD trigger

The LHCD trigger is designed to select the events containing decays of hadrons with b or ¢ quarks,
and to reject the more abundant background of events containing only light-quark particles. In
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Figure 3.15: Side view of the muon system. Figure taken from Ref. [145].

order to achieve its purpose, it takes advantage of the long flight distance of b- and c-hadrons
before they decay, order of one centimetre, and of their relatively high momentum in the plane
transverse to the beam. The presence of muons, which are often produced in weak decays, or of
electromagnetic showers, which can be a sign either to electrons from weak decays or of radiative
decays, is employed for this aim as well.

The trigger scheme employed starting from 2015, which is sketched in Fig. [3.16] is divided
in three stages. The first stage, known as Level-0 trigger (L0), is implemented in hardware
with custom electronics. It is executed synchronously with the bunch crossing rate of the LHC
(40 MHz) and reduces the event rate to 1 MHz. The events passing this selection are processed
by the software-based trigger, which is run on a dedicated computer farm and is divided in
two stages. The High Level Trigger 1 (HLT1) filters the events based on inclusive selections,
and reduces their rate to around 140 kHz. Its output is processed by the High Level Trigger
2 (HLT2), which performs a more precise event reconstruction and selects the events based
either on inclusive or exclusive requirements. The output rate of the events that are saved to
permanent storage is 12.5 kHz. The three stages are described in greater detail in the next
sections.

3.3.1 Hardware trigger

The purpose of the L0 trigger is to reduce the input collision rate of about 30 MHz to 1 MHz,
which is the maximum rate at which the detector signals can be read out by design. This
selection is performed synchronously with the LHC bunch-crossing rate, and has to be completed
within a fixed latency of 4 us. Therefore, it is fully implemented on FPGAs and processes only
basic information from the calorimeters and muon chambers to provide a rough estimate of the
greatest transverse momentum of muons, electrons, photons and hadrons of the event.

Calorimeter trigger The calorimetric system is designed projectively, so that corresponding
cells in different layers of a calorimeter (and of different calorimetric detectors) cover the same
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Figure 3.16: Trigger scheme of the LHCb experiment during 2015-2018.
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solid angle with respect to the nominal collision point. This feature allows for a quick estimate
of the transverse energy of the hadrons, photons and electrons as follows. The whole calorimeter
is divided into clusters of 2 x 2 cells, which on average contain most of the energy released by a
single particle, but are generally small enough to avoid to receive energy deposits from different
particles. The transverse energy associated to a cluster is estimated as

4

ET = ZEZ sin 9,‘, (33)
=0

where F; is the energy deposited in the i cell and 6; is the angle between the beam axis and the
straight line connecting the nominal collision point to the centre of the cell. Then, the energies
are summed projectively along the different layers of the detector, yielding the total estimated
transverse energy. The energy of electrons and photons is estimated using the information
coming from the ECAL only. Furthermore, a cluster can fire the trigger only if there are at most
2 (4 in the inner region) PS hits in front of it. Electrons and photons are distinguished based on
the presence of hits in the SPD cells aligned with the PS ones that fired the trigger. On the
contrary, the hadron trigger selects the cluster candidate of highest energy in the HCAL. If the
cluster of highest Fr in the ECAL is matched projectively to it, its energy is summed to that of
the HCAL cluster. For all electrons, photons and hadrons, only the information about the most
energetic particle of each type is considered. If it exceeds a fixed value, which is typically 3.7,
2.4 and 2.8 GeV for hadrons, electrons and photons, respectively, the event is retained.

Muon trigger The trigger reconstruction starts from the hits detected in the M3 chamber,
and extrapolates the direction of the corresponding tracks starting from the collision point.
For each muon station M1-5, an area denominated field of interest is considered around the
extrapolated hit, taking into account trajectory variations due to the magnetic field or multiple
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scattering, under the hypothesis that its momentum in the x direction be larger than 0.6 GeV/c.
If at least one hit is found in the field of interest of each station, the signals in the stations
M1 and M2 are employed to estimate the transverse momentum of the muon with look-up
tables, achieving 20% precision. The event is retained only if at least one of the two following
conditions is met. The first is that the largest transverse momentum of a muon is greater than a
threshold, which is typically 1.5 GeV/c. The second is that the square root of the product of the

two greatest transverse momenta, \/pr(u1) pr(us2), is larger than a threshold, which is typically
1.3 GeV/e.

3.3.2 Software trigger

The complete set of detector signals of the events that fired the LO trigger is written to the disk
of a dedicated computer cluster, the Event Filter Farm (EFF). This consists of about 1,700
nodes with 27,000 physical cores and 10 PB of data storage, and is responsible for the execution
of the high-level trigger. This divided in two steps, each implemented as a C++ executable,
which are described in the next paragraphs.

HLT1 The first-stage software trigger performs a complete reconstruction of the tracks in the
VELO to find the primary vertices (PV) produced in the collision between the proton bunches.
The tracks having large impact parameter (IP) with respect to all of the PVs are extrapolated
to the TT detector and matched with its track segments. This allows a rough estimate of the
particles momentum. If this is larger than a preset threshold, which is typically 3 GeV/c, the
track is extrapolated through the magnetic field and the connected with the signal deposited in
the T-stations. Then, it is fitted using a Kalman filter [154], which takes into account multiple
scattering and corrects for energy losses due to the passage of the track through the detector
material. Then, different selection algorithms are run, possible combining pairs of selected tracks
or connecting them with the signals measured in the muon chambers. Each set of reconstruction
and selection algorithms is named a trigger line. The event is selected to be processed by the
HLT?2 only if at least one of the trigger lines was fired. These require the presence of at least
one track with good-quality reconstruction, large pt and large IP with respect to all PVs or,
alternatively, a muon-identity assignment.

HLT2 The second-stage software trigger performs a full reconstruction of the event, using
the tracking and the PID information coming from all the detectors. Events of interest are
categorised in few-hundreds trigger lines, each implementing selections based on the kinematics
and PID information of the candidate particles and on the topology of the decays. Both inclusive
and exclusive trigger lines, corresponding to particle decays that are only partially or completely
reconstructed, are implemented.

The upgrade of the computing power and memory space of the EFF during 2013-2014
allowed the introduction of a new data-taking paradigm for a collider-based experiment, which
permitted to increase significantly the number of events saved for offline analysis. In fact, the
total buffer space of the EFF, around 10 PB, is sufficient to store the information of all the
events selected by the LO trigger during about ten days of continuous data-taking. Taking into
account the LHC duty cycle, this leaves approximately 50 ms and 800 ms to execute the HLT1
and HLT?2 triggers on each event, at a HLT1 output rate of 140 kHz. For comparison, during
2011-2012 the computing time available to the HLT2 was approximately 30 ms, even at the
reduced HLT1 output rate of 100 kHz. As a consequence, the trigger reconstruction at HLT2
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Figure 3.17: Performance of the tracking system of the LHCb detector. (Left) Relative momentum
resolution as a function of momentum, for long tracks from the decay of J/i) particles. (Centre) Primary
vertex resolution in the x and y directions, for events with one reconstructed PV, as a function of
tracks multiplicity, whose distribution is reported in grey in arbitrary units. (Right) Resolution of the
projection of the impact parameter with respect to the primary vertex, as a function of 1/pr. Figures
taken from Ref. [146].

level can be performed since 2015 with the same accuracy that was previously achievable only
offline. Furthermore, the possibility of deferring the processing of the data for a significant
amount of time before executing the HLT?2 trigger allows to perform an alignment and calibration
of the detector in between the execution of HLT1 and HLT?2 triggers [155]. The consequent
excellent performance of the online reconstruction offers the opportunity to perform physics
analyses directly using candidates reconstructed at the trigger level for exclusive selections like
those employed in the present thesis. The storage of only the triggered candidates, discarding the
information of the rest of the event, enables a reduction in the event size by nearly one order of
magnitude. The set of trigger lines employing this feature, the so-called Turbo stream [156,157],
accounts for about 5 kHz of the HLT2 output rate, and allows to increase significantly the rate
of events saved to disk, achieving a total of 12.5 kHz. This paradigm was employed for nearly
all of the charm exclusive lines, whose rate is limited by the available disk space and not by the
signal production rate, and will become the standard for the whole experiment starting from
2022.

3.4 LHCDb detector performance

A detailed description of the performance of the LHCb detector can be found in Ref. [146].
The following paragraphs review only the aspects that are most relevant to the measurement
described in the present thesis.

Tracking

The relative uncertainty on the momentum of the charged particles passing through all of the
three tracking detectors, which are named long tracks, varies from 0.5% for momenta below
20 GeV/e to 1.0% at 100 GeV/c. This corresponds to a relative mass resolution of about 5 per
mil up for hadrons containing ¢ and b quarks. The resolution on the PV position depends
strongly on the number of tracks used to reconstruct the vertex. For the average number of
25 tracks, it equals 13 um for both the x and y coordinates and 71 wum for the z coordinate.
Finally, the impact parameter of a track with respect to a PV is measured with a resolution
of (15 4 29/pt) um, where pr is measured in GeV/c. The resolutions plots are displayed in

Fig.
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Figure 3.18: Kaon identification efficiency and pion misidentification rate as a function of track momentum
for two different requirements on DLLg,. The left and right figures correspond to data and to the
expectations from simulation, respectively. Figures taken from Ref. [146].

Particle identification

The particle identification of each track is performed by combining the information gathered by
all PID detectors. Two main methods are used for this aim.

The first consists in calculating for each PID detector the likelihood of measuring the
observed signal, assuming a pion identity for the track and employing as inputs its direction
and measured momentum. The likelihood of different detectors is then multiplied, and is
compared with its analogue under a difference identity hypothesis X, where X can equal K,
p, 1 or e. The logarithm of the likelihood ratio is used as a discriminant variable, and is
named DLLx, = log £(X) — log L(7). For some detectors, like the RICH1 and RICH2, where
the reconstruction of overlapping Cherenkov angles is particularly challenging, the interplay
among different particles cannot be neglected. Therefore, a global likelihood, calculated based
on all tracks and all detected signals, is maximised as a function of the tracks identities and
used in the DLLx, variable. When the particle identity is changed to X (or to 7), the global
likelihood is minimised again as a function of the mass assignment of the other particles. The
minimisation algorithm is described in detail in Ref. [150]. The performance of the DLLg,
variable in distinguishing kaon from pion mesons is displayed in Fig. for the two requirements
that are most widely used in the trigger.

The second method relies neural networks trained on simulated events, implemented using
the TMVA toolkit [158]. One neural network is trained for each particle identity X, including
X =, providing as output a real number between zero and unity, which is named ProbNNx. All
of the variables used in the calculation of the DLL x, variable are used in the network training,
plus additional variables related to the occupancy and geometrical acceptance of each detector,
as well as the quality of the track fitting and the number of energy deposits shared with other
tracks. This approach, which is used mostly in offline analyses but not in the trigger, allows to
take better into account correlations between different variables, and employs more information
than the DLL x, method. Therefore, its performance is significantly better, especially for muons
and electrons, which are not well distinguished by the RICH detectors. On the contrary, the
performance improvement for the discrimination between pion and kaon mesons is limited.
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Chapter 4

Candidates selection

This chapter describes the trigger and offline requirements used to select the signal candidates.
The simulation employed to study secondary decays and the kinematic weighting used to reduce
discrepancies between data and simulation are detailed as well.

The measurement is performed using pp collision data collected at a centre-of-mass energy
of 13 TeV during 2015, 2016, 2017 and 2018, corresponding to integrated luminosities of 0.3,
1.6, 1.7 and 2.1fb~ !, respectively. The D** — DOr  decay, where the DY meson subsequently
decays into one of the following h™h~ combinations, K7+, K™K, or #t7~, is reconstructed
at the trigger level. The details of the selection are provided in the next sections.

4.1 'Trigger selection

4.1.1 Hardware trigger

The thresholds of the requirements of the main hardware-trigger lines during 2015-2018 are
summarised in Table The natural choice to select D° — hTh~ decays would be to use
the LOHadron line, which relies on the transverse energy measured in the hadronic calorimeter.
However, its energy threshold, Bt 2 3.7 GeV, is much larger than the software-trigger requirement
on the D° transverse momentum, pp(DY) > 2 GeV/e. Moreover, owing to the approximated
procedure employed to evaluate the transverse energy in the hardware trigger (see Sect.
for details), a sizeable fraction of D? mesons with transverse energy greater than the hardware-
trigger threshold are not selected by the LOHadron line, as displayed in Fig. All in all,
approximately 60% of the D° — hth~ decays reconstructed by the software trigger did not fire
the LOHadron line. These candidates correspond mostly to events where the hardware trigger
was fired by other particles. In fact, charmed hadrons are produced in pairs in pp collisions,
so that there is a high probability that the other charmed hadron fires the hardware trigger,
also thanks to nonhadronic lines with lower thresholds. Finally, few per cents of the candidates
correspond to events where one of the two mesons from the D% meson decay has decayed in
flight into a muon or the DY meson has fired the electron trigger.

Therefore, no requirements on the type of hardware-trigger decision are applied in order not to
lose a significant fraction of the decays yield. Even if this choice introduces different momentum
thresholds and event topologies in the data sample, it does not bias the final measurement,
as confirmed by the cross-checks in Sect. For the purpose of comparison, it was checked
that the requirement that the D° meson fired the hadron trigger or that the hardware trigger
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Table 4.1: Summary of the thresholds of the requirements of the main LO-trigger lines, which are described
in Sect. Each configuration of the thresholds is identified by a Trigger Configuration Key (TCK),
where the first two figures are equal to “00” during 2015 and to the last two figures of the year during
2016-2018. Each TCK is represented as a column, where the selected fraction of signal candidates with
respect to the whole sample is reported in the last row. An additional requirement on the maximum
number of hits in the SPD detector is employed to avoid events with large number of tracks, which
correspond to a large ghost rate. This requirement is ngpp < 900 for the LODiMuon line and ngpp < 450
for the others. Finally, the requirement on SumEtPrev, defined as the sum of the transverse energy of all
of the clusters in the HCAL in the previous bunch crossing, is applied to all lines other than LODiMuon,
to reduce the probability that signals produced in the previous collision which last longer than 25 ns
influence the trigger decision.

TCK ‘ 0x00a2 0x00a3 0x00a8 0x1603 0x1604 0x1605 0x1609 0x160e
LOHadron Et [MeV ] 3600 3096 4008 3216 3552 3696 3696 3696
LOPhoton Ep [MeV | 2688 2280 2688 2304 2784 2976 2832 2976
LOElectron Er [MeV ] 2688 2280 2688 2112 2256 2592 2352 2592
LOMuon pr [MeV/c | 2800 2400 2800 1100 1300 1500 1300 1500

LODiMuon /pr1pTy [MeV/e] | 1300 1300 1300 1000 1200 1300 1300 1300
SumEtPrev Er [GeV | - - - - — _ - _

Fraction of events [%] |25 1.3 1.1 0.8 0.5 14 12.2 0.9
TCK ‘ 0x160f 0x1611 0x1612 0x1702 0x1703 0x1704 0x1705 0x1706
LOHadron Et [MeV ] 3744 3888 3888 2976 3216 3552 3696 3888
LOPhoton Ep [MeV | 2784 2976 2976 2112 2304 2784 2976 3072
LOElectron Er [MeV ] 2400 2616 2616 1872 2112 2256 2592 2688
LOMuon pr [MeV/c | 1800 1500 1600 700 1100 1300 1500 1900
LODiMuon ,/pT1pT9 [MeV/c ] 1500 1400 1500 900 1000 1200 1300 1800
SumEtPrev Et [GeV | - - - 24 24 24 24 24
Fraction of events [%] | 10.0 0.7 15 0.1 0.6 0.5 2.1 0.4
TCK ‘ 0x1707 0x1708 O0x1709 Ox17a7 0x1801 O0Ox18al 0x18a2 0x18a4
LOHadron Et [MeV ] 3720 3216 3456 3720 3792 3792 3792 3792
LOPhoton Ep [MeV | 2712 2304 2472 2712 2952 2952 2952 2952
LOElectron Er [MeV ] 2304 2112 2112 2304 2376 2376 2376 2376
LOMuon pr [MeV/c | 1700 1100 1400 1700 1750 1750 1750 1750
LODiMuon ,/pT1pT2 [MeV/c ] 1800 1000 1300 1800 1800 1800 1800 1800
SumEtPrev Et [GeV | 24 24 24 24 24 24 24 24
Fraction of events [%] | 108 5.5 11.6 0.0 14.8 0.0 14.3 6.4

was fired by a particle other than the D*" meson, which is used in many other D**-tagged
measurements like that of Ref. [18], would select about 96% of the candidates.

4.1.2 First-stage software trigger

One or both of the tracks from the D°-meson decay are required to have been responsible for the
decision of the first-stage software trigger. This can be based either on the single- or two-tracks
lines, which are designed select a sample with enhanced heavy-flavour hadron content. These
lines employed four sets of thresholds during 20152018, each one labelled with a letter and
corresponding to:
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Figure 4.1: Distribution of the D° transverse momentum, for all selected signal candidates and for those
where the D° meson fired the LOHadron hardware-trigger line.

(a) the 9.4% of the sample (whole 2015 sample and 16.4% of the 2016 sample);
(

)
b) the 2.1% of the sample (7.6% of the 2016 sample);
(c) the 8.4% of the sample (29.8% of the 2016 sample);
)

(d) the 80.1% of the sample (46.2% of the 2016 sample and full 2017-2018 sample).

The single-track line requires the presence of at least one track with high pt and large X%P
with respect to all PVs, where the X%P is defined as the difference in the vertex-fit x2 of a given
PV reconstructed with and without the particle being considered. This is ensured by requiring
that the following condition is satisfied by the track,

{(pr > 25) A (x3p > T4)} v

{[1 < pr < 25] A |Inx% > In(7.4) + (pTil)Q + ag (1 - gg)] } (4.1)

where pr is expressed in GeV/c and «p is a constant equal to 1.1, 1.6 and 2.3 for the (a,d), (b)
and (c) samples. The boundary of the condition in Eq. is plotted in Fig. for all values
of the g parameter.

On the other hand, the two-track line requires the presence of two tracks of high pt forming
a good-quality vertex that is significantly displaced from their associated PV, defined as the PV
to which the IP of the two-track combination is the smallest. The selection in this case is based
on a bonsai boosted decision tree [159] that takes as inputs the x? of the two-track vertex fit, the
number of tracks with X%P > 16, the sum of the pr of the two tracks and their X%D with respect
to the associated PV, where the X%‘D is the flight-distance (FD) significance. This is defined as
the difference in the vertex-fit x? of the PV reconstructed including the two tracks, and the sum
of the PV vertex-fit x? (without including the two tracks) and of the two-track vertex-fit y2.
The additional background rejection allowed by the identification of the tracks vertex allows for
looser requirements on the transverse momentum and the X%P of the tracks with respect to the
single-track line. Also for the two-tracks line, the requirement employed for the sample (c) is
tighter with respect to the other samples. All the requirements of the first-stage trigger lines are
listed in Table (4.2l
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Figure 4.2: Requirement of the single-track line of the first-stage software trigger in the x% vs. pr plane,
for the three values of the parameter «y.

4.1.3 Second-stage software trigger

The second-stage software trigger combines all pairs of oppositely charged tracks with distance
of closest approach (DOCA) less than 0.1 mm to form D%-meson candidates. Both tracks are
required to be of high quality based on the x? per degree of freedom (y?/ndf) of their track fit
and on the output of a multivariate classifier trained to identify fake tracks, which combines
information from all of the tracking detectors. The two tracks are required to have p > 5 GeV/c
and to have a XIQP with respect to all PVs in the event greater than 4. Finally, the tracks are given
a pion or kaon mass assignment, depending if their DLL g is less or greater than 5, respectively.
The x2/ndf of the two-track vertex fit is required to be less than 10 and the D° candidate is
required to satisfy pr > 2 GeV/c and to have a reconstructed mass within £150 MeV/c? of its
known value. The angle between the D° momentum and the vector connecting the D°-meson
PV and decay vertex (DV), Opira, is required to be less than 17.3 mrad, where the D’-meson
PV is defined as the PV to which the D°-meson X12p is the smallest. The XI%D of the DY meson
with respect to its PV is required to be greater than 25. Finally, all remaining good-quality
tracks of the event, as described above, which satisfy p > 1GeV/c and pr > 200 MeV/c, are
assigned a pion mass hypothesis and are combined with the D° meson to form a D*T-meson
candidate. The x?/ndf of the D*t vertex fit is required to be less than 25, and the value of
Am =m(hTh™w},) — m(h*h™) is required to lie in the range [130,160] MeV/c?. This variable
is preferred over the invariant D**-meson mass, m(h*h™x,), since it is measured with better
resolution. In fact, the error on the reconstructed D%-meson mass, m(h*th™), cancels to large
extent in the difference m(h*h™7, ) — m(h*h™). All the requirements of the second-stage
software trigger are summarised in Table [£.2]

4.2 Offline selection

In the offline selection, the particle identification criteria for the 7+-meson candidates from the
D? decay are strengthened, requiring DLL g, (7%) < —5. This allows to reduce the background
of misidentified D° — K~7t decays in the sample of the 777~ decay channel, as detailed in
Appendix In addition, to suppress the D — K~et v, background, the K* mesons from
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Figure 4.3: Material thickness of the LHCb detector until the end of the RICH2 detector as a function of
pseudorapidity, for a particle produced in the nominal pp interaction point and unbent by the magnetic
field. The thickness is quantified in interaction-lengths units and is averaged over the azimuthal angle ¢.

The peak at n = 4.38, corresponding to a polar angle of 25 mrad, is due to the conical beam pipe inside
the RICH1 detector [161]. Figure taken from Ref. [160].

the DY — KtK~ decay are required not to be identified as electrons or positrons, based on the
output of the ProbNNe neural network. This requirement is applied to both particles to avoid
introducing different efficiencies for D? and D° decays. Its efficiency in rejecting the background
is detailed in Appendix In addition, the pseudorapidity of the A", h~ and " . tracks
is required to lie in the range [2,4.2] to exclude candidates that traversed detector material
corresponding to more than 0.3 interaction lengths between the pp interaction point and the end
of the tracking system, as these candidates are affected by large detection asymmetries [160], as
shown in Fig. The scarcely populated tails of the momentum distributions of all particles
are removed by upper requirements on its value, thus rejecting candidates characterised by a
poor performance of the particle identification, as shown in Fig. The DY flight distance in
the plane transverse to the beam,

Ry = \/(IKDV —zpy)” + (ypv — ypv)’, (4.2)

is required to be less than 4 mm to remove D*t candidates produced by hadronic interactions
with the detector material, and the z coordinate of the D decay vertex is required to lie within
200 mm from the nominal pp interaction point to reject D° candidates that are not produced in
the pp collision region. These include DY mesons produced in the interaction of other hadrons
with the RF foil that protects the VELO or with the VELO sensors, and which decayed soon
thereafter, as well as the D° candidates that originated in the two ovoid regions on the right
and on the left of the nominal collision point of the proton bunches in Fig. [£.4] Finally, the
h*h™ invariant mass, m(h*th™), is required to lie in the range [1847.8,1882.6], [1850.6, 1879.9]
and [1846.2,1884.2] MeV/c? for the D° — K—nF, D - K*K~ and D° — 7t7~ candidates,
respectively, corresponding to £2 times the mass resolution around the known D°-meson mass.
Since the Q-value of the D** — D°mf  decay, about 6 MeV/c?, is low with respect to the 7"-
meson mass, the momenta of the D° and of the ng mesons are nearly aligned in the laboratory
frame. As a consequence, the resolution on the position of the D*T-meson decay vertex along its
momentum direction, approximately 1.5 cm, is of the same order of the average flight distance
of the D” meson, approximately 1 cm. Moreover, the uncertainty on the angle between the pion
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Figure 4.4: Signed radial distance of the DV of the D° meson with respect to its PV, as defined in
Eq. , vs. its z coordinate. Vertical lines corresponding to VELO sensors and the wavy shape of the
shielding RF foil are visible in the region R,, > 5mm. Only the candidates within the red rectangle
(Ryy <4mm A |zpy| < 200mm) are selected for further analysis.

and D° mesons dominates the uncertainty on the invariant mass of the m(DOWj;g) meson. In
order to improve the resolution on the DY decay time and on the m(DOWj;g) invariant mass, a
kinematic fit is performed in which the D** meson is required to originate from the PV .
In particular, this improves the resolution on the m(Doﬂja'g) mass by around a factor of 2.
However, the measured decay time of D mesons coming from secondary D*t mesons, that is
that originate from B-meson decays, is biased towards higher values. The IP of secondary DY
mesons in general differs from zero, whereas that of primary candidates is equal to zero within
the experimental uncertainty. The background of secondary decays is suppressed by requiring
that the D°-meson IP be less than 60 um and that its decay time be less than 8 7po. Finally,
the D° decay time is required to be greater than 0.45 7o to exclude events with reconstruction
efficiency much less than unity, since their simulated reconstruction efficiency is very sensitive to
possible discrepancies between simulation and data.

Clone tracks are removed by relying on a discriminating variable based on the Kullback—
Liebler distance . A tiny fraction of tracks that share the same VELO-track segment and
are reconstructed both as a kaon and as a 7rt";g meson is found in the plane of the asymmetry of

their momenta vs. the angle between their directions, as shown in Fig. These tracks are
rejected by the following requirement,

p(mh,) — p(K¥)
002 ) T p(E)

which rejects about 0.0012% and 0.023% of the D° — K~7% and D° — KK~ candidates,
respectively. All offline requirements are summarised in Table

< —0.01976 + O[p(x ), pKF)], (4.3)

tag

4.3 Removal of the m (D1 ) background

tag

After these requirements, around 2.5%, 4.7% and 4.9% of the D° — K—n*, D’ - K*K~ and

D® — 7tn~ candidates, respectively, can be combined with more than one 7rt"a'g candidate to form

a D*T candidate. When this happens, one D** candidate is selected at random. The distribution
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Figure 4.5: Asymmetry and angle between the momenta of one of the D%-meson final-state hadrons and
the 7% meson for (top) D° — K—7t, (centre) D — KT K~ and (bottom) D° — 7nt7~ decays. The

tag
requirement of Eq. (4.3), which rejects the clones concentrated near the point (0,0), is displayed wherever
applied.

of the invariant mass of the D** candidates, m(D°m\,), is displayed for the three decay channels
in Fig. 4.6l This quantity is calculated using the known DY mass in the determination of
the D%-meson energy. This choice ensures that the relatively large resolution with which the
invariant mass of the D meson, m(h*h™), is known does not contribute to the uncertainty
on the D*T invariant mass, and that possible differences in the D*T resolution for different
D%-meson decay channels are greatly mitigated. The m(DOWt";g) signal window is defined as
[2009.2,2011.3] MeV/c? and retains about 96.9% of the D** mesons. The purity within this
window is 97.7%, 95.5% and 94.1% for the D° - K—7+, D° - K+ K~ and D°— 77~ samples,
respectively. The residual background is dominated by combinations of real D° decays or, to
lesser extent, by pairs of unrelated h™h~ tracks, with unrelated particles. The percentage
of D° — K—7t events with multiple candidates is therefore around half of the percentage of

the KT K~ or 7t~ decay channels since, whenever a D° — K7t decay is associated with
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Figure 4.6: Distribution of m(D%x})) for the (left) K~nt, (centre) KK~ and (right) ata~ decay
channels. The signal window and the lateral window employed to remove the combinatorial background
(grey filled area) are delimited by the vertical dashed lines.

a m,_,, meson, it is classified as a wrong-sign DY — K7t decay. The small difference in the
percentages of multiple candidates for the D® — KT K~ and D° — 77~ samples is due to
the slightly different kinematics of these decays, owing to the different masses of the kaon and
pion mesons and to the PID requirements. The residual background is subtracted by using
background candidates in the lateral mass window [2015,2018] MeV/c?, weighted with a suitable
negative coefficient. This coefficient is determined based on a binned maximum-likelihood
fit to the m(DOWj;g) distribution, which relies on an empirical model. The signal probability
density function (PDF) is described by the sum of two Gaussian functions and a Johnson Sy

distribution [164], which has a Gaussian-like core but allows for asymmetric tails,

stemea 1+ (S) ] e {2 [ ()} )

where the p and o parameters are correlated with the mean and standard deviation of the distribu-
tion, and the § and v parameters describe the asymmetric tails. The background PDF, instead, is
modelled by the function \/m(DOTrj;g) —mg x {1+ a[m(Doﬂt‘Zg) —mg] + 5[m(D07rt‘£g) — mg)?},
where myg is defined as the sum of the DY and 71 masses and the small parameters a and /3
quantify the deviations from a square-root function. The background subtraction is performed
without distinguishing between D** and D*~ candidates, but separately in each decay-time bin,
since the background PDF changes slightly as a function of decay time. The 21 bins of decay
time, which span the range [0.45, 8]7po, are chosen to be equally populated, except the last two
bins, which contain half the number of candidates. An example of the fits for the three decay
channels is reported in Fig. 4.7 The magnitude of the coefficient used to weight the background
candidates in the m (D7 .) lateral window is displayed in Fig. for the fit to the D** and
D*~ candidates as well as for the fit to their sum. The coefficients obtained from the first two
fits agree within the statistical uncertainty. The background subtraction is expected to be
effective only if the kinematics and the asymmetry of the background in the signal and lateral
windows are equal. Deviations from this assumption, as well as the impact of the uncertainty
of the value of the coefficients and of possible variations of their value between D*T and D*~
candidates, are assessed among systematic uncertainties in Sect.
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Figure 4.7: Distribution of m(DOWZ’;g), with fits superimposed, for the (top) K~ 7+, (centre) K™K~ and
(bottom) 77~ decay channels, both in linear and in logarithmic scales. Left, central and right plots
correspond to the first, tenth and last bin of decay time, respectively.
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4.4 Signal yield

The m(h*h™) distributions after the removal of the m(D%" .) background are plotted in Fig.
The number of D° candidates in the signal region for each year, magnet polarity and decay
channel in reported in Table [£.3] The total yield is equal to 519, 58 and 18 millions for the
K—7n7, Kt K~ and 777~ decay channels, respectively. The number of candidates per integrated
luminosity is larger by a factor of 3.4 than that of the measurement with the data collected
during 2011 and 2012 at centre-of-mass energies of 7 TeV and 8 TeV |114]. This is ascribable
to several factors. Firstly, the production cross section of charm quarks in pp collisions at
/s = 13TeV is larger by a factor of approximately 1.8 [1241|165]. Secondly, about one third of
the candidates is selected only by the two-track line of the first-stage software trigger, which
was introduced in 2015, and not by the single-track line. In particular, the acceptance at small
decay times is considerably increased by the two-track line, as shown in Fig. Finally, the
real-time reconstruction of the events since 2015 [156,/157] allowed to increase the trigger rate,
and to loosen some of the software-trigger requirements, such as the requirement on X%D(DO)
of the second-stage software trigger. All in all, the total number of candidates selected for the
present measurement is about 6.1 times that of the 2011-2012 measurement.

However, the precision on AY does not improve as the ratio of the square root of the number
of collected events in 2015-2018 and in 2011-2012. In fact, its precision strongly depends on
the time distribution of the events. In particular, it is very sensitive to the number of events at
smallest decay times (more numerous) and at largest decay times (much rarer). In fact, thanks
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Table 4.3: Number of signal candidates after the subtraction of the m(DOW:’;g) background, in millions. The
number of candidates selected in the measurement with 2011-2012 data [114] is reported for comparison.

Data sample [ £dt [fb™'] D°— K—nt DY— KtK- D 7ntr—

2015 MagUp 0.3 9.9 1.1 0.4
2015 MagDown ' 15.5 1.7 0.6
2016 MagUp 16 70.8 7.7 2.6
2016 MagDown ' 77.0 8.5 2.8
2017 MagUp 17 80.1 8.9 2.8
2017 MagDown ' 83.3 9.4 2.9
2018 MagUp 91 94.9 10.7 3.4
2018 MagDown ' 87.6 9.9 3.1
Total 2015-2018 5.7 519.1 57.9 18.4
Total 2011-2012 3.2 87.5 9.6 3.0
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Figure 4.10: Distribution of the D° decay time, separately for different HLT1 lines, in (left) linear
and (right) logarithmic scale. The vertical dashed line represents the lower requirement on decay time
(0.457po), while the upper requirement is at 8 7po.

to its larger lever arm, a large asymmetry at small or large decay times modifies the slope of the
fitted time-dependent asymmetry much more than an asymmetry of equal size at intermediate
decay times. Most of the additional events that were collected in 2015-2018 thanks to the
two-track line are concentrated at small decay times, which were already abundantly populated
by candidates selected by the single-track line. On the contrary, nearly all of the candidates at
large decay times — where the number of candidates is much lower — were already collected by
the single-track line, as displayed in Fig. [£.10] As a consequence, the increase in precision of
the measurement with 2015-2018 data with respect to that with 2011-2012 data is lower than
what would be naively expected with a simple scaling based on the square root of the number of
events.
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Table 4.4: Selection requirements of the secondary decays obtained by combining a D** meson with a
p~ particle.

Candidate Variable Requirement  Unit
track-based ghost probability (u™) <04 —
track x2/ndf(u™) <5 -
- pr(p”) > 2 GeV/ec
K p(p™) >3 GeV/e
2 —
Xip (1) >4 —
m(D*T ™) € [3,5] GeV/c?
D*"',u_ HDIRA(D*+M_) < 44.7 mrad
(D** ™) vertex x?/ndf <6 —
) XIO3 T <) 5000 o T T T T
< 100F N 1 % 9 1 D55 W% p0+plen—675Gevie)
s e % 1 = [ o[ 30k &% mar=sss ]
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Figure 4.11: Invariant-mass distribution of the combination of the D** meson with a muon with (left)
opposite and (centre) equal charge. The ratio of the two distributions is shown in the right plot, together
with the x? fits of a constant and a linear function in the range [5.5, 8] GeV/c?.

4.5 (D**p~) sample

A pure sample of secondary decays, obtained by combining a D** meson with a muon with
opposite charge (opposite-sign pair), is used to check the agreement of simulated secondary
decays with real data. The selection requirements employed in addition to those detailed in the
previous sections are listed in Table The residual combinatorial background of D*T mesons
combined with unrelated p~ particles, or other misidentified particles, is removed based on the
distribution of the invariant mass of the combinations of D* mesons with muons with the same
charge (same-sign pairs), m(D** ™), which is shown in Fig. The ratio of the m(D**u*)
distribution of opposite-sign pairs to that of same-sign pairs is fitted in the region [5.5, 8] GeV/c?
with a linear function. The function is then extrapolated to the signal region and the same-sign
pairs in the signal region are assigned a weight equal to the negative of its value to remove the
background.
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Table 4.5: List of the decays used to generate the simulated sample of inclusive B — D**X decays. The
values of the branching fractions are taken from Ref. [36].

Decay channel B [1073] EvTGEN model

BY— D* ety 50.5 +1.4 HQET?2 1.205 0.908 1.404 0.854

BY— D* uty, 50.5 +14 HQET?2 1.205 0.908 1.404 0.854

BY— D*~D:* 177 +1.4 SVV_HELAMP 0.4904 0. 0.7204 0. 0.4904 0.
BY— D* 2xtn 70 17.6 +2.7 PHSP

BY— D*rtu, 15.7 +1.0 ISGW2

B — D*~gtqg0 15  +5 PHSP

BY— D*~D*(2007)°K+ 10.6 +0.9  PHSP

BY— D*D*tKY 81 =+0.7 PHSP

B~ D*~ D} 80 =+£1.1 SVS

BY— D* 3nt 7.21 £0.29 PHSP

B D*DtK'+ D**D-K° 64 =405 PHSP

B — D* gt 2.74 £0.13 SVS

BY— D*=p* 6.8 +0.9 SVV_HELAMP 0.317 0.19 0.936 0. 0.152 1.47
BY— D*DOK+* 2.47 +£0.21 PHSP

BY— D*~wrt 2.46 +0.18 PHSP

BY— D* Kt K*0 1.29 +0.33 PHSP

BY— D*tD*~ 0.80 +£0.06 SVV_HELAMP 0.56 0. 0.96 0. 0.47 0.
BY— D*tD~ 0.61 £0.16 SVS

BY— D* Kt 0.30 +£0.08 PHSP

BY— D*K*t 0.33 £0.6 SVV_HELAMP 0.283 0. 0.932 0. 0.228 0.
BY— D* K+t 0.2124+0.015 SVS

BY— D*K*trn—nt 0.47 +£0.04 PHSP

4.6 Simulation

Simulation is used to estimate the size of the background components of secondary decays in
Chap.[6] In the simulation, pp collisions are generated using PyTHIA [143] with a specific LHCb
configuration [166]. Decays of unstable particles are described by EVTGEN [167], in which
final-state radiation is generated using PHOTOS [168]. The interaction of the generated particles
with the detector, and its response, are implemented using the GEANT4 toolkit [169] as described
in Ref. [170]. In order to speed-up the simulation, only the decay of the primary and secondary
signal decays is simulated, whereas all of the other particles produced in the pp collision are
discarded.

The decay channels, branching fractions and EVTGEN decay models used in the simulation
of BY and BT inclusive decays into D** mesons are listed in Tables and respectively.
The simulation of the D*T-meson decay always employs the VSS model, while the D°-meson
decay employs a phase-space model, and forces the decay into the K ~nT final state. Primary
decays are studied by using a simulation generated at /s = 8 TeV instead of 13 TeV to minimise
the usage of computing resources, since the former was already available at the time that this
measurement was started. The kinematic weighting employed to reduce the discrepancies between
simulation and data is described later on. After the application of the selection requirements
described in the previous sections, the number of simulated candidates selected is about 450k,
380k and 390k for primary decays and for B® and B secondary decays, respectively. Around
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Table 4.6: List of the decays used to generate the simulated sample of inclusive B+ — D**X decays. The
values of the branching ratios are taken from Ref. [36].

Decay channel B [107?] EvTGEN model
Bt — D*72xtx0 15 +7 PHSP

Bt — D**D"(2007)°K° 9.2 +1.2  PHSP

BT — D**DYK? 38 +04  PHSP

BT — D* 3ntn 2.6 +04  PHSP

Bt — D*2x+ 1.35 +£0.22 PHSP

BT — D*"D*tK* 1.32 £0.00 PHSP

Bt — D**D"(2007)° 0.81 +0.17 SVV_HELAMP 0.56 0. 0.96 0. 0.47 0.
BT — D**D-K*+ 0.63 +0.13 PHSP

Bt — D*"DtK+ 0.60 +£0.13 PHSP

Bt — D**tD° 0.39 £0.05 SVS

Table 4.7: Parameters used to set the relative abundance of BT and B events in the simulated sample.
The sums of the branching fractions are taken from Tables and The B*-meson production
cross-section is taken from Ref. [171]; since no measurements of the B%-meson cross-section at /s = 13 TeV
are available to date, it is assumed to be equal to that of the BT meson, similarly to what is measured at
V8 =TTeV [139]. The ratio of the product of the factors listed in the three columns for the BT meson
to that for the B meson is equal to 0.15 £ 0.03, where the uncertainty is dominated by the knowledge of
the B* inclusive branching ratio into D*T mesons.

Decay-head particle Cross section [pub] B(B— D*TX) Generator-level efficiency

BT 86.6 & 6.4 0.036 & 0.007 0.2604 =+ 0.0001
B (same) 0.226 + 0.007 0.2773 £ 0.0001

107k BY-meson decays are reconstructed also as (D** ™) candidates, employing the requirements
of Sect. [4.5

The same number of B*- and B%meson decays into D** mesons was simulated by GEANT4.
This number is calculated after the implementation of the generator-level requirements. These
are a set of minimal requirements (looser than those of the trigger and of the offline selection) on
the momenta of the generated particles, which are applied right after the PYTHIA 8 simulation
and EVTGEN are run. Only the events that satisfy these requirements, whose fraction with
respect to the total number of generated decays is named “generator-level efficiency”, are
transmitted to GEANT4 to continue the simulation. The samples of BT and B° decays are
eventually merged, but weighting the BT events with a factor of 0.15 to account for different
generator-level efficiencies and branching ratios (Table .

To reduce the discrepancies between simulation and data, the three-dimensional distribution
of the D% meson transverse momentum, pseudorapidity and azimuthal angle, ¢, in simulation is
weighted to that of data. This is particularly relevant for primary decays, where the PYTHIA 8
simulation was run at /s = 8 TeV instead of 13 TeV. The weighting is performed separately for
the samples of primary D*T decays, secondary D** decays and secondary decays reconstructed as
(D** ™) pairs. Data where the D%meson IP is less than 60 pm and lies in the range [100, 200] um
are used as weighting targets for primary and secondary simulated events, respectively, while for
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Figure 4.12: Comparison between the kinematic distributions of DY — K~z primary decays in data and
simulation, both before and after the three-dimensional (pr,7, ¢) weighting of the D°-meson momentum.
The data sample of primary decays is selected using 1/150 of the candidates satisfying the requirement
IP(D%) < 60 um. In the plots displaying the ratio of simulated to real data, full red squares (open black
circles) correspond to simulated data before (after) the weighting,.

(D** ™) candidates all data with IP less than 200 um are employed. The weighting is performed
using the GBReweighter class of the hep_ml package [172], with 2-folding.

The distributions of the main kinematic variables of data and simulation are compared
(before and after the weighting) in Figs. [4.12] |4.13| and 4.14] for primary and secondary decays
and for the (D*tp™) sample, respectively. While for the (D*tp™) sample the data agrees
with the weighted simulation typically within 5% (with slightly larger disagreements for small
values of the direction angle, IP and decay time), the agreement for primary decays and for
the full sample of secondary decays is worse. As far as primary decays are concerned, the
discrepancies are mainly due to the residual contamination of secondary decays in the data
satisfying IP(D°) < 60 um. This contamination is estimated to be around 4.0% in Chap. |§|, and
possesses larger momenta and consequently larger FD and IP on average with respect to primary
decays. On the other hand, the discrepancies are slightly larger for secondary decays. Again, the
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Figure 4.13: Comparison between the kinematic distributions of D° — K~ 7+ secondary decays in
data and simulation, both before and after the three-dimensional (pr,n, ¢) weighting of the D%-meson
momentum. The data sample of secondary decays is selected using 1/6 of the candidates satisfying the
requirement 100 < IP(DY) < 200 um. In the plots displaying the ratio of simulated to real data, full red
squares (open black circles) correspond to simulated data before (after) the weighting.

contamination of primary decays in the data with IP > 100 um, which is approximately equal to
5.3%, biases the distributions of the IP and of the direction angle towards lower values. Another
source of disagreement is traced back to the absence, which was noticed only after the simulation
had been finalised, of the decays B — DDK*, where at least one of the D and D mesons is
a D** meson and K* is a kaon-meson resonance. Although these decays are not reported by
the PDG collaboration , they are predicted by the hadronisation of PYTHIA 8 and they
are taken into account into the baseline model of EVTGEN . Their predicted branching
fractions make up around 10% of the inclusive branching fraction of B® mesons into D** mesons.
Preliminary studies show that these decays correspond on average to higher decay times and
flight distances with respect to semileptonic B? decays, and might explain the discrepancies
observed for these two variables between data and simulation. In any case, independently of
what is the origin of the discrepancies in all of the samples, their impact on the measurement is
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estimated among systematic uncertainties in Sect.
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Figure 4.14: Comparison between the kinematic distributions of (D**p™) secondary candidates in
data and simulation, both before and after the three-dimensional (pr, 7, ¢) weighting of the D°-meson
momentum. The data sample of secondary decays is selected using 1/6 of the candidates satisfying the
requirement IP(D®) < 200 um. In the plots displaying the ratio of simulated to real data, full red squares
(open black circles) correspond to simulated data before (after) the weighting.
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Chapter 5

Nuisance asymmetries

This chapter describes the production mechanism of momentum-dependent nuisance asymmetries
i signal decays, and the kinematic weighting employed to remove them. Finally, minor biases
caused by the kinematic weighting on the measurement of AY are evaluated.

Throughout this chapter, all the studies are performed by employing the D? — K~ 7t sample,
where the slope AYj—.+ is known to be less than 0.3 x 10~% in magnitude at 90% CL based on
experimental results, as shown in Appendix The raw asymmetry of this decay channel, cf.
Eq. , is affected by the same nuisance asymmetries as the KK~ and 77~ channels, plus
by an additional detection asymmetry from the non-self-conjugate K 7" final state, Ag Tt (t).
In order to avoid experimenter’s bias, the optimal configuration of the kinematic weighting is
decided based on its effectiveness in removing the kinematics-dependent asymmetries of the
K~ 7" decay channel, and only once it is fixed it is applied — unvaried — to the signal channels.
The fact that the kinematic weighting is able to remove all of the nuisance asymmetries in the
DY — K7t sample, which is affected by the largest detection asymmetries, is a persuasive
cross-check of the validity of the method, which is expected to be effective a fortiori in the
DY — KTK~ and D°— 7ntn~ samples.

5.1 Production mechanism

Before any corrections are applied, the data sample contains momentum-dependent detection
asymmetries. The largest ones arise from the W;g meson and are caused by the vertical dipole
magnetic field, which bends oppositely charged particles in opposite directions. The configuration
with the magnetic field pointing upwards (downwards), MagUp (MagDown), bends positively
(negatively) charged particles in the horizontal plane towards negative values of z. For a given
magnet polarity, low-momentum particles of one charge at large or small emission angles in the
horizontal plane may be deflected out of the detector or into the uninstrumented LHC beam
pipe before passing through the T-stations, whereas particles with the opposite charge are more
likely to remain within the acceptance. This is shown in Fig. where the vector momentum
of the Trj;g meson is parametrised using its emission angles in the bending and vertical planes,
0z(y) = arctan(pg(,)/p-), and its curvature in the magnetic field, & = 1/4/p2 + p2. The large
areas with asymmetries greater than 20% in magnitude in the top plots are due to the fact
that negative (positive) values of 6, can be measured for positively (negatively) charged tagging
pions only if their curvature is small enough — that is if their momentum is large enough —,
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Figure 5.1: (Left) sum and (right) asymmetry of the distributions of mf and 7, candidates, in the (top)

tag

0, versus k and (bottom) 6, versus 6, planes, for the DY — K~ 7t sample recorded during 2017 with
the MagUp polarity. The angle 0,(,) = arctan(pz(y) /pz) is the emission angle of the 7" ., meson in the

bending (vertical) plane, and k = 1/4/p2 + p? is proportional to its curvature in the magnetic field. The
asymmetries during other data-taking years are similar, and opposite in sign for the data collected with
the MagDown polarity. Regions of the distributions with asymmetries larger than 20% in magnitude are
discarded from the sample.

otherwise they are bent outside of the T-stations acceptance. On the other hand, the diagonal
bands in Fig. (top-right) correspond to candidates with emission angle 6, close to zero, cf.
Fig. (centre-right), which are bent into the beam pipe. Further sources of asymmetries are the
left-right asymmetric shape of the VELO detector (cf. Fig. , the left—right asymmetry of the
material budget of the detector (owing to the cabling and to the asymmetric support structure
of the inner tracker of the T-stations), dead channels and inhomogeneities of the detection
efficiency among different detector regions. Even if these asymmetries cancel to large extent in
the average between the samples collected with MagUp and MagDown polarities, smaller residual
asymmetries survive also after averaging. Such residual asymmetries receive contributions from
variations of the detection efficiency over time, and by the combination of right-left misalignment
of detector elements and of the nonzero x coordinate of the pp collision point (this differs from
zero by around 1 mm). Another source of asymmetry is the different crossing angle between the
proton beams for the MagUp and MagDown polarities. The crossing angle, which lies on the
x—2z plane and is approximately equal to —0.10(—0.40) mrad for the MagUp (MagDown) polarity,
provokes a boost of the momentum distribution of D*T mesons along the x direction up to
around 30 MeV/c. Additional momentum-dependent asymmetries that are independent of the
magnet polarity are the D*T production asymmetry and the tracking-efficiency asymmetry. The

80



5.1. Production mechanism

x10°
2 1200f E 1400F L
I H < 3
g ' S 2 E
« 1000f 1 F1200f
S g = 2 E
% 800F 1 1000
Q el N
= ¥ £ 800[- E
= 600f 1 35 b
S : 600 E
< — L
@) 400; 400F E
200: ] 200} .
0 | ] 0 C L 1 L
0 o N 30 0.06 0.08 or
0(p(r,,), p(DY) [mrad] p(mi,) [ p(DY)
= _ 103I
2 1600 1 Si4o0f 3
S
Z 100 1 Sraoof .
(=] Pt
S 1200 4 S1000fF B
< =)
1 el
1000 2 800f E
S 800 E
= © 600k 3
2 600 E
O 400 E 400F E
200 , 200 B
0 Il Il Il 0 1 Il Il
0 0.5 1 1.5 2 1.06 1.08 1.1 1.12
6@ MD™), (D)) [mrad] p(D™)/ p(D”)

Figure 5.2: Distributions of the (left) angle and (right) ratio between the momenta of the (top) 7, and
DY mesons and (bottom) D** and D mesons.

latter is caused by the higher occupancy of the detector half downstream of the magnet towards
which the negatively charged particles are bent. In fact, the number of negatively charged tracks
is larger with respect to positively charged tracks, owing to secondary electrons produced in the
interaction of the particles with the detector material. Since the tracking efficiency decreases as a
function of the detector occupancy, a positive tracking asymmetry is observed, especially at large
momenta. A detailed study of all of the aforementioned asymmetries is provided in Ref. [173].
Finally, for the D° — K 7" decay channel, the asymmetry due to the different cross-section
with matter of positively and negatively charged kaon mesons is independent of the magnet
polarity. A similar, but much smaller effect is expected also from the different cross-section of
positively and negatively charged pions, which affects both the K~ 7™ final state and the tagging
pion. It is worth noting that, even if the phase-space regions with acceptance asymmetries larger
than few tens per cent are removed from the data sample — for example by applying the fiducial
requirements employed in Ref. [18] —, residual asymmetries of the order of few per cent remain
in other regions. Moreover, the contribution of these asymmetries to the total asymmetry is even
more important, since they often correspond to more populated regions of the distributions.
Since the Q-value of the D*T decay is small with respect to the pion mass, both the magnitude
and the direction of the momenta of the D**, mt and D" mesons are highly correlated. In
particular, the momenta of the ﬂ:;g and D*T mesons form an angle less than 20 mrad with the
momentum of the D? meson, and their ratios over the D° momentum are nearly constant in the
LHCDb rest frame, as shown in Fig. As a consequence, all aforementioned asymmetries reflect
into momentum-dependent asymmetries of the D° meson, with all being of similar size. These
asymmetries would not bias the measurement of AY if they did not depend on the D%-meson
decay time. However, even if the momentum of the D? meson is uncorrelated with its decay time,
the selection requirements introduce correlations between their measured values. For example,
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owing to the second-stage software-trigger requirement on the X%D of the DY meson, low decay
times are measured only if the D° momentum is sufficiently large. The correlation of the flight
distance of the DY meson, and of the momentum of the D° and ﬂj;g mesons, with the D% -meson
decay time is shown in Fig. where their normalised distributions are plotted in different
colours for each decay time bin. Smaller decay times correspond to smaller flight distances and
larger momenta on average.

The largest correlations concern the transverse momentum of the D° meson. Therefore, the
asymmetry of the D%-meson transverse-momentum distribution is the most important factor
causing nondynamical time-dependent asymmetries. The raw asymmetry of the samples collected
with the MagUp polarity, of order of 1%, increases as a function of transverse momentum, and
correspondingly decreases as a function of decay time, as shown in Fig. [5.4] (centre) and in
Fig. [5.6| (left) with red points. This corresponds to negative measured values of AYy -+, even
if the dependence of the asymmetry on decay time, which is shown in Fig. [5.6 is not actually
linear. The nonlinearity is confirmed by the large x?/ndf of the linear fits to the asymmetry,
which are displayed in Fig.

Among the samples collected with MagUp polarity, that collected during 2016 presents a
much larger slope, even if its momentum-dependent asymmetries are similar to those collected
during different years. In fact, owing to the different requirements of the first-stage software
trigger during 2016, particularly during the data-taking with the MagUp polarity, the correlations
are larger during 2016, as shown in Fig. [5.4| (top). The impact of the first-stage software-trigger
requirements on the correlations is displayed in further detail in Appendix The raw-
asymmetry slopes for the samples collected with MagDown polarity are smaller in magnitude
and opposite in sign, owing to smaller momentum-dependent asymmetries which present the
opposite dependence on the D%-meson transverse momentum with respect to the MagUp-polarity
data (they increase as a function of transverse momentum).

5.2 Kinematic weighting

Both the correlations between the momenta of the particles and decay time and the dependence
of the asymmetry on these momenta are essential ingredients to produce time-dependent
nuisance asymmetries. Therefore, eliminating either or them is sufficient to remove the nuisance
asymmetries. The two corresponding strategies that can be followed are:

1. to weight the momentum distribution of the D° and Trj;g mesons in each decay time bin to
a reference distribution, thus removing the correlation between decay time and momentum;

2. to remove the momentum-dependent asymmetries through a time-integrated equalisation
of the kinematics of the events containing D° and D° candidates.

The second method is adopted since, in the context of the current trigger selections, it allows
for a better statistical precision. In fact, the momentum distribution of the D° and of the T,
meson shifts significantly as a function of decay time, as shown in Fig.[5.3] Therefore, since the
reference momentum distribution used as weighting target should be zero wherever any of the
distributions of the various decay time bins is zero, this procedure requires to discard a large
fraction of candidates (or to assign to them weights very different from unity) both in the lower
and upper tails of the distributions.

The nuisance asymmetries are removed by weighting the kinematic distributions of

tag
and 7

+

e candidates and of D° and D° candidates to match their average. This equalises their
kinematics and makes their asymmetries equal to zero by construction. Many weighting schemes,
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Figure 5.3: Normalised distributions of the z and transverse components and of the pseudorapidity of the
DY and 7f ,-meson momentum, and of the z and transverse components of the D% meson flight distance,
in different colours for different decay-time bins.

acting on different kinematic variables, have been considered. The configuration described below
is chosen since it minimises the residual asymmetries, due to the finite precision of the weighting,
of all of the kinematic variables of the DY and m\ mesons. Alternative schemes, less effective in
removing the asymmetries, are discussed in Appendix
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Figure 5.4: (Top) Normalised distributions of the DY transverse momentum, in different colours for each
decay time bin. Blue (yellow) colours correspond to lower (higher) decay times. (Bottom) Asymmetry of
the normalised pr distributions of D® and D° mesons. All plots correspond to the D° — K~ xt sample,
collected during (left) 2016 and (right) 2017 with the MagUp polarity.

The weighting is performed with a binned approach in two successive steps. The first step
equalises the (0,,0,, k) distributions of 7} and =, candidates to remove the largest acceptance
and detection asymmetries, and employs 36 bins in the range [—0.27,0.27] rad for 0,, 27 bins in
the range [—0.27,0.27] rad for 6, and 40 bins in the range [0,0.8] ¢/GeV for k. For each variable,
all bins have the same width. In addition, bins with fewer than 40 } or m_  candidates, or
where the raw asymmetry between the number of ﬂj;g and 7, candidates is greater than 20%
in magnitude, are removed by setting the corresponding weights equal to zero. This avoids
weights whose value would be prone to large statistical fluctuations or very different from unity.
The effect of these requirements is very similar to the application of the fiducial requirements
used to remove phase-space regions characterised by large detection asymmetries in Ref. , as
shown in Fig. [D.3]in Appendix [D.2] but removes fewer candidates from the data sample. In
each bin, the 7} (7,,,) candidates are assigned a weight equal to \/Nx /N, where N+ is equal
to the number of 77 (7, ) candidates in the bin. As a consequence, the number of both ;7
and m_ candidates in the bin after the weighting equals the geometric average of their raw
numbers. Employing the arithmetic average instead of the geometrical one is verified not to
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Figure 5.5: Residual asymmetries of the D%-meson momentum, transverse momentum and pseudorapidity,
after the weighting of the vector-momentum distribution of the wig mesons.

change the results noticeably. On the contrary, assigning a weight only to 7" . candidates to

equalise their distribution to that of 7 candidates, or vice versa, has been shown to cause a
significant bias [174].

Even after the weighting of the ﬂj;g—meson kinematics, residual asymmetries dependent on
the D’-meson momentum and pseudorapidity of order of 0.5% are observed in the sample, as
displayed in Fig. [5.5] These asymmetries are removed by performing a second weighting, this
time considering the three-dimensional distribution of (pp(D?),n(D°),n(w,)). The first two
variables are the ones most correlated with decay time, while n(m ) is included to avoid that
the weighting of the D%-meson kinematics interferes with that of the 7'(‘:';g meson, introducing
new asymmetries in its kinematic distributions. The binning of this second weighting employs
32 bins in the range [2, 18] GeV/c for pp(D°), 25 bins in the range [2,4.5] for (D°) and 22 bins
in the range [2,4.2] for n(z} ). All bins of each variable have the same width, and the same
limits on the minimum number of candidates and on the maximum asymmetry per bin as in the
first weighting are applied.

Since both the detection asymmetries and the correlations induced by the trigger depend on
the data-taking conditions and on the magnet polarity, the weighting is performed separately in
eight subsamples, divided according to the year and the magnet polarity. In fact, the change of
the correlations between the MagUp and MagDown polarities during 2016 makes it impossible
to take advantage in a simple way of the partial cancellation of the asymmetry in the average
between the two polarities. The agreement among the measured values of AYg -+ in the
eight subsamples is used as a cross-check of the validity of the method. Furthermore, since
the asymmetries are different between the K~ 7T and the signal decay channels, owing to the
asymmetric K ~nt final state, the weighting is performed independently for different D decay
channels.

The weighting slightly modifies the flavour-integrated momentum distribution and, conse-
quently, also the m(D°r" ) distribution — the weights are calculated from the signal candidates,

but are applied to the b;ckground candidates as well. Therefore, the fits to the m(DOngg)
distributions that are used to calculate the coefficients to subtract the background are repeated
after each step of the weighting, and the coefficients are updated accordingly. The values of the
coeflicients are displayed, before and after each of the two steps of the kinematic weighting, in
Fig. [D.4] of Appendix

The fits to the time-dependent asymmetry of D° — K~7t candidates for all of the eight
subsamples are displayed in Fig. in red for raw data, in black after the first step of the
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kinematic weighting and in azure after the second step. The summary of the numerical results of
AYy .+ and their weighted average are reported in Fig. For raw data, the time-dependent
asymmetry does not display a linear behaviour for many of the subsamples, and the eight
measured values of AY .+ are inconsistent with each other (x?/ndf = 124/7). On the other
hand, the average of AYy -+ itself is incompatible with zero at a level greater than 3o0. Part of
this incompatibility is due to the momentum-dependent detection asymmetry of the K ~x* final
state, which receives a polarity-independent contribution from the asymmetric cross-sections
of positively and negatively charged kaon mesons with matter. However, also the y?/ndf of
the average of the four subsamples collected with the MagUp (MagDown) polarity has a low
p-value, equal to 0.025% (2.15%). This fact indicates the presence of significant asymmetries
that vary as a function of data-taking time, in addition to the time-independent asymmetries
from the K~ 7" final state and from the dipole magnetic field. The tight configuration of the
first-stage software-trigger requirements during 2016 is largely responsible for the anomalously
large magnitude of the slope of the raw asymmetry and for the low p-value of the average of the
subsamples collected with the MagUp polarity, but it is not the only factor into play. In fact,
the 2018 samples display larger momentum-dependent asymmetries with respect to the previous
years for both magnet polarities, corresponding to larger magnitudes of the asymmetry slope. In
particular, the sample collected during 2018 with the MagDown polarity is the main responsible
for the low p-value of the average of the values of AYy -+ measured with the MagDown polarity.
The increase of the asymmetries during 2018 is likely due to the radiation damage of the detector
after six years of operations, and in particular of the VELO detector, which is the closest to the
collision point.

On the contrary, after each step of the kinematic weighting, the time dependence of the
asymmetry is well described by a linear function in all subsamples, as confirmed by the compati-
bility of the x2/ndf of the linear fits with unity. In addition, the measurements of AYy— .+ are
compatible among different years and magnet polarities. This is an important result to confirm
the reliability of the method. In fact, the working assumption of the kinematic weighting is
that, for each subsample, at least one between the kinematics-dependent asymmetry and the
correlation between kinematics and decay time is constant during the data-taking.! The breaking
of this assumption might lead to inconsistencies among the results of the eight subsamples even
after the weighting. Finally, a significant shift of the value of AYj—,+, —0.7 x 1074, is observed
between the first and second steps of the weighting. This corresponds to about 1.5 times the
statistical uncertainty on AYy -+, and is traced back to the residual asymmetries of Fig. [5.5
which are not removed by the first step of the weighting. The linear fit to the time-dependent
asymmetry of the full weighted data sample is shown in Fig. 5.8 The fitted value of AYy -+,
which coincides with the average of the results of the eight subsamples divided according to the
year and magnet polarity, is

AV rt = (—0.1£0.5) x 1074,

IThis is the reason why the kinematic weighting cannot be applied directly to the whole data sample. For example,
let assume that the asymmetries of the samples collected with opposite magnet polarities are equal in magnitude
and opposite in sign. Therefore, they would cancel out in the sum of the samples collected with MagUp and
MagDown polarities, and the kinematic weighting applied to the whole sample would have no effect, the weights
being all equal to unity. However, since the correlations during the data-taking performed with the MagUp
polarity are larger — owing to the tighter trigger requirements during 2016 for the MagUp polarity —, kinematics
asymmetries of equal magnitude for the MagUp and MagDown polarities would reflect into larger time-dependent
asymmetries for the MagUp polarity. Therefore, the slopes of the time-dependent asymmetries measured in the
samples collected with opposite magnet polarities would be opposite in sign but would differ in magnitude, and
the slope of the asymmetry of the total sample would differ from zero.
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where only the statistical uncertainty is reported.

The compatibility of this measurement of AYy -+ with zero is not a good indicator of the
effectiveness of the kinematic weighting. In fact, secondary decays, whose contribution to the
asymmetry is subtracted in Chap. |§|, bias the results by around +0.25 x 10~4 even after the kine-
matic weighting. Thus, the optimal configuration of the kinematic weighting is chosen only based
on its effectiveness in removing the kinematics-dependent asymmetries from the distributions of
all the main kinematic variables of the event. In particular, alternative weighting configurations
would have provided values of AYz— .+ closer to zero after the subtraction of secondary decays,
as detailed of Appendix The residual asymmetries after the kinematic weighting are shown
both for the K—7T control channel and for the signal channels in Appendix Note that the
total time-integrated asymmetry after the kinematic weighting is equal to zero by construction.
Therefore, the asymmetry of weighted data cannot be used to measure the CP asymmetry in
the decay, a.
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5.3. Kinematic weighting of the signal samples

Further details on the kinematic weighting, such as the distribution of the weights, are
provided in Appendix while possible biases caused by the weighting to the measurement
of AY(g-r+) are evaluated in Sect. . Limitations of the effectiveness of the weighting in
removing the asymmetries owing to the discrete, binned procedure adopted are evaluated among
systematic uncertainties in Sect. As robustness checks of the kinematic weighting, a possible
dependence of the asymmetry on hidden variables is checked by controlling that the measurement
of AY(g-r+) remains stable when performed on different data subsamples, divided according to
the value of the main variables on which the asymmetry might depend, as detailed in Sect. 81]
Finally, the stability of the measurement as a function of the minimum number of candidates in
the three-dimensional bins and of the maximum value of the asymmetry between the number of
DY and D° candidates in the bins is checked in Sect. [8.2]

5.3 Kinematic weighting of the signal samples

Once the analysis method has been fixed based on the studies on the K~ 7" decay channel, it

is applied also to the KK~ and 77~ ones to measure the value of AY. Before then, the

time-dependent asymmetry of the signal samples, A(t), was kept unknown by adding to all the

measured asymmetries a term that is constant and one that is linear in decay time,
t

A(t) = A(t) + Ao + AY,
Tpo

(5.1)
where the parameters Ay and AYj are random numbers generated in the ranges [—0.1,0.1] and
[—0.02,0.02], respectively. The limits of the last range correspond to about +100 times the
statistical uncertainty on the world average of AY, excluding the measurement presented in this
thesis [47]. The constant shift Ay was essential to keep unknown the value of AY, since the
time-integrated asymmetry after the kinematic weighting is zero by construction. Therefore, if
the constant shift had not been applied, a negative value of the intercept of the asymmetry with
the y axis would have signalled a positive value of the real slope of the asymmetry, and vice
versa. The shifting parameters were the same for the KK~ and 777~ decay channels, so that
the compatibility between the measurements of AYy+ - and AY, + - could be cross-checked
even if their values were blinded. Finally, two different sets of random parameters Ag and AYj
were employed for the data collected during 2015-2016 and 2017-2018, since a preliminary
measurement of the AY parameter, although employing a different analysis method and only
a subsample of the 2015-2016 data analysed in this thesis, had already been performed in
2019 [117].

As for the K~ 7" decay channel, the kinematic weighting is essential to ensure the removal
of the kinematics-dependent asymmetries and the compatibility of the results of the different
subsamples. The results of the linear fit to the asymmetry are displayed, for all eight subsamples,
in Figs. and for the KTK~ and the 777~ decay channels, respectively. The global
p-values of the eight fits are equal to 5.5% and 31%, respectively; the numerical results, the
x2/ndf of the fits and the average of the eight subsamples are summarised in Figs. and
The relatively low p-value of the K™K~ final state is mainly due to the linear fit to the
asymmetry of the sample collected during 2016 with the MagDown polarity, and is attributed
to a statistical fluctuation. In fact, the large x?/ndf of this fit is mainly caused by the values
of the asymmetry in the two highest bins of decay time, which fluctuate in opposite directions
with respect to the fitted line. The absence of anomalous asymmetries in any of the kinematics
distributions of this subsample strengthens this hypothesis.
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The linear fit to the time-dependent asymmetry for the full weighted data samples is shown
in Fig. The fitted values of AY, which coincide with the average of the results of the eight
subsamples divided according to the year and magnet polarity, are

AYigig- = (—2.0+ 1.5) x 1074,
AV = (—3.6+2.7) x 1074

where only the statistical uncertainties are reported. The two measurements agree with each
other within 0.50.

5.4 Dilution of the measured value of AY

Owing to the correlation between the decay time and momentum of the D° and Wj;g mesons, a
possible time-dependent asymmetry due to a nonzero value of AY would reflect into momentum-
dependent asymmetries and would be partially cancelled by the kinematic weighting. This would
cause a dilution of the measured value of AY. However, such possible asymmetries are expected
to be distributed smoothly in the three-dimensional phase space of the D%meson (or 7, ,-meson)
momentum. Therefore, the size of the dilution is expected to be moderate. In particular, it is
measured with a data-driven method as follows:

1. an artificial value of AY} is injected in the raw sample, filtering the data according to an
efficiency that changes linearly with decay time, with opposite slopes for positively and
negatively charged D*T candidates,

1+ AY,™M¢
Ei(t) — f /TDO7

«

where « is a normalisation factor shared by e¢*(¢) and € (¢). In this way, the slope of the
time-dependent asymmetry is artificially increased by a quantity AYfi“j (the “injected”
value of AY}), which is indistinguishable from a dynamical CP-violating time-dependent
as.ymmetry;2

2. the measurement of AY} is performed using the baseline procedure by (i) calculating
new coefficients to subtract the m(D°x,) background from the filtered sample, (ii)
calculating new kinematic weights based on the m(Doﬂ:gg)—background—subtracted momenta
distributions and (iii) fitting the time-dependent asymmetry of the weighted sample with
a linear function. The steps (i) to (iii) are performed for both the first and second step of
the kinematic weighting.

This test is repeated 11 times for injected values of AYfinj equally spaced between —5 x 1073
and 5 x 1073, which correspond to about 100 times the experimental precision on AYy -+, for
each D’-meson decay channel. The results for the measured value of AYy as a function of the
injected one are displayed in Fig. Here, since all measurements are highly correlated —
they share most of the D** candidates —, the value of the baseline result with AYfinj =0is
subtracted from all the other results, and the uncertainties are calculated accordingly as the

2If one indicates the original time-dependent asymmetry in raw data with A(t), the total asymmetry after the
filtering with the e*(t) efficiencies is equal to [A(t) + AY™t/mpo] x [14+ O(A(t)AY;™¢t/7p0)]. The size of
the last term is estimated to be |A(t) AY;™t/7po| < (2%) x (5x 107%) x 5.5 = 5.5 x 10™*, where 5 x 1072 is the
maximum size of AYfi"j used in the test and 5.5 is the average decay time in the last decay-time bin.
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Figure 5.9: Linear fit to the time-dependent asymmetry of the D — K+ K~ sample (red) for raw data,
(black) after the first kinematic weighting and (azure) after the second kinematic weighting.
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Figure 5.11: Summary of the fitted values of AYg+ - in the eight subsamples divided according to the
year and magnet polarity, together with their average. The numerical values of AYx+ - and the x?/ndf
of the fits are reported on the right. The global p-values of the eight linear fits to the time-dependent
asymmetry are 7.4%, 42% and 41% for raw data and after the first and second steps of the kinematic
weighting, respectively, whereas the p-values of the average of AYx+ - are 4 x 107°, 33% and 45%,
respectively.
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Figure 5.12: Summary of the fitted values of AY+,- in the eight subsamples divided according to the year
and magnet polarity, together with their average. The numerical values of AY,+,- and the x?/ndf of the
fits are reported on the right. The global p-values of the eight linear fits to the time-dependent asymmetry
are 40%, 37% and 31% for raw data and after the first and second steps of the kinematic weighting,
respectively, whereas the p-values of the average of AY, +,.— are 0.05%, 14% and 17%, respectively.
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difference in quadrature of the uncertainty minus the uncertainty of the result with AYfinj =0.
The results are fitted with a linear function both before and after the kinematic weighting. The
P-values of all the fits are larger than 5%.

For the most abundant K7+ decay channel, the fit to raw data shows an intercept equal
to zero within an uncertainty of 0.02 x 1074, as expected, and a slope equal to unity within
3 x 1073. The deviation of the measured slope from unity, 3.1 x 1073, amounts to around 4.4
times its uncertainty. This discrepancy may be due to various causes, including the approximate
procedure used to filter the data and to calculate the uncertainties, and the nonlinear dependence
on decay time of the raw asymmetry. In any case, its absolute size is negligible for the aim
of the measurement (and is smaller by an order of magnitude than the dilution measured in
weighted data). For weighted data, the intercept is again compatible with zero within 20 with
an uncertainty of 0.02 x 104, while the slope differs from unity by (3.08 & 0.08)%. In other
words, the bias on the measurement of AYy -+ after the kinematic weighting increases linearly
with its value and corresponds to a dilution of the measured value amounting to (3.1 +0.3)%,
where the uncertainty is conservatively estimated as the deviation from unity of the slope of the
fit to raw data. The value and uncertainty of AYy -+ measured in Sect. are multiplied by
the reciprocal of unity minus the dilution value, 1.032, to correct for this effect. The result is
identical with the one shown previously up to the first significant figure,

AYg-rt+ = (—0.1£0.5) x 1074,

where only the statistical uncertainty is displayed.

The results of the tests for the less abundant KK~ and 777~ decay channels are consistent
with those of the K~ 7" one, but less precise. In particular, the dilutions (the offsets) after
the second weighting are equal to (3.5 4 0.2)% and (2.9 & 0.5)% ((+0.02 & 0.06) x 10~* and
(+0.20 & 0.12) x 107%) for the K* K~ and 77~ decay channels, respectively. Since the
kinematic correlations are nearly indistinguishable for the three decay channels, the size nearly
indistinguishable obtained with the K ~7T decay channel is assumed to be the same also for the
K™K~ and 777~ ones. From here on out, the value of AY and the statistical and systematic
uncertainties are multiplied by a factor of 1.032 to account for this dilution effect. In particular,
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Figure 5.14: Measured value of (top) AYx -+ (bottom left) AYx+ - and (bottom right) AY 4, as a
function of the time-dependent asymmetry AY;"™ injected into the data sample. In each plot, the result
obtained for AY}"™ = 0 is subtracted from all the other points.

the results in Sect. become

AViip- = (-2141.5) x 1074,
AYpip = (—38+2.8) x 1074,

where only the statistical uncertainty is displayed.
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Chapter 6

Secondary decays

This chapter describes the subtraction of the contribution to the asymmetry from secondary decays
which, corresponding to around 4% of the signal candidates, are the largest background of the
measurement.

The largest source of background after the m(DOTrj;g) background has been subtracted is
that of secondary decays, where the D*T meson is not produced in the primary vertex of the
pp collision (PV), but in the decay of a B meson, as shown in Fig. [6.1, The total asymmetry

measured in the previous chapter is equal to
Atot (t) — Aprim(t) + fsec(t)[Asec(t) - Aprim(t)]a (61)

where  foec(t) = Nec(t)/ [Nprim(t) + Neec(t)] is the fraction of _secondary decays,
Nprim (1) = N;rim(t) + Ny (t) is the sum of the number of DY and D primary decays,
Nee (t) = N, (t) + Ng.(t) is its analogue for secondary decays, the asymmetries of primary

and secondary decays are defined as

_ Ntim(t) B N_rlm(t) _ Ns—gc(t) - Ns;c<t)
Aprim () = NE;im(t) + Nz_rim(t)’ Asec(t) = Nabe(t) + Neee(t)’ (6.2)

and t is the measured decay time of the D° meson. Thus, the bias on the measurement of
the time-dependent asymmetry in Eq. is proportional to the fraction of secondary decays
and to the difference of the asymmetry of secondary and primary decays. These quantities are
measured in Sects. and respectively.

- =
Do, - s B_--
P /—’
7 -
s A .
P L P +— @ —F

Figure 6.1: Topologies of (left) primary and (right) secondary decays. In the right figure, X stays for all
particles other than the D** meson which are produced in the decay of the B meson.
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Figure 6.2: Distributions of the D°-meson IP in (left) linear and (right) logarithmic scale, for the 0",
10", 15*" and 20*" bins of decay time. The long tails of the distributions at high decay times are due to
secondary decays.

In both sections, secondary decays are distinguished from primary decays based on the
distribution of the impact parameter (IP) of the D° meson with respect to its PV. While for
primary decays the momentum of the D° meson points back to its PV and its IP is zero within
experimental resolution, the momentum of secondary D° mesons does not necessarily point back
to the PV, as shown in Fig. As a result, the IP distribution of secondary decays is broader
than that of primary decays, as displayed in Fig. [6.2] especially at large decay times, which
correspond on average to large flight distances. Therefore, at large decay times the long tail of
the IP distribution can be used to disentangle secondary from primary decays and to measure
their fraction. On the contrary, at small decay times the distributions of primary and secondary
decays are nearly indistinguishable and relying on simulation is necessary.

The invariant mass m(D%r} ), when calculated with the constraint that the D** meson is
produced in the PV [162], also provides discriminating power between primary and secondary
decays. In fact, it is equal to

m(Drf,) = \/’m(DO)2 +m(mi,)? + 2 [E(D°)E(n,) — p(D)p(r,) cos 0]

~ 4| m(D9)2 [ + plr ttg)] +m(mt,)? [1 + p(D%) } + p(DO)p(7,)62
(DO) tag p(’iﬂag) tag 5
where the three terms depending on the momenta are of similar size, and the resolution is
dominated by that on the tiny angle § between the momenta of the D° and Trj;g mesons. Such
resolution is improved by around a factor of two by the constraint that the D*'* meson is
produced in the PV. However, for secondary decays this constraint biases the measured angle
to smaller values and, consequently, reduces the measured value of m(Doﬂ:;g). The size of
this effect increases with the flight distance of the B meson, which is correlated with the
D-meson measured decay time. This effect is displayed in Fig. where a long tail appears
on the left of the m(D*") peak for large decay times. While the effect is more clearly visible
when loosening the IP requirement to IP(D%) < 200 pum, it cannot be neglected even with the
baseline requirement IP(DY) < 60 um. All the studies in this chapter employ an enlarged signal
window m(D°x;,) € [2007.5,2011.3] MeV/c?, which covers most of the left tail of the m(D%r )
distribution of secondary decays, in order to maximise the discriminating power between primary
and secondary decays.
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Figure 6.3: Distributions of m(D%x;},) with (left) the baseline and (right) a looser requirement on the
IP(DY), for the 01, 10", 15*® and 20'" bins of decay time. The tail on the left of the m(D**) peak at
large decay times is due to secondary decays.

6.1 Background size

The D% meson decay time is measured with respect to its PV. Since the average lifetime of the
mixture of B and B mesons (1.52 and 1.64 ps, respectively [36]) is greater than the lifetime of
the D meson (0.41ps) by approximately a factor of 4, the measured decay time of secondary
decays is biased towards larger values. As a consequence, the fraction of secondary decays
increases as a function of decay time. This implies that even a time-independent difference
between the asymmetry of primary and secondary decays can introduce a spurious time-dependent
asymmetry in the data sample and bias the measurement of AY, ¢f. Eq. . In particular,
this effect causes the greatest bias to the measurement since, indeed, the most important causes
of asymmetry difference between secondary and primary decays are nearly time-independent, as
discussed in Sect. [6.2]

The fraction of secondary decays is determined through a maximum-likelihood binned
template fit to the IP(D°) versus t(D°) two-dimensional distribution, for D° and D° samples
combined. For this aim, the IP(D°) range is extended from [0,60] to [0,200] um to increase the
discriminating power between primary and secondary decays. The two-dimensional templates of
primary and secondary decays, as well as the fraction of BT mesons in the template of secondary
decays, which is shown in Fig. [6.4] are fixed to the results of the simulation, and only the
time-integrated fraction of secondary decays is left free to vary in the fit. The projections of the
fit results are shown for all decay-time bins in Figs. and The results of the fit, where the
time-integrated fraction of secondary decays is the only parameter left free to vary, agree with
data typically within 10%. Slightly larger discrepancies, always below the 20% level, are observed
mainly in the first decay-time bins, and are probably due to a poor reproduction of the trigger
requirements in simulation, which has the largest impact at low decay times, where the selection
efficiency is the smallest. These discrepancies, whose impact on the measurement is assessed
among systematic uncertainties in Sect. affect similarly primary and secondary decays and
cancel to good extent in the calculation of the fraction of secondary decays. The systematic
uncertainty on the finite size of the simulated sample used to prepare the two-dimensional
templates is discussed in Sect. as well.

The fitted fraction of secondary decays is displayed in Fig. (left) both for the loose
requirement IP(DY) < 200 um and for the baseline one, IP(D°) < 60 um. In both cases, the
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Figure 6.4: Fraction of B® mesons with respect to the total number of B mesons as a function of the
measured decay time of secondary decays in simulation.

fractions are displayed both for the enlarged m(D%rf ) signal window, [2007.5,2011.3] MeV/c?,
and for the baseline one. The values for the baseline window are calculated from the fit results
and from the fraction of primary and secondary decays that fall into the baseline m(D7\)
signal window with respect to their total number in the enlarged window, as measured in
simulation and shown in Fig. While tightening the TP and m(DOwj;g) signal windows reduces
substantially the fraction of secondary decays at large decay times, the impact at low decay times
is limited. For the baseline selection employed for the AY measurement, the fraction increases
from around 2% at low decay times to around 7% at large decay times, as shown in Fig. [6.7]
(right). Thus, the fraction of secondary decays in the first decay-time bins is not negligible as it

was assumed in previous LHCb measurements relying on data-driven methods [114,|175].

6.2 Background asymmetry

A measurement of the difference of the asymmetry of secondary and primary decays, entering
Eq. , is needed in addition to that of feec(f) to subtract the contribution of secondary
decays to the asymmetry. The main source of such asymmetry difference is given by the different
production asymmetries and by the different asymmetries of the hardware-trigger efficiency for
D** and B mesons. The former ones are due to different hadronisation probabilities of ¢ and ¢
quarks into D** and D*~ mesons, and of b and b quarks into B°/B~ and B°/B* mesons, owing
to the initial non-self-conjugate pp state. The latter are caused by the combination of two factors.
The first is the different efficiency asymmetry of the various hardware-trigger lines, caused
by different momentum thresholds, different geometrical acceptances of the detectors involved
and different interactions of the relevant particles with the detector material. For example,
muons are the only particles that need to pass through the whole detector to fire their dedicated
hardware-trigger line, and are thus the only particles sensitive to left-right asymmetric defects
of the muon chambers. On the other hand, differently from the kaon mesons and thus from the
hadronic trigger, they are not affected by an asymmetric interaction cross-section with matter.
The second factor is the different probability that a primary or secondary decay fires a given
hardware-trigger line. For example, the probability that a secondary decay fires the muon line is
larger than that of a primary decay. In fact, semileptonic B%-meson decays represent the largest
contribution to the inclusive branching fraction of B mesons into D** mesons, whereas primary
D** decays are less frequently associated with the production of muons (the most frequent cases
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Figure 6.5: Projections of the template fit to the IP(D°) versus t(D°) distribution of D® — K—r™
and D°— K*7~ decays combined, for the time bins from 1 to 12. A looser requirement m(DOﬂ'j;g) €
[2007.5,2011.3] MeV/c? is applied with respect to the baseline selection of Sect. The templates are
taken from simulation for both primary and secondary decays and only the relative time-integrated

abundance is left free to vary in the fit.
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Figure 6.6: Projections of the template fit to the IP(DY) versus t(D°) distribution of D°— K~7" and
DY — K*7~ decays combined, for the time bins from 13 to 21. A looser requirement m(D7} ) €
[2007.5,2011.3] MeV/c? is applied with respect to the baseline selection of Sect. The templates are
taken from simulation for both primary and secondary decays and only the relative time-integrated

abundance is left free to vary in the fit.
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Figure 6.7: (Left) Fraction of secondary decays obtained in the template fit to the IP(D°) versus t(D°)
two-dimensional distributions of D°— K~z decays. (Right) Magnification of the left plot for the data
with the baseline IP and m (D7 .) requirements. Only the statistical uncertainty is reported.
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Figure 6.8: Fraction of simulated decays whose m(Dowj;g) lies in the baseline signal window with respect
to those in the enlarged one, [2007.5,2011.3] MeV/c?, for (left) primary and (right) secondary decays.

being the semileptonic decay of the other anti-charm hadron from the hadronisation of the cc
pair produced in the pp collision, the decay in flight of one of the D°-meson daughters into a
muon, or a decay involving muons that is completely uncorrelated with that of the D** meson).
Therefore, the asymmetric efficiency of the muon trigger line contributes more to the asymmetry
of secondary than of primary decays. As opposed to production and trigger asymmetries, the
momentum-dependent asymmetries in the detection of the D** decay, which are discussed in
the previous chapter, are expected to cancel in the asymmetry difference, since the kinematics of
primary and secondary decays is very similar (cf. Figs. and in Sect. . Furthermore,
detection asymmetries are removed for both categories at once by the kinematic weighting.
Both the production and the trigger asymmetries are expected to depend weakly on momenta.
In particular, the difference of the trigger asymmetries is mainly due to particles other than
the D*T meson which are produced in the B-meson decay or in the hadronisation of the
other ¢ or b quark, and are only loosely correlated with the D% meson kinematics. Since the
momenta are in turn only weakly correlated with decay time, the difference of the production
and trigger asymmetries is assumed to be independent of decay time. However, a significant
time dependence of the secondary asymmetry might arise owing to B°-meson mixing. In fact,
the production asymmetry of D*t mesons from B%-meson decays depends, in addition to the
B%-meson production asymmetry and to the asymmetry of its inclusive branching fractions into
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Figure 6.9: Impact of BY mixing on the time variation of the asymmetry of the number of D** mesons
from B%-meson decays, as a function of the (left) BY true decay time and (right) D° measured decay
time. The asymmetry is zero after half of the B® mesons have oscillated, at t = 77go /22 ~ 2.04 750. The
second plot is produced using the approximate estimated value of the B® decay time (see the text for
details); its shape reproduces closely that of the left plot in the range [0, 1.4]7g0. The unit of measurement
of the y axis is the production asymmetry of D** mesons coming from B° mesons that decayed at zero
decay time, denoted as Apo in Eq. .

D** and D*~ mesons, on the fraction of BY mesons that oscillate before decaying — the total
asymmetry is zero after half of the B mesons has oscillated —, and the B°-meson decay time
is correlated with the measured decay time of the D° meson. Consequently, the asymmetry
difference is parametrised as

Asec(t) - Aprim(t) = fBO (t)ABO %%mix(t) + fB+ (t)AB“' - AD*+7 (63)

where t is the measured decay time of the D® meson, fgo(t) (f+(t) = 1— fgo(t)) is the fraction
of secondary decays originating from BY (B*) decays, o miX(4) is the asymmetry between the
number of BY mesons that have not oscillated into B? mesons before decaying and those that
have oscillated, Ago (Ag+) is the product of the sum of the B® (B*) production and trigger
asymmetries with the asymmetry of its inclusive branching fraction into D** and D*~ mesons,
and Ap«+ is the sum of the production and trigger asymmetries of D** mesons. The asymmetry
A mix j5 plotted both as a function of B? decay time and of the measured decay time of the
DY meson in Fig. The dependence on the D%-meson decay time is different for different
requirements on the values of IP(D°) and of m(D"x} ), since these variables are correlated
with the B-meson flight distance and hence with its decay time. Finally, the fraction fpgo(t)
measured in simulated data is plotted in Fig. Its dependence on decay time is neglected
in the following, since it is much smaller than the asymmetry dependence on time due to B°
mixing.

The kinematic weighting of Sect. does not modify Eq. since, even if it removes
by construction the time-integrated asymmetry of the sum of primary and secondary decays
satisfying IP(D°) < 60 um, it does not modify the asymmetry difference to first order. This
analytical result is confirmed by the experimental cross-check in Appendix[D.3] It is not possible
to rely on previous measurements to estimate the size of the asymmetries in Eq. , since
neither the production nor the triggering asymmetries have been measured with sufficient
precision, below 1073, to date. Therefore, the asymmetry difference between secondary and
primary decays is measured from data satisfying IP(D") > 100 um in the enlarged signal window
m(D7 ) € [2007.5,2011.3] MeV/c?, where the fraction of secondary decays is larger than 80%,

tag

as shown in Fig. [6.10] This asymmetry is plotted for kinematically weighted data in Fig. [6.11
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Figure 6.10: Fraction of secondary decays in data satisfying IP(D°) > 100 um and m(D%xf ) €

tag

[2007.5,2011.3] MeV/c?, as calculated from the results of the template fit to the IP versus t distribution
of D° mesons.

and nearly coincides with the sum of the production and trigger asymmetries of secondary decays.
In turn, this is nearly indistinguishable from the asymmetry difference of secondary and primary
decays, up to a dilution of around 4%. In fact, the kinematic weighting removes by construction
the time-integrated asymmetry of primary and secondary decays satisfying IP(D°) < 60 pum,
which consists of around 96% primary and 4% secondary decays. In the first bins of decay time,
where the IP distributions of primary and secondary decays are very similar, the fraction of
primary decays can contribute significantly to the total asymmetry, ¢f. Fig.[6.10] However,
the statistical precision of the asymmetry in these bins is very low, and the contribution from
primary decays is verified to have a negligible impact on the results below.

The asymmetry of Fig. is fitted under two different hypothesis. The first fit, represented
with a red line, models the asymmetry with a constant function, thus neglecting a possible time
dependence from BY mixing. This approximation has been the working assumption of all of
the previous D*'-tagged measurements of mixing and CP violation at LHCb [114},117,[175].
The second fit, represented with a blue line, models the asymmetry with the sum of a constant
function and of the cyan curve in Fig. (right) multiplied by a normalisation factor, and
accounts for the effect of B® mixing according to Eq. (under the assumption that fgo and
fp+ are independent of time). The numerical results of the fits are displayed in Fig. The
contribution of BY mixing to the time dependence of the asymmetry might be significant, but
cannot be disentangled unambiguously from the constant hypothesis, as confirmed by the large
uncertainties of the fitted parameters and by their large correlation. This ambiguity is mainly
due to the large uncertainty on the asymmetry difference at low decay times. The precision with
which it is known might be improved by performing a simultaneous fit to the (IP(D?),#(DY))
distributions of DY an D candidates instead of adopting the present method. However, the
dependence of the asymmetry on IP(DV), which is shown in Fig. (right), implies that the
templates (or PDFs) used in the fit should be different for D° and D decays, and their shape
would depend on the exact value of Apo, which is not known a priori. Given the small size of the
total contribution to the asymmetry from secondary decays, the current, less precise approach is
preferred to avoid unnecessary complications.

The models corresponding to the best points of the two fits in Fig. nearly coincide.
Therefore, in the following section a constant dependence of the asymmetry on decay time is
assumed. The asymmetry difference Agec — Aprim is equal to (2.2 +0.4) x 1073. The correction
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Figure 6.11: Asymmetry of D°— K~7t candidates with IP(D°) > 100 um in the enlarged signal region
m(D°x}) € [2007.5,2011.3] MeV/c?, after the kinematic weighting of Sect. The fits with a constant
function and a constant plus the cyan template from Fig. (right), which overlap nearly perfectly, are
superimposed. The cyan band represents the 1o confidence interval of the results of the fit modelling the

B°-meson mixing.
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Figure 6.12: Linear fit to the time-dependent asymmetry of the full D° — K—7+ sample after the
kinematic weighting and the subtraction of the contribution of secondary decays to the asymmetry.

for the 4% dilution owing to the 4% fraction of secondary decays satisfying IP(D°) < 60 um
that enter the vector-momentum distributions used to calculate the weights for the kinematic
weighting of Sect. is much smaller than the statistical uncertainty, and is neglected. The
possible impact of B%-meson mixing on the measurement is accounted for in the systematic
uncertainty in Sect. [7.3]

6.3 Removal of the bias

In each bin of decay time, the asymmetry of primary decays is calculated from the measured
asymmetry, A(t), according to Eq. , by subtracting the term feec(t)(Asec — Aprim) from it.
In the subtraction, the values of fsec(t) measured in Sect. and shown as black open circles
in Fig. are used, as well as the time-independent asymmetry difference represented by the
red line in Fig. |6.11] The uncertainties of feec(t) and of Agec — Aprim are set to zero, while their
possible impact on the measurement is taken into consideration by the systematic uncertainty in

Sect. The linear fit to Apim(t) is displayed in Fig. The fitted slope is

AV rr = (—0.4£0.5) x 1074,
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and corresponds to a shift of —0.25 x 10™* with respect to the result without subtraction of
the contribution of secondary decays to the asymmetry that is shown in Sect. The size of
the shift is roughly equal to the following approximate expression, which follows from Eq.
under the approximation that the time-dependence of the fraction of secondary decays on decay
time is linear,

_ fsec (tmax) - fsec(tmin)
(tmax - tmin)/TDO

7.0% — 2.1%
~ 54-06

A(A}/) ~ X (Asec - Aprim) (64)

(2.2 x1073) =~ —0.22 x 1074,

where in(max) 1S the average decay time of the candidates in the first (last) decay-time bin. This
estimate is in keeping with the result based on the subtraction of the contribution of secondary
decays to the asymmetry performed separately in each decay-time bin, from which it differs by
only 0.03 x 1074

No differences are expected in fsc(t) and in the asymmetry difference among different D°
decay channels. In fact, the production mechanism and triggering efficiency of secondary decays,
as well as their asymmetry, are expected to be the same for different D° decay channels, whereas
the detection asymmetry of the D% meson final state, which is different, cancels out in the
difference between secondary and primary decays and in addition is removed by the kinematic
weighting. The only asymmetry that might not cancel out is that from a possible nonzero value
of AY in the K™K~ and 777~ decay channels. In fact, the measured decay time of secondary
decays is systematically larger than the true one, and might provoke a decrease of the slope of the
dynamical time-dependent asymmetry for secondary decays. Thus, the difference between the
secondary and primary asymmetries can receive a time-dependent contribution from dynamical
asymmetries, which is not accounted for in Eq. . However, this effect is expected to be small.
In fact, the parameter AY is known to be less than 2.1 x 1074, ¢f. Sect. and the decay time
range analysed corresponds to a maximum of 5.4 7o, implying that the maximum dynamical
asymmetry is less than 1.1 x 1073, a factor of 2 below the fitted value of the asymmetry difference
in Fig. In addition, it is expected to cancel out to good approximation in the asymmetry
difference, since the measured decay time of secondary decays with IP(D") < 60 um in the
m(Dowg’;g) signal region is about 70% of the true one, as shown in Fig. Therefore, this
effect is neglected. The related bias is estimated to be smaller than 50% x 30% = 15% of the
total contribution of secondary decays to the asymmetry, where 50% is due to the maximum
size of the asymmetry and 30% to the relative difference of the true and measured decay times
of secondary decays. Its maximum size is 0.04 x 10~* in absolute value, and is accounted for in
the systematic uncertainty of Sect.

The hypothesis that the asymmetry difference between secondary and primary decays of the
K*TK~ and 777~ channels is equal to that of K~ 7T decays is verified in data where, however,
the precision of the results for the former ones is less precise by nearly a factor of three than
that for the K ~nT channel. Therefore, the results obtained with the D° — K~7% sample
are employed to correct the D° — K+tK~ and DY — 77~ samples as well, to minimise the
statistical fluctuations on the correction values. The results and the analogues of Fig. for
the signal channels are reported in Chap.[9] The shift of the value of AY after the subtraction of
the contribution of secondary decays is equal to —0.24 x 10~ and —0.25 x 10~ for the Kt K~
and 77~ decay channels, respectively.

107



Chapter 6. Secondary decays

e $gpr—or—rm—m—mo—b—r———" —
E IP(D)) < 200 pm. m(D{7y,) € [2007.5, 2011.3] MeV/c, 3]

[ F—=— IP0D) <200 pm, m(D’7y) € [2009.2, 2011.3] MeV/c® .
- - IP(D%) < 60 pum, m(Dx},) € [2007.5,2011.3] MeV/c? =
15} 7 r —= IP(D::) < 60 um, rn(D”{‘![ﬂ;) €[2009.2, 2011.3] MeV/c* .
=] F IP(D') > 100 um, m(D',) € [2007.5, 2011.3] MeV/c? R .
Nb 6 ' —==— 1P > 100 um, m(n“n,;g)e\zoog,z, 2011.3] MeV/c® .* .
3 - o —

: '_." e Ot :

2F o e S =

- R el —— -

- e o j="_] -

1 F e s e 3

E _d)cgéﬁjﬁ%jp aa E

0 L M s s s | s s L 1 L L P

t rec/ TDU

Figure 6.13: True decay time of secondary D? mesons as a function of their measured decay time.
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Chapter 7

Systematic uncertainties

This chapter discusses the systematic uncertainties of the measurement. Whenever they are not
expected to depend on the DY-meson decay channel, they are calculated relying on the K~ m+
final state to reduce the statistical uncertainty on their estimated value. The values of all of the
systematic uncertainties are summarised in Sect. [7.7

The main systematic uncertainties are due to the subtraction of the m(DOWj;g) background
under the D**-meson mass peak, to the asymmetry of the time-dependent shifts of its position for
D*t and D*~ mesons, and to uncertainties in the subtraction of the contribution of secondary
decays to the asymmetry. Minor contributions are related to limitations of the kinematic
weighting of Sect. as well as to the background of misidentified D-meson decays under the
DP-meson mass peak. Each of these sources of uncertainty is discussed in detail in one of the
following sections.

7.1 Removal of the background under the D*" mass peak

The effectiveness of the removal of the m(DOﬂ'ttg) background under the D**-meson mass peak,

as described in Sect. rests on two assumptions, namely:
1. the background properties, and in particular its asymmetry, are the same in the signal and
in the lateral window;

2. the coefficient to weight the candidates in the lateral window, i.e. the opposite of the
ratio of the integral of the background PDF in the lateral to that in the signal window, is
measured precisely.

The first assumption is tested by changing the m(Doﬂj;g) window used to subtract the
background. Two windows closer to the signal region ([2004.5,2008.5] and [2013, 2015] MeV/c?)
and one farther from the signal window ([2018,2020] MeV/c?) with respect to the standard one,
[2015,2018] MeV/c?, are used for this aim. The results of the measurement of AY (-~ r+) for the
three decay channels and for the four lateral windows, including the standard one, are summarised
in the first four rows of Table . The deviations of the values of AY(x-,+) measured with
the alternative windows with respect to the baseline one are affected by statistical fluctuations
in addition to a possible systematic bias. In particular, the largest deviations happen for the
[2013,2015] ([2018,2020]) MeV/c? window for the K~ 7" decay channel (for the KK~ and
77~ decay channels), and not for the [2004.5,2008.5] MeV/c? window, which is the farthest with
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Table 7.1: Summary of the results of the cross-checks on the removal of the m(D°w} ) background —
the baseline measurement is highlighted in grey. The second (third) column indicates whether the fits to
the m(Dowt‘Zg) distribution are performed separately for samples relative to different years and magnet
polarities (for the samples of D** and D*~ candidates) or not. All the values in the table are provided
before the subtraction of the contribution to the asymmetry of secondary decays, which is assumed to be
equal for all of the cross-checks.

Sideband Sum over Sum over AYp— o+ AYjpt - AY 4 -
[MeV/c?] samples  D*t flavours Bke. model [1074] [10~4] [1074]
[2004.5, 2008.5] Yes Yes Nominal 0.11+0.49 —2.01 £1.50 —0.36 £ 2.78
[2015.0,2018.0] Yes Yes Nominal 0.114 0.48 —2.22J 1.47 —0.69= 2.73
[2013.0,2015.0] Yes Yes Nominal 0.284+0.48 —2.43+1.49 —0.82£2.76
[2018.0, 2020.0] Yes Yes Nominal 0.11+0.48 —1.98£1.48 —1.91£2.75
[2015.0, 2018.0] Yes Yes Ap 2011-2012  0.11+0.48 —2.26 £1.46 —0.68 £2.70
[2015.0, 2018.0] Yes Yes AAcp 0.114+0.48 —2.20£1.48 —0.64 £2.73
[2015.0,2018.0] No Yes Nominal 0.11+0.48 —2.22£1.48 —0.68 £2.73
[2015.0, 2018.0] No No Nominal 0.18+0.48 —2.38 £1.48 —0.51+2.73

respect to the baseline one. The values of the maximum deviations are +0.18 x 1074, +0.24x 10~
and —1.23 x 1074 for the K~ 7+, KT K~ and 77~ sample, respectively, corresponding to +0.37,
+0.16 and —0.45 of the statistical uncertainty of the baseline measurements. For the K7+
sample, since no systematic trends are pinpointed in the results, the size of a possible bias
is estimated as the root mean square (RMS) of the deviations of AYy - + measured with
the three alternative lateral windows with respect to the baseline one, 0.10 x 10~%. This
number is an upper limit and likely overestimates the size of the bias, since it encloses a large
statistical component. The analogue RMSs for the KK~ and 7t7~ samples are 0.22 x 1074
and 0.74 x 1074, respectively. However, these value are likely to enclose even larger statistical
fluctuations, owing to the smaller size of the samples with respect to the K~ 7" one. The
features of the m(DOTrj;g) background are expected to be the same in all three decay channels
— the only difference being the different signal-to-background (S/B) ratio in the m(Dr)
signal window, and the different kinds of background candidates under the m(D?) mass peak,
which possess different m(DOﬂ'ttg) distribution. However, the systematic uncertainty on the
latter category is already taken into account in Sect. [7.5, and should not be double counted.
Therefore, the value of the systematic uncertainty of the K~ 7™ sample, multiplied by the ratio
of the S/B ratio of the K~ 7 final state to that of the signal sample under consideration, is
conservatively taken as systematic uncertainty for the K+ K~ and the 77~ samples. Using
the values S/B = 44.6, 22.2, 16.2 for the K~ 7", KTK~ and 77~ samples, respectively, the
uncertainty is estimated to be 0.20 x 1074 (0.28 x 10~%) for the K™K~ (777 ~) decay channel.
Explicit checks for the presence of correlations between the m (D% .) variable and the kinematic
variables used in the weighting of Sect. are reported in Appendix The results support
the hypothesis that possible biases to the measurement due to variations of the background
features as a function of m(Doﬂj;g) are smaller than the systematic uncertainties above, which
are probably overestimated.

Various tests are performed to test the second assumption. First, the alternative PDFs
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adopted in Refs. [18]/114] are used to model the background,

0 _

Prig(m: mo, a, B) = H(mIB"“]) [1 +emmmo) 4 B(m —mg)|,  (Ap 2011-2012)
Oa(m —m —Blm—m

Pokg(m;mo, a, B) = fuu(m —mo) s 0) (m — mg)®e Pm=mo), (AAcp)

where m = m(D7 ), mo = m(D°) + m(x"), 6u is the Heaviside step function and Ip is the
appropriate normalisation factor in the range [2004,2020] MeV/c?. The deviations of the value of
AY from the baseline result when using these alternative parametrisations are listed in Table
and amount to 0.00 x 1074, 0.04 x 10~% and 0.05 x 10~ at most for the K7, KT K~ and nt7n~
decay channels, respectively. Second, since the shape of the background PDF might change over
the data-taking time as a consequence of changes in the operations of the detector and of the
trigger, the fits to the m(DOﬂ'ttg) distribution are performed separately for each year and magnet
polarity. The corresponding results are listed in the next-to-last line of Table and amount
to 0.00 x 1074, 0.00 x 10~* and 0.01 x 10~* for the K~nt, KTK~ and 777~ decay channels,
respectively. Finally, the shape of the background PDF might depend also on the charge of
the W;:g meson, since the kinematics of oppositely charged pions produced in a pp collision can
differ, and this difference can be further increased by detection asymmetries. This hypothesis
is tested by repeating the fits separately not only for each year and magnet polarity, but also
for the distributions of D** and D*~ candidates. The deviations from the baseline result are
listed in the last line of Table and amount to 0.07 x 107%, —0.16 x 10~* and 0.18 x 10~ for
the K77, KT K~ and 777~ decay channels, respectively. Since the effect is expected to be of
the same size for the three decay modes, but the deviations contain a statistical fluctuation in
addition to the possible bias, the deviation observed in the K7™ sample (properly multiplied
by the ratio of the S/B ratios) is taken to estimate an upper bound to the effect, obtaining the
values 0.14 x 10™* and 0.19 x 10~ for the KK~ and the 7t7~ decay channels, respectively.

The systematic uncertainties that account for possible deviations from the assumptions listed
at the beginning of this section are summed in quadrature to estimate the total systematic
uncertainty on the removal of the m (D" .) background, which is equal to 0.12 x 1074,0.24x 1074
and 0.34 x 107 for the K7, K™K~ and 77~ decay channels, respectively. Finally, a cross-
check is performed by repeating the measurement without subtracting the m(DOW;:g) background,
to make sure that possible contributions to the asymmetry from the m(DOTrj;g) background (which
are in any case subtracted with good precision thanks to the background removal) are moderate
in size. The results are AYx .+ = (0.20 £ 0.47) x 1074, AYy1 - = (—2.41 +1.39) x 1074
and AY,1,- = (—1.01 & 2.52) x 107*, corresponding to shifts of AAYrs = 0.09 x 1074,
AAYgi = —0.20 x 1074 and AAY,+,— = —0.32 x 10~ from the baseline results. The size of
the shifts is less than that of the estimated systematic uncertainty, thus confirming that the
uncertainty covers very conservatively any possible effects related to a imperfect removal of the
m(D%xF ) background.

tag

7.2 Time and flavour dependent shift of the D*" mass peak

The m(D°m,) signal window is fixed to [2009.2,2011.3] MeV/c? and does not depend on the

tay

D**-meson flavour nor on the DY-meson decay time. This can potentially give rise to nuisance
time-dependent asymmetries. In fact, if the m(D°r ) signal distributions of D** and D*~

tag

mesons are shifted with respect to each other, for example because of biases of opposite sign
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Figure 7.1: Shift of the m(D%r} ) signal distribution of D** and D*~ candidates as a function of DY

decay time for the (left) K™, (éentre) K™K~ and (right) 7" 7~ decay channels. The shift is estimated
as the difference of the mean, median and mode of the D** (D*~) signal PDF, as obtained in the fits
described in Sect. and the corresponding values obtained in the fit to the D** and D*~ candidates
combined. In both fits the whole, kinematically weighted data sample is employed. Note that the range
of the y axis for the 777~ decay channel is different from the others.

in the measured momentum of W;:g and 7 mesons, this would provoke different selection
efficiencies for D** and D*~ candidates. Moreover, since the momentum is correlated with the
D%-meson decay time, and the bias on the W;:g—meson momentum can depend on the value of
the momentum itself, it is possible that the relative shift changes as a function of decay time.
This would result in a time-dependent asymmetry of the selection efficiencies of D** and D*~
candidates that would contribute as an additional term in the raw asymmetry in Eq. of
Sect.

The size of the shift between the D** and D*~ distributions is estimated by comparing the
difference of the mean, median and mode of the m(D"r ) signal PDF for the D** and D*~
mesons in the fits of Sect. with respect to those of the fit to the m(Doﬂjgg) distribution of
D*t and D*~ candidates combined. These estimators are preferred with respect to other options,
such as the fraction of signal candidates in the signal window, since they are less influenced by
statistical fluctuations of the shape of the small tails of the signal PDF, which can be difficult to
disentangle from background. The results are shown in Fig. for the candidates kinematically
weighted according to the procedure in Sect. but are the same within uncertainty also for
raw data and after the first step of the kinematic weighting. The results for the three estimators
agree within the uncertainty and among different decay channels. For the K~ 7" final state,
which provides the best precision, the relative shift between D** and D*~ mesons, which is
compatible with zero at low decay times, is found to increase up to 4keV/c? at large decay times.

The impact of the shift on the measurement of AY is estimated by repeating the measurement
of AYy -+ using a time-dependent and flavour-dependent m(DOwj;g) signal window. For each
decay-time bin and flavour, the baseline signal window is shifted by the corresponding shift of
the mode in Fig. This procedure is applied to raw data and to data after the first step of
the kinematic weighting, as well to the fully kinematically weighted data where the measurement
is eventually performed. The measured value of AYj— + is shifted by —0.14 x 10~* with respect
to its baseline value. The magnitude of this shift is taken as a systematic uncertainty for all
decay channels. The corresponding shifts for the K™K~ and 77~ channels, where statistical
fluctuations are expected to play a larger role, are +0.15 x 10™* and —0.37 x 10™%, respectively.

As a further cross-check, the asymmetry between the fraction of D** and D*~ events that
fall in the m(DOWj;g) signal window is plotted in Fig. . The time-dependent slope of this

asymmetry, whose value corresponds to the bias on the measurement of AY under the hypothesis
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Figure 7.2: Asymmetry of the fraction of D** and D*~ candidates selected by the baseline m(D%x" )

tag
signal window as a function of the D°-meson decay time, for the (left) K~7", (centre) K+ K~ and (right)
7t71~ decay channels. The fractions are taken from the fits described in Sect. which employ the
whole data sample. Note that the range of the y axis depends on the decay channel.

that the dependence of the fraction asymmetry on decay time is linear, are consistent with zero,
although within larger statistical uncertainties of 0.30 x 1074, 1.2 x 10™* and 2.2 x 10~ for the
K 77, K"K~ and 7t7~ decay channels, respectively. The larger statistical uncertainties are
due to the larger fluctuations that affect the determination of the shape of the tails of the signal
PDF with respect to their modes.

7.3 Secondary decays

The bias on AY due to the contribution of secondary decays to the asymmetry results from
the product of their fraction and of the asymmetry difference between secondary and primary
decays, as quantified in Eq. . Its size can be roughly estimated under the approximation
that the fraction of secondary decays increases linearly with decay time and that the asymmetry
difference is constant, yielding Eq. (6.4])). Under this approximation, the relative uncertainty
on the measurement of (Agec — Aprim), 16%, reflects into an equal relative uncertainty on the
subtracted bias, corresponding to an absolute value of 0.04 x 1074, As a cross check, possible
nonlinear variations of the measured value of AY with the value of the asymmetry difference
are tested by repeating 1000 times the subtraction of the contribution to the asymmetry from
secondary decays with the baseline procedure of Sect. each time drawing the value of the
asymmetry difference from a Gaussian distribution whose mean and sigma are fixed to the values
obtained in the fit to the data with IP(D?) > 100 um in Fig. (left). The residuals of the
measured value of AY with respect to the baseline one are plotted in Fig. [7.3] The average
of the residual distribution is compatible with zero within 0.01 x 10~ for all decay channels
and thus is neglected. On the other hand, its RMS is equal to 0.04 x 1074, 0.04 x 10~% and
0.03 x 107 for K~nt, KTK~ and 777~ decay channels, respectively, and confirms the linear
estimate above.

The impact of the uncertainty on the contribution of B mixing to the secondary asymmetry is
estimated as follows. The values of the constant term of the asymmetry and of the normalisation
factor that multiplies the black template in Fig. (right), which models the impact of B°
mixing on the time dependence of the asymmetry, are sampled randomly 1000 times from a
bivariate Gaussian PDF whose parameters are fixed to those obtained in the fit to the asymmetry
of data with IP(D°) > 100 um in Fig. (left). The time-dependent asymmetry difference,
Agec(t) — Aprim(t), is thus modelled as in Eq. (6.3)), with fp+(t) assumed to be independent of
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Figure 7.3: Difference between the fitted value of AY obtained in 1000 pseudoexperiments where the

constant asymmetry difference of secondary and primary decays is varied within its uncertainty, and the
baseline one.
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Figure 7.4: Difference between the fitted value of AY obtained in 1000 pseudoexperiments that take into
account the impact of B® mixing on the secondary asymmetry, within the uncertainty of its fitted value,
and that of the baseline model that assumes a time-independent asymmetry.

decay time.! Then, the so-obtained contribution of secondary decays to the total asymmetry
is subtracted using Eq. , taking the values of fsec(t) from the baseline measurement. The
residuals of the measured value of AY with respect to the baseline one are plotted in Fig. [7.4]
The average of the residuals distribution is compatible with zero within 0.01 x 10~* for all decay
channels and is neglected. On the other hand, its RMS, which is equal to 0.04 x 10~ for all decay
channels, is compatible with the uncertainty due to the measurement of the asymmetry difference
in the hypothesis of time independence. Therefore, a systematic uncertainty of 0.04 x 107 is
assigned to account for the uncertainty on the asymmetry difference of secondary and primary
decays in the subtraction of the bias from secondary decays.

!This approximation is justified by the observation that the value of fg+ is less than 15%, as shown in Fig.
Therefore, the contribution of the time-dependence of the asymmetry from BT mesons is expected to be smaller
that that due to B mixing, even if the relative variation of fp+(t) as a function of decay time for data satisfying
IP(D°) > 100 um is as large as 50% (the relative variation of fz+ as a function of decay time for data satisfying
the baseline requirement TP(D°) < 60 um is much smaller). In fact, the relative variation of the asymmetry due
to the mixing of B® mesons, which make up more than 85% of the secondary decays, can be as large as 50%, as
shown in Fig. (right). This 50% variation is also much larger than the relative variation of fgo(t) = 1— fg+(¢)
as a function of decay time is less than 5% both in the TP(D°) > 100 um ad in the TP(D°) < 60 um regions, and
is negligible with respect to the
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Figure 7.5: Ratio between the IP(DY)-versus-t(D") normalised distributions of simulation to data of
(D** ™) pairs.

The second factor contributing to the uncertainty on the subtracted bias is the uncertainty
on the variation of the fraction of secondary decays as a function of decay time. This can be
caused by discrepancies between simulation and data in the distributions of either decay time
or IP(DV). The size of the discrepancies is estimated using the (D**p~) sample of secondary
decays described in Sect. [£.5] which allows a fair comparison between data and simulation
thanks to its high purity. The ratio of the IP(D°)-versus-t(D°) distribution of simulation and
data for this sample is plotted in Fig. The simulation presents fewer (more) candidates
at low (large) values of IP(DY), but this behaviour is not significantly correlated with decay
time. The relative normalisation between primary and secondary decays in the template fit
of Sect. is essentially determined by secondary decays with large values of IP(D%) — let
us say IP(D") > 100 um —, where they can be unambiguously disentangled from primary
decays. The shape of the template is then used to infer the amount of secondary decays in the
signal region, IP(D") < 60 um. Since the ratio of (D**p~) simulation and data in the interval
IP(DY) € [100,200] um (IP(D®) < 60 um) is equal to 1.04 (0.95), the fraction of secondary decays
with IP(DY) < 60 um is underestimated by about 1 — (0.95/1.04) = 8% owing to imperfections
in the IP(D?) template of secondary decays. Another error might arise from an imperfect decay-
time distribution of simulated secondary decays. In particular, the simulation underestimates
the number of secondary decays at 0.67po by around 20%, as shown in Fig. with the size
of the underestimation progressively decreasing until reaching zero at around 17po. Therefore,
the fraction of secondary decays in the first bins of decay time might be further underestimated
by up to 20% in addition to the underestimation due to wrong IP(D°) templates that affect the
time-integrated fraction. Taking both effects into account, fsec(tmax) might be underestimated
by 8% (0.6% in absolute value) and fsec(tmin) up to 1 — (1 — 8%)(1 — 20%) = 26% (0.6% in
absolute value). The two errors tend to cancel in the difference fsec(tmax) — fsec(tmin) in Eq. .
However, it is assumed conservatively that they are uncorrelated. The fractional uncertainty on
fsec(tmax) — fsec(tmin) due to each of two effects is 11%, and it translates into an equal relative
uncertainty on the subtracted bias, corresponding to an absolute value of 0.03 x 1074,

The estimated size of the discrepancies between the fraction of secondary decays in simulation
and data is roughly in agreement with what is observed in the results of the template fit whose
projections are plotted in Figs. and where the ratio of the fit results to data differs from
unity by less than 15%. In particular, in the last decay-time bins the normalisation of secondary
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decays seems too large by around 8%. This would partially compensate the underestimation of
the time-integrated fraction of secondary decays discussed in the previous paragraph.

Finally, the statistical uncertainty on the templates owing to the limited size of the simulated
sample is not taken into account in the fit. On the contrary, the minimum content of every bin
is set artificially to 0.01. This approach might bias the results, in particular owing to statistical
fluctuations in the poorly populated upper tails of the IP distributions. Possible biases related
to this choice are checked by setting the minimum population of each bin to 10 instead of 0.01.
The normalisation of the template of secondary decays decreases by 6%, corresponding to a
variation of the subtracted bias of 0.02 x 10~%. This value is summed linearly to the bias due
to the underestimation of the fraction of fsec(tmax) calculated previously (the absolute value of
the effect on fsee(tmin) is negligible), and the result is summed in quadrature with the bias on
fsee(tmin) and with the uncertainty on the asymmetry difference to yield the total systematic
uncertainty on the subtraction of secondary decays, which is equal to 0.07 x 10~%. This number
is smaller by a factor of 10 than the corresponding uncertainty of the AY measurement with
D**-tagged data collected during 2011-2012 [114.[174].

7.4 Discrete implementation of the kinematic weighting

The kinematic weighting employed in Sect. [5.2] to remove the nuisance time-dependent asym-
metries equalises the vector momentum distributions of the Wj;g and D° mesons through a
binned approach. However, the weighting functions are, in principle, continuous functions of the
momenta. Therefore, the discrete method used to calculate the weights intrinsically degrades its
accuracy, even in the limit of large number of events per bin. On the other hand, the bins cannot
be too fine owing to the limited number of candidates, especially in the 7+7~ decay channel.

The possible bias due to the finite size of the bins is estimated by increasing and decreasing
the width of the bins of the K~ 7T sample, as shown in Table and by observing the impact
of this change on the measured value of AY - _+. In order to make the comparison among the
various binnings fair, only the events that are selected with the finest binning are considered
when calculating AYy -+ with coarser binnings. In fact, only the bins containing more than
40 events and whose asymmetry is less than 20% in magnitude are used for the measurement,
whereas the candidates in the other bins are discarded, as explained in Sect. Therefore,
increasing the binning intrinsically reduces the size of the sample and introduces statistical
fluctuations in the results.

The results are plotted in Fig. |7.6, It is interesting to note that they are much more stable
after the second than after the first step of the kinematic weighting. The measured value of
AYj -+ reaches a plateau for a number of bins between 10 and 10°. The systematic uncertainty
on the choice of the binning is estimated as the absolute value of the difference between the
value of AYy— .+ measured with the two finest binnings, which is taken as a proxy of the plateau
value, and the baseline one, and amounts to 0.05 x 10~

7.5 Background under the D' mass peak

As a side effect, the removal of the m (D" .) background removes also the m(h*h™) background
from random associations of two charged tracks, whose m(DOWj;g) distribution is equal to that of
random combinations of DY mesons with unrelated pion mesons. This effect can be appreciated
in Fig. (bottom-right), where the tail on the right of the D°-meson mass peak disappears
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Table 7.2: Binning schemes used to calculate the systematic uncertainty on the discrete implementation
of the kinematic weighting. All binning schemes employ the ranges [—0.27,0.27] rad, [—0.27,0.27] rad
and [0,0.08]c/GeV for the variables 6,, 6, and k, respectively, in the first step of the weighting and
[2,18] GeV/e, [2,4.2] and [2,4.2] for the variable pp(D°), n(D®) and n(x},), respectively, in the second
step of the weighting. The baseline binning scheme is highlighted in grey.

Npins AYp— o+ [10 }
Oo(mt,)  Oy(mt,) Kk(mlt,) tot [103] pp(D°) n(D°) n(mh,)  tota [10%] w, weighting (m ttg7D ) weighting

18 14 20 5 16 12 11 2 —1.09+ 052 —0.02+  0.52
25 19 28 13 23 18 16 7 —042+ 052 024+  0.52
36 27 40 39 32 25 22 18 —0.634 052 0204  0.52
51 38 57 110 45 35 31 49 071+ 052 021+ 052
72 54 80 311 64 50 44 141 —090+ 052 013+  0.52
102 76 113 876 91 71 62 401 —0.74+ 052 018+ 052
144 108 160 2488 120 100 88 1056 —0.84% 052 012+  0.52
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Figure 7.6: Measurements of AYx - .+ as a function of the number of bins employed in the kinematic
weighting. The definition of the binnings is provided in Table

after the removal of the m(DOWja‘g) background. However, misreconstructed charm-hadron decays
are not removed and contaminate the dataset in the m(h*h™) signal window. Their number
and asymmetry must be assessed to estimate how much they bias the measurement.

The most important backgrounds in the range m(h™h~) € [1750,2010] MeV/c? are listed in
Table Their m(h™h™) distributions are studied using the RAPIDSIM application [176]. This
is a fast-simulation package which employs as input the heavy-quarks momentum distributions
from the FONLL program [177], decays the heavy hadrons using EVTGEN [167], and simulates
the final state radiation (FSR) with PHOTOS [168]. Finally, it applies geometrical-acceptance
requirements and smears parametrically the momenta, vertex position and IPs of the particles
based on the performance of the LHCb experiment. The EvTGEN models used in generation
are listed in Table while the requirements used to emulate the trigger are listed in Table

The selection efficiency of the PID requirements on the two D% -meson final-state particles is
not simulated by RAPIDSIM. On the contrary, it is calculated as a function of momentum and
of pseudorapidity with the data-driven approach described in Ref. [17§], which relies on large
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calibration data with self-tagged decays (like J/ip— u*pu~ for muons). These PID efficiencies
are displayed for all relevant particle types in Appendix

The m(D"x,},) and m(h*h™) distributions of all decays listed in Table are plotted,
together with their expected relative normalisations, in Fig. Since for Dy — K~ K7 and
Df — wtr~at decays the values of the invariant masses m(h™h™) and m(D%7} ) are linearly
anticorrelated, as shown in Fig. the mean of the m(h*h™) Gaussian peak shifts as a function
of the value of m(D°w ) and the removal of the m(D%x} ) background introduces a negative
peak on the left of the one corresponding to the m(Dr\ ) signal window in Fig. [7.8] (bottom).
The most important backgrounds in the m(h*h™) signal window are three-body decays of D
mesons, where one particle is not reconstructed, but the misidentification of another particle with
one of larger mass compensates for the loss of invariant mass due to the unreconstructed particle.
Typical cases are those of an unreconstructed neutrino or 7° meson, and the identification of a
pion as a kaon meson, or of a lepton as a pion or kaon meson.

The fraction of background decays in the m(h*h™) signal window is measured with a template
fit to the time-integrated m(h™h™) distributions. Describing the signal PDF with high accuracy
is fundamental to guarantee the reliability of the results, since signal candidates are much
more numerous than most background components also outside of the m(h*h™) signal window.
Therefore, the resolution tails of the signal and signal events with FSR cannot be parametrised
by using data-driven models, but must be estimated based on simulation.

The signal PDF is modelled as follows. The RAPIDSIM simulation is used to determine the
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Figure 7.7: (Top): distribution of the invariant mass m(h*h™) of the final-state particles of the D%meson
candidate (red) before and (black) after the removal of the m (D7} .) background. The vertical dashed
lines delimit the signal window. (Bottom): Magnification to put in evidence the shape of the residual

background under the m(D°) peak.
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Table 7.3: Decays of charmed hadrons whose m(h*h™) distribution overlaps with the [1750,2010] MeV/c?
range, when reconstructed as (top) D° — K~nt, (centre) D° — K+K~ and (bottom) D — 7t7—
decays. The main origin of the candidates is either the D** — Dz decay (B = 68%), or the pp
collision. The EVTGEN model used to generate the decays and the number of generated events are
displayed in the fourth and fifth column (D** decays are always simulated using the VSS model). In the
last column, p; — po indicates that the particle p; is reconstructed with the particle identity ps, possible
causing a suppression of the selection efficiency owing to the PID requirements (“PID-suppr.”). Both
unreconstructed particles (“not rec.”) or the wrong identification of the D} as a D** meson produce a
suppression of the selection efficiency due to kinematic selection requirements (“kin.-suppr.”).

Decay B (%) Origin Model Ngen  Notes

D°— K7t 3.9 D**  PHSP 130M -

D~ K uty, 34 D+t ISGW2 500M pt — 7T, v, not rec. (kin.-suppr.)

D= K etu, 3.5 D*t ISGW2 500M e" — 7", ve not rec. (kin.-suppr.)

D KTK~ 041  D**  PHSP 100M Kt — 7t (PID-suppr.)

D= ntn~ 0.15 D*T  PHSP 100M 7~ — K~ (PID-suppr.)

D= 7 atq® 1.5 D** D.DALITZ 300M =~ — K~ (PID-suppr.), 7° not rec. (kin.-suppr.)
D°— KYK~ 0.41  D*"  PHSP 100M -

D= K ot 3.9 D*t  PHSP 130M 7t — KT (PID-suppr.)

D’ K nta® 14.4
Df 5 K~ Ktrnt 5.4

D** D.DALITZ 300M =t — KT (PID-suppr.), 7° not rec. (kin.-suppr.)
pp DDALITZ 300M D7 rec. as D** (kin.-suppr.)

D= K uty, 3.3 D*t  1sGW2 500M pt — K+ (PID-suppr.), v, not rec. (kin.-suppr.)
D= K~ etu, 3.5 D** ISGW2 500M et — KT (PID-suppr.), ve not rec. (kin.-suppr.)
D°— rtr~ 0.15  D*"  PHSP 100M -

D= Kot 3.9 D*T  PHSP 130M K~ — 7~ (PID-suppr.)

D uty, 027  D*F  ISGW2 800M pt — 7T, v, not rec. (kin.-suppr.)

D= r etre 0.29 Dt ISGW2 800M e" — 7", ve not rec. (kin.-suppr.)

Df s ata—at 1.8 pp DDALITZ 300M D7 rec. as D*" (kin.-suppr.)

FSR distribution by selecting only events satisfying mue(hTh™) < m(D) — 0.5 MeV/c? and by
fitting them with an empirical function, as shown in Fig. [7.10| (left). Then, the fitted shape is

Table 7.4: Selection requirements for the data simulated with the RAPIDSIM application.

Variable Requirement  Unit
p(hT) € [5,120] GeV/e
pr(h*) €[0.8,12]  GeV/c
n(h*) €[2,4.2] -
IP(h*) > 30 um
pr(D°) > 2 GeV/e
FD(D?) > 0.8 mm
GDIRA(DO) <17.3 mrad
IP(DY) < 200 wm
Ry (D) <4 mm
p(rt) € [1,16] GeV/c
pr(r,) €1[0.2,1.4] GeV/e
n(rt,) €242 -
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Figure 7.8: RAPIDSIM distributions of (top) m(D°x ), (centre) m(h*h~) of the candidates in the

tag

m(D°x) signal window and (bottom) m(h™h™) of the selected candidates after the removal of the
m(DOﬂ'j;g) background, for all signal and background decays listed in Table For the m(h™h™) plots,
the normalisations relative to the signal component are shown in the legend, using the Df—to-D**
cross-section ratio from Ref. . Left, centre and right plots correspond to the K~7+, K™K~ and
77~ decay channels.

convolved with a resolution function composed by four Gaussian functions with shared mean. The
resulting PDF for the K ~n" decay channel is fitted to the simulated sample of primary decays
described in Sect. filtered by requiring that neither of the D°-meson final-state particles is
identified as a muon (the decay in flight of the hadrons into muons is taken into account later).
This sample comprises a lower number of candidates with respect to the RAPIDSIM one, but
reproduces the experimental resolution much more accurately. The results of the fit are shown in
Fig. The resolution function is then fixed to the results of this fit for all D°-meson signal
decay channels, apart from the mean and a global scale factor shared by all of the four Gaussian
functions, which are left free to vary. These free parameters take into account both possible
biases on the m(h™h™) mass, since the Kalman filter used in the tracking parametrises the loss
of energy due to the interactions of particles with the detector by using a pion hypothesis for
both pion and kaon mesons, and for different resolutions for the three decay channels, owing to
different emission angles and momenta of the D°-meson final-state particles which are caused by
different PID requirements and decay )-values.

Additional resolution tails are due to candidates for which either of the D? daughter hadrons
decayed in flight into a muon before exiting the magnetic field. The m(h™h™) distribution of
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Figure 7.9: (Left) Distribution of D} — K+*K~nt decays in the m(D ! )-versus-m(K*K™) plane,
when they are reconstructed as D’ — KK~ candidates coming from a D** — DO decay. (Right) Dis-
tribution of D — 7t~ 7+ decays in the m(D°r )-versus-m(w* =) plane, when they are reconstructed

tag
as D*— 777~ candidates coming from a D** — D7 decay.

these candidates is estimated based on the simulation of D® — K~7t decays, by analysing
only candidates where the 7™ or K~ meson has passed through all of the muon stations and is
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Figure 7.10: Fits to the RAPIDSIM m(hTh™) signal distribution for events with FSR, in (left) linear and
(centre-left) logarithmic scale. The true values of the momenta are used and only events more distant than
0.5 MeV/c? from the DY-meson mass peak are taken into account. Centre-right and right plots display the
cross-check fit where the FSR distributions is fixed to that obtained in the left plot, is convolved with a
Gaussian resolution function and is compared with the RAPIDSIM distribution (calculated using smeared
momenta) of all data, including candidates without FSR. Top, centre and bottom plots correspond to the
K—nt, KTK~ and 777~ decay channels.
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Figure 7.11: (Left) Result of the fit of the resolution to the distribution of simulated m(K ") decays,
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shape of the FSR is fixed to that obtained in the fit to the RAPIDSIM simulation in Fig. [7.10} and only
the resolution function, parametrised as the sum of four Gaussian functions with shared mean, is left free
to vary. (Right) Magnification of the left plot.
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Figure 7.12: Fits to the mass distribution of simulated D° — K~7T decays, where the (left) 7+ meson
and (right) K~ meson pass through all of the muon stations and are thus identified as muons.

thus identified as a muon, which are around 0.72% and 1.04% of the total, respectively. The
corresponding m(h™h™) distributions are plotted in Fig. Owing to the low @-value of
the 7™ — pT v, decay, the direction of the ut lepton essentially coincides with that of the 7
meson and its momentum is dominated by the boost factor of the 7 meson in the laboratory
frame. Therefore, the measured momentum of the 7™ meson is typically smaller than the true
one, resulting in a long left tail of the m(h™h™) distribution. This distribution is fitted with
a Crystal ball function [179] as shown in Fig. (left). On the other hand, the K~ — p~7,
decay has a much higher @-value and the momentum of the ;= meson can differ significantly
from that of the K~ meson. As a consequence, the measured momentum of the K~ meson
can be both larger or smaller than the true one, corresponding to tails on both sides of the
DP-meson mass peak.Therefore, the mass distribution of these candidates is fitted with the sum
of two Gaussian functions with shared mean, as shown in Fig. [7.12] (right). In the template fit
to the data, the shapes of both decay-in-flight components and the fraction of the signal PDF
described by them are fixed to those obtained in the fits to simulated D° — K~7t decays.

As far as the PDFs of the background components are concerned, they are fixed to the
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7.5. Background under the D° mass peak

templates obtained with RAPIDSIM. Since the m(hth™) templates of the background channels
with a u* and a e™ lepton in the final state are nearly degenerate, their ratio is always fixed
to expectations from simulation. Finally, the Dy — 7t7~ 7" decay is not included in the
D® — 7tn~ fit, and the D° — 77T x% background is not included in the D° — K7t nor
in the D® — KK~ fit, since they are negligible with respect to all other backgrounds, as
shown in Fig. [7.8 (bottom). The overall agreement between the expected normalisations of
the background components and data is reported in Fig. corresponding to a fit where the
relative normalisation of all backgrounds with respect to the signal are fixed to the expectations
and only the mean and width of the signal resolution and the overall normalisation of the total
PDF are fitted to data. In the baseline fits used to estimate the systematic uncertainty, few
more parameters are left free to vary in order to improve the agreement.

For the D° — K ~xt sample, while the relative normalisation of the D° — K+ K~ background
with respect to the signal is fixed to expectations given its smallness and the complexity of
extracting its normalisation from the fit, the normalisations of the D® — 7+7~ background
and of the sum of DY - K~ety, and D° - K “pty, decays are left free to vary. The
projections of the fit are shown in Fig. (left). The fitted normalisation of the D° — K~ (T,
(D° — 7t 7~) templates is larger by a factor of 1.06 (1.12) with respect to expectations. The
largest contamination in the signal region is due to D° — K~ ¢*v, decays and is equal to
(2.540.1) x 1074, where only the statistical uncertainties of the templates and of the fitted
normalisation are considered.

In the fit to the K™K~ sample, whose projection is shown in Fig. [7.13| (centre), the
normalisation of the D — K~ ¢*u, backgrounds is fixed to expectations, while the normalisations
of all other backgrounds are left free to vary. This ensures that the normalisation of D° — K¢+,
backgrounds is not artificially increased to improve the agreement of the fit with data in the range
m(KTK™) € [1910, 1925 MeV/c?, where the discrepancies are likely due to a poor reproduction
of the DY — K~r7 left tail (a fit where this constraint is removed is shown in Fig. in
Appendix . The fitted normalisation of the D — K~ 7t7x%, Df - K*K~7* and D" —
K~ 7 templates are equal to 0.84, 0.65, and 1.19 times the expectations, respectively. The largest
contaminations in the signal region are due to D — K~n*t7?, DY — K—¢*y, and D*— K—n*
decays and amount to (8.240.1) x 1074, (3.7 £0.1) x 10~% and (2.3 £0.1) x 10~*, respectively,
where only the statistical uncertainties of the templates and of the fitted normalisations are
considered.

Finally, in the fit to the 7t7~ sample, whose results are shown in Fig. [7.13| (right), the
normalisation of the D? — K~7nt backgrounds is free to vary, while that of D° — 7= ¢y,
background events is fixed to expectations. This ensures that the normalisation of D?— 7~ ¢y,
backgrounds is not artificially increased to improve the agreement of the fit with data in the range
m(rtm™) € [1800, 1825] MeV/c?, where the discrepancies are likely due to a poor reproduction
of the D? — K~7" right tail (a fit where this constraint is removed is shown in Fig. in
Appendix . The fitted normalisation of the D® — K~7+ background is equal to 1.02 times
its expectations. The only background contamination in the signal region is due to D* — 7= ¢+,
decays and amounts to (2.6+0.1) x 10~#, where only the statistical uncertainties of the templates
and of the fitted normalisation are considered.

The contribution of the background decays to the total time-dependent asymmetry in the
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Figure 7.13: Nominal template fit to the time and flavour integrated m(h™h™) distributions of (left)
K~7n", (centre) KTK~ and (right) 777~ decays. Bottom plots are magnified to put the background
components in evidence.

m(h*h™) signal window is equal to

Atot(t) - Slg + Z fbkg Abkg( ) - Asig(t)]
bkg
(7.1)
~ Asg(t) + > fokg(t) Abig(t)
bkg

where the sum runs over all background components, Agis(t) (Apkg(t)) is the asymmetry of
the signal (of the background component “bkg”) in the signal window, fykg(t) is the fraction
of background decays in the signal window, and in the last passage the signal asymmetry is
neglected since all background fractions are less than 1 x 10™2 and the signal asymmetry is
much smaller than 1% after the kinematic weighting (cf. Figs. and . Expanding both

the background asymmetries and fractions to linear order in decay time,

t t

~ A9 1 ~ £0 1
Apkg(t) = Apyg + Abkggv Jokg(t) ~ foxg + fbkg%» (7.2)
the total asymmetry can be written as
t
Atot (t) ~ Asig(t) + Z fk?kgA%kg + Z[fk()]kgA%)kg + fékgAgkg]ia (73)
Tpo
bkg bkg

and the corresponding bias on the measurement of AY is approximately equal to

A(AY) =~ Z fbkgAbkg + fbkgAbkg] (7.4)

bkg

In order to estimate its size, the time-dependent fractions of all background components
are calculated based on the RAPIDSIM distributions of m(h*h™) ws. (D), and on the time-
integrated relative normalisation between the background and the signal decays obtained in the
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7.5. Background under the D° mass peak

time-integrated fits to the m(h*Th™) distributions. The plots of the time-dependent fractions are
shown in Appendix while the results of the linear fits are summarised in Table Owing
to the approximate emulation of the candidates selection in RAPIDSIM, the time distributions
of RAPIDSIM signal candidates and data agree only within 20% both at low and high decay
times, as shown in Fig. in Appendix Therefore, assuming conservatively that a relative
uncertainty of similar size affects also the backgrounds, but the effects do not cancel completely
in the ratio, the uncertainty on fj is set to the sum in quadrature of the fit uncertainty and
20% x V2 ~ 28% of the value of the time-integrated fraction (f), and the uncertainty on fi
is set to the sum in quadrature of the fit uncertainty and 40% x v/2/5.4 = 10% of (f), where
40% is the difference of the bias on f(t) at large and low decay times and 5.4 is the difference
between the average decay time of the last and first decay-time bins.

The background asymmetries are calculated from m(h™h™) data lateral windows. For each
background, it is assumed that the value of the asymmetry does not depend on the value
of m(h*h™). Moreover, the asymmetry of semileptonic backgrounds is measured without
distinguishing between them, that is making the assumption that the asymmetry of semimuonic
or semipositronic decays are equal or, alternatively, that the ratio of their candidates number
in the signal and lateral window is equal. Furthermore, the asymmetry of the signal decays
is neglected, since its time-integrated asymmetry is equal to zero by construction due to the
kinematic weighting and its slope is known to be less than the current world average of AY,
which is compatible with zero within 0.02%. The plots of the time-dependent asymmetry in the
lateral windows are displayed in Appendix [E.3]

For the K~ 7t sample, the asymmetry of the D° — K~¢*1, background is measured in the
window [1750, 1780] MeV/c?, where the fraction of D — K~ ¢*u, decays is about 69%. The
contribution to the asymmetry from the D° — K+ K~ background component is neglected, since
its fraction is less than 4%, and the asymmetry of the DY — K~ ¢+, background is calculated
as the measured asymmetry divided by the fraction of D°— K~ ¢, decays in each decay time
bin. The fit to the measured asymmetry is shown in Fig. [E.10| (Appendix .

For the K*K~ sample, the asymmetry of the D° — K~ 7t background component is
measured in the window [1920,1970] MeV/c?, where the fraction of D — K~nt decays is
around 99%. Therefore, no corrections are applied to take into account the contribution to the
asymmetry from other negligible background decays. The asymmetry of the D° — K~ rt70
background component is measured in the sideband [1750, 1780] MeV/c?, where its fraction is
76%, while 20% of the events are given by D°— KK~ decays and only 4% by DY — K~ (T,
candidates. Therefore, it is measured as the total asymmetry in each decay time bin, divided by
the corresponding measured fraction of DY — K~ 770 decays — without corrections for the
contributions to the asymmetry of other backgrounds. The fits to the measured asymmetries are
shown in Fig. (Appendix . Finally, the asymmetry of the D® — K ~¢*v, background,
whose fraction is subdominant over the whole the m(K+ K ™) analysed range, is conservatively
estimated to be A?(*Hw < 2% and A}(*ﬁw < 1%, which are the maximum values of the
asymmetries in all other decay channels. This conservative hypothesis is further motivated by
the size of the measured asymmetry of the same background in the D® — K~z decay channel
(where, however, the £ is reconstructed as a 7+ meson and not a K meson), which is smaller.

Also in the 7+ 7~ sample the asymmetry of the D? — 7~ ¢+, background component cannot
be measured from data due to its tiny fraction over the whole m(7*7~) analysed range, although
it is probably equal to that of the D® — K~ ¢*1, decay channel in the K ~7 " sample — the
mis-ID for the two background decays is the same. The size of the systematic uncertainty is
conservatively estimated using an upper bound on A° and A! equal to 2% and 1%, respectively,
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Chapter 7. Systematic uncertainties

Table 7.5: Intercept and slope of the linear fits to the fraction and asymmetry of the m(h*h™) background
components for the (top) K~ 7", (centre) K™K~ and (bottom) m"7~ decay channels. The last two
columns display the two terms that cause the bias on AY.

Decay channel  fo [1073] f1 (1079 Ay [%] Aq [%] foAr [1074]  f1 Ao [1074]
DY— K—¢*y, 0.2440.07 0.00 £0.06 0.37+0.18 —0.06+0.09 0.00+ 0.00 0.004 0.00

D> K—nta% 0.71+0.23 0.05 £0.09 —1.8 +£0.7 05 +04 0.04+ 0.03 —0.01 £+ 0.02
DY Kt 0.214+0.07 0.00 £0.03 —0.944+0.09 0.024+0.04 0.00%+ 0.00 0.00+ 0.00
DY K—¢ty, 0344011 0.01 £0.04 <2 <1 < 0.03 < 0.01

DO — 7=ty 0.27+£0.08 —0.01 £0.03 <2 <1 < 0.03 < 0.01

in analogy to what is done in the D° — K*K~ sample for the D° — K~ ¢*1, background
component.

All estimated values of A° and A' are summarised in Table 7.5, The same table reports
also the values of the estimated biases on AY. These are equal to (0.00 £ 0.00) x 1074,
(—0.05+0.04) x 10~* and (0.00 £0.03) x 10~* for the K~ 7+, K* K~ and 7t7~ decay channels,
respectively. The systematic uncertainty is estimated as the sum in quadrature of the value and
uncertainty of the bias, and amounts to 0.00 x 10™4, 0.06 x 10~ and 0.03 x 10~ for the K =,
K*TK~ and 7t7~ decay channels, respectively. These uncertainties are smaller by around a
factor of 10 than the conservative systematic uncertainty assigned to the same effect in the AY
measurement with D**-tagged data collected during 2011-2012 [114,/174].

7.6 Decay time resolution

The decay time resolution measured in simulation is equal to oy = 0.117po = 43 fs, as shown
in Fig. [7.14] (left). In particular, it varies moderately as a function of decay time, increasing
from 0.088 7po in the first decay-time bin to 0.113 7o in the last one. Owing to its small
value with respect to the D°-meson lifetime, it is expected to have a negligible impact on the
measurement of AY, namely a slight dilution of its measured value (at least to first order). For
comparison, in the measurement with the p~-tagged sample collected during 2016-2018 by the
LHCb experiment, where the decay-time resolution was larger by a factor of 2.5, the dilution
was 5.7% |118].

The size of the dilution is estimated through 1000 simulated experiments where a sample
of 80 million candidates, whose number is equal to the sum of the K™K~ and 7T7~ samples
combined, is generated with a time-dependent asymmetry corresponding to AY™ equal to
{£30, +£50} x 10~%. The decay time of each candidate is generated according to an exponential
PDF convolved with a resolution function modelled by the sum of two Gaussian functions, which
is fitted to the time-integrated resolution measured in simulation, as shown in Fig. |7.14] (left).
Then, a time-dependent asymmetry is introduced with the same procedure used to estimate
the dilution due to the kinematic weighting in Sect. Finally, the candidates are filtered
according to the decay-time acceptance, which is estimated based on the ratio of the observed
decay-time distribution of D° — K+ K~ decays to an exponential function convolved with the
decay time resolution. The resulting distribution is fitted through three erf functions plus the
negative of an erf function, which models the decrease of the acceptance at large decay times, as
shown in Fig. (right). The distribution of the values of AY measured in the 1000 simulated
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Figure 7.14: (Left) Decay-time resolution, as measured in the simulation of D’ — K~7* decays. The
result of a fit of the sum of two Gaussian functions is superimposed. (Right) Fit to the decay-time
acceptance, defined as the ratio of the decay-time distribution of D° — K+ K~ data over an exponential
function convolved with the resolution function fitted in the left plot.
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Figure 7.15: Average measured value of AY as a function of the injected one in 1000 simulated experiments
set up to quantify the effect of the finite decay-time resolution on the measurement.

experiments produced at fixed injected asymmetry AY™ is Gaussian, and its mean is used to
estimate the size of the dilution.

The average measured value of AY is shown as a function of the injected one in Fig. [7.15]
A linear fit is superimposed, where the intercept is fixed to zero and the slope is compatible
with unity within 4 x 10™*. Since the impact of the dilution on both the absolute value and the
statistical uncertainty of AY are less than 0.01 x 10™%, no correction is applied and no systematic
uncertainty is assigned for this effect.

7.7 Summary

All systematic uncertainties discussed in the previous sections are summarised in Table The
total systematic uncertainty is equal to less than 20% of the statistical uncertainty for the signal
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Chapter 7. Systematic uncertainties

channels, whereas it corresponds to around 45% of the statistical uncertainty for the K7+

control channel.

Table 7.6: Summary of the systematic uncertainties. The statistical uncertainties are reported for

comparison.

) . AYg—+ AYgip- AY 4 -
Systematic source [10~4] [10-1] 10~1]
Subtraction of the m(D%r} ) background 0.12 0.24 0.34
Flavour dependent shift of m(D*") peak 0.14 0.14 0.14
Secondary decays 0.07 0.07 0.07
Kinematic weighting 0.05 0.05 0.05
m(h*h™) background 0.00 0.06 0.03
Total systematic 0.2 0.3 0.4
Statistical 0.5 1.5 2.8
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Chapter 8

Cross-checks

This chapter describes the cross-checks performed to confirm the reliability of the measurement.
Since no significant trends are spotted in any of the cross-checks, no systematic uncertainties are
assigned to the effects investigated.

8.1 Hidden variables

The nuisance asymmetries of Chap. [5| can depend on hidden variables in addition to those
taken into account by the kinematic weighting of Sect. Possible hidden variables are, for
example, the LO and first-stage software-trigger line and the position of the D decay vertex
in the VELO detector. If the nuisance asymmetries depend on these variables even after the
kinematic weighting and these variables are correlated with the D° decay time, this might cause
a bias to the measurement. In order to check the presence of possible large biases, the AY
parameter is measured in data subsamples divided according to the value of the hidden variables
that are expected to be most correlated with production or detection asymmetries, and to the
value of the most important kinematic variables of the decay. In fact, it is possible that residual
asymmetries become evident only for some particular values of such variables.

Each cross-check is performed as follows. First, the sample is subdivided into three bins
based on the value of the hidden variable. The only exception regards the LO-trigger decision
test, where two bins are employed, instead. Then, the samples are further divided according to
the data-taking year and magnet polarity, since some detection asymmetries and the trigger
configuration are known to depend on these variables as well. Finally, the time-dependent
asymmetry is measured for each subsample by removing the m(D%r" .) background and by
employing the kinematic weights taken from the baseline measurement, which does not divide
the sample according to the value of the hidden variable.

The results of the tests for the kinematics of the D and 7", mesons and for the p051t10n
of the D° decay vertex in the VELO are displayed in Figs. |8.1] H n and [8.3] - 3| for the K~
K™K~ and 77~ decay channels, respectively. The results of the tests for the event occupancy,
estimated through the number of reconstructed primary vertices or long tracks in the event,
and for the LO and first-stage software-trigger decisions, are displayed in Figs. and
for the K~7n", K™K~ and 77~ decay channels, respectively. For the 777~ decay channel,
the samples relative to some data-taking periods — in particular that corresponding to data
collected during 2015 with the MagUp polarity — are extremely small, and for some values of
the analysed variables some decay-time bins have no candidates. When this happens, these
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bins are not employed in the fits to the time-dependent asymmetry, resulting in large statistical
uncertainties. In particular, in Fig. the measurement performed with the data collected in
2015 with MagUp polarity and corresponding to the range R, < 0.32mm is not shown since its
value, (128 £ 156) x 1074, lies outside of the y-axis range. However, it is used to calculate the
p-value displayed on the same plot.

P-values less than 5% are obtained in the tests relative to the n(D") and n(r},) variables and
to the LO trigger decision for the K~ 7" decay channel, and in the tests relative to the number
of primary vertices and long tracks for the K™K~ decay channel. The low p-value of the n(D°)
test is attributed to residual asymmetries at (D) > 3.7, which are not corrected for by the
kinematic weighting. These asymmetries have opposite sign for opposite magnet polarities and
cancel in the average between the two. In particular, the P-values of the x2/ndf of the average
of AYj— .+ in the three n(D°) bins are, from smaller to larger values of 1, 77%, 17% and 0.03%,
respectively. The average value in the bin n(D?%) > 3.4, which is responsible for the low global
p-value, is AYx -+ = (0.3240.92) x 10~%. On the other hand, the p-value of the x?/ndf of the
average of the three pseudorapidity bins is 83%, confirming the absence of significance trends
as a function of 7(D°) after the average between the samples collected with opposite magnet
polarities. The conclusion for 7(m,,), which is highly correlated with n(D°), is analogous.*

The low P-value in the L0-decision test is ascribed to different detection asymmetries related
to different LO requirements. The hadronic trigger efficiency might differ for the K~ 7" and
K*rn~ final states, which are not self-conjugate. On the other hand, events where the D did
not fire the LO hadron line — and in most cases particle other than the D*T-meson final state
particles are responsible of the L0 trigger decision or the D° meson fired a nonhadronic L0
line — are affected by detection asymmetries as well. In fact, the particles produced in the
pp collision other than the D*T meson contain a ¢ quark which, for example, can decay into a
4~ but not into a ut lepton. Analogously, also the D%-meson trigger efficiency of nonhadronic
trigger lines is expected to differ between the K~ 7" and K7~ final states. The hypothesis
above is confirmed by the fact that the p-values of the averages of the sample where the D°
meson fired the L0 hadron trigger line and of its complimentary are 30% and 42%, respectively,?
whereas the p-value of their average is 0.005%. This incompatibility is a direct consequence of
the fact that the kinematic weighting, whose weights are calculated based on the sum of the two
samples, removes the asymmetries from the sum of the two samples, and not from each sample
separately. However, since the measurement is performed by using the sum of the two samples,
the observed incompatibility between them is not expected to bias the final measurement.

As a further check, the L0 cross-check test is repeated by calculating the kinematic weights
separately for the two L0 requirements, to confirm that the kinematic weighting is able to
remove the nuisance asymmetries when applied separately to the two samples. The results are
in agreement with this assumption, as shown in Fig.

Finally, the low P-values of the D — KK~ tests as a function of the number of PVs and
of long tracks, which are correlated and are equal to 3.1% and 3.5%, respectively, are attributed
to a statistical fluctuation. The P-values of the x?/ndf of the dispersion of the results of the 8
subsamples with respect to the baseline one in the three bins of the variable under consideration
are, from smaller to larger values of the variable, 8.4%, 9.0% and 40% (4.4%, 36% and 22%)

!The P-values of the x?/ndf of the averages of AYy .+ in the three () bins are, from smaller to larger values
of n, 75%, 24% and 0.1%, respectively. The average value in the bin n(wj;g) > 3.4, which is responsible for the
low global p-value, is AYy—._+ = (—0.07 £ 0.93) x 10~*, and the p-value of the x?/ndf of the average of the
three pseudorapidity bins is 99%.

2The corresponding values of AYy -+ are (1.23+0.77) x 10™* and (—2.77 4 0.62) x 107
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Figure 8.1: Measurements of AYy -+ performed separately in three bins of the momentum, transverse
momentum and pseudorapidity of the D° and w;’;g mesons and of the position of the D° decay vertex
along the beam direction and in the plane transverse to it. Each of these bins is further divided in
eight subsamples corresponding to different data-taking years and magnet polarities. The p-value of the
dispersion of the measurements around the baseline one is displayed as well.
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Figure 8.2: Measurements of AYjy+ - performed separately in three bins of the momentum, transverse
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Figure 8.3: Measurements of AY, +,.- performed separately in three bins of the momentum, transverse
momentum and pseudorapidity of the D° and w;’;g mesons and of the position of the D° decay vertex
along the beam direction and in the plane transverse to it. Each of these bins is further divided in
eight subsamples corresponding to different data-taking years and magnet polarities. The p-value of the
dispersion of the measurements around the baseline one is displayed as well.
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Figure 8.4: Measurements of AYy -+ performed separately in subsamples corresponding to different
trigger requirements and detector occupancies (and, for each subsample, separately for different data-
taking years and magnet polarities). The p-value of the dispersion of the measurements around the
average of the baseline one is displayed as well.

for the test regarding the number of PVs (of long tracks). Thus, the low P-value is mainly
due to the first bin (and, in particular, to the sample collected during 2017 with the MagDown
polarity), but no significant trends are spotted® and no effects are observed in the more abundant
DY — K~nt sample, strengthening the hypothesis of a statistical fluctuation.

8.2 Kinematic weighting

In the kinematic weighting of Sect. only the events populating three-dimensional momentum
bins with more than 40 candidates (for both the D° and D candidates) and an asymmetry less
than 20% are assigned a nonzero weight. A possible concern is that a nonzero value of AY would
modify the asymmetry in the single bins. In particular, it would cause both a global offset of the
asymmetry, which is the effect expected if the correlations between the between the D°-meson
kinematics and decay time was zero, and a bin-dependent change responsible of the dilution
of the measured value of AY described in Sect. As a consequence, the choice to assign a
zero weight to a bin is influenced by the actual value of AY, and by the sign of AY relative to
that of the nuisance asymmetries in the given bin. This might bias the measurement of AY.

3The average of AYy+ j— in the three bins is, from smaller to larger values of the two variables, (—3.942.1) x 1074,
(1.242.4) x 107* and (—5.2 4+ 3.8) x 10™* for test as a function of the number of PVs and (—3.4 +2.3) x 107,
(—0.442.3) x 10™* and (—3.5 £ 3.4) x 10™* for the test as a function of the number of long tracks, respectively.
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Figure 8.5: Measurements of AYy+ - performed separately in subsamples corresponding to different
trigger requirements and detector occupancies (and, for each subsample, separately for different data-
taking years and magnet polarities). The p-value of the dispersion of the measurements around the
baseline one is displayed as well.

However, possible dilution (or enhancement) effects or constant biases on the measured value of
AY have already been estimated in Sect. The measurement results are corrected for the
dilution effect, whereas the fitted value of the intercept ¢ in Fig. is less than 0.04 x 10~ in
magnitude and can be safely neglected. Therefore, no systematic uncertainties are assigned to
these effects.

As an additional cross-check, the measurement of AY is performed again for both the KT K~
and 77~ decay channels, assigning a zero weight only to the bins for which the corresponding
bin of the DY — K7t sample has fewer than 40 candidates or an asymmetry greater than
20%. In this way, the choice of the zero weights is independent of the value of AY.%. The
results, AVt - = (—2.36 £ 1.51) x 10~% and AY, .+, = (—2.96 £ 2.74) x 10~%, are shifted by
—0.28 x 10~* and —0.20 x 10~* with respect to the baseline results, respectively. These values
correspond to —0.19 and —0.08 times the statistical uncertainty. Finally, the stability of the
measurement as a function of the threshold of the minimum number of candidates per bin (for
the maximum asymmetry) is checked by performing the kinematic weighting using different
thresholds between 5 and 200 (10% and 30%). The dispersion of the results with respect to the
baseline one is compatible with being statistical fluctuations with a p-value of 11%.

4The residual dependence on AY due to bins which are populated only by D° candidates aut D° candidates in
the K™K~ or #7n~ decay channels, but not for the K~ 7" one, for which the weights cannot be calculated and
are set to zero, can be safely neglected. In fact, these events correspond to the scarcely populated tails of the
kinematic distributions.
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Figure 8.6: Measurements of AY,+,- performed separately in subsamples corresponding to different
trigger requirements and detector occupancies (and, for each subsample, separately for different data-
taking years and magnet polarities). The p-value of the dispersion of the measurements around the

baseline one is displayed as well.
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Figure 8.7: Measurements of AYy - .+ performed separately in the subsample where the LO hadronic
trigger line is fired by the D° candidate and in its complimentary (and, for each of them, separately for
different data-taking years and magnet polarities). The weights are calculated independently for each
subsample. The p-value of the dispersion of the measurements around the baseline one is displayed as

well.
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Chapter 9

Results

This chapter reports the results of the measurement. Their combination with previous LHCb
measurements and their impact on the knowledge of the parameters that quantify mixing and time-
dependent CP violation in D°-meson decays are described. Finally, the dissertation concludes
by highlighting the importance of the work detailed in the present thesis in the context of the
future experimental program of the LHCbO experiment, and by summarising the prospects for the
improvements in precision erpected in the next years for the AY parameter.

The linear fits to the time-dependent asymmetry of the signal D° — K+ K~ and D° — 77—
candidates are displayed, for the whole data sample and after the kinematic weighting and the
subtraction of the contribution from secondary decays, in Fig. The resulting slopes are

AYgig- = (-23+1.540.3) x 1074,
AV, = (—4.0+2.840.4) x 1074,

where the first uncertainties are statistical and the second are systematic. Assuming all systematic
uncertainties are 100% correlated, except those on the background under the D°-meson mass

— 06F : : : —
S 04F D'—K*K™ 3
£ 0% M
Q = -
£ —02F + =
S 04f 2%ndf = 15/19 3
< 05, P 4 6 g

t/ T
- 0.6 = E
S 04F | { D'—srir 3
z 02F 3
S 0F ! t E
é -02F =
S -04F 22/ndf =21/19 =
< 065 2 4 6 g

t/ TDn

Figure 9.1: Linear fit to the time-dependent asymmetry of the (top) DY — K*TK~ and (bottom)
D®— 7t~ candidates.
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peak, which are taken to be uncorrelated, the difference of AY between the two final states is
equal to
AYyig- =AY = (1.7+£32+0.1) x 1074,

and is consistent with zero within 0.50. Neglecting final-state dependent contributions, the two
values are combined by using the best linear unbiased estimator [180L/181]. The result,

AY = (=2.74+1.340.3) x 107*,

is consistent with zero within 20, and both its statistical and systematic uncertainties are smaller
by a factor larger than two than those of the previous most precise measurement of the AY
parameter [114].

As a by-product of the main measurement, the analogue of AY for right-sign D° — K7t
decays is measured to be AYy .+ = (—0.4 £ 0.5 4 0.2) x 10~%. However, the strategy adopted
for this measurement was developed by analysing the same data which were used to perform the
measurement itself.

9.1 Combination with previous LHCb measurements

The results are combined with previous LHCb measurements [114.[116L|118], with which they are
consistent, yielding

AVgig- = (-0.3+1.3+£0.3) x 1074,

AVpip- = (=3.6+24404) x 1074,

AYirg- — AYpip- = (+3.3£2.7£0.2) x 1074,
AY = (-1.0+1.1+£0.3) x 1074,

which are the LHCD legacy results for the 2011-2012 and 2015-2018 data samples. They are
consistent with the CP-invariance hypothesis for both D° - KT K~ and D° — 777~ decays,
and improve on the precision of the previous world average [47], which is shown in Fig. in
Sect. by nearly a factor of two. Finally, the arithmetic average of AYp+ - and AY 4+, -,
which would allow to suppress final-state dependent contributions to AY by a factor of € [28],
where € is the parameter quantifying the breaking of SU(3)r symmetry in the decay, is equal to

L(AYgip- + AV ) = (-1.9£1.34£0.4) x 107

Figure[9.2|displays the new world average of AY after the measurement presented in this thesis.
Here, the systematic uncertainty of the LHCb measurements are assumed to be uncorrelated
with those of the BaBar, CDF and Belle experiments, whose inclusion modifies the average
calculated from the LHCb measurements only marginally. The improvements in the knowledge
of the parameters quantifying mixing and time-dependent CP violation in D"-meson decays that
follow from the present measurement, instead, are displayed in Figure[9.3] The precision on the
dispersive mixing phase qﬁé\/[ improves by around 35%, but smaller improvements concern other
parameters as well, and in particular y12, Axr and Ag,. The analogue of the plots in Fig. [9.3
for the superweak approximation and for the phenomenological parametrisation are displayed in

Appendix [B]

138



9.2. Conclusions and future prospects

LHCb 2015 p~ tag (3 tb™1)
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Figure 9.2: Summary of the most precise measurements of the parameter AY to date, including the present
one. The measurements are compatible with each other, with a p-value of 38%. The world average without
including the present measurement was AY = (3.1 £ 2.0 + 0.5) x 10~%. Measurements references, from
top to bottom: BaBar 2012 [57], CDF 2014 [115], LHCb 2015 p~ tag [116], Belle 2016 [59], LHCb 2017
D** tag [114], LHCDb 2020 p~ tag [118], LHCb 2021 D** tag [133].

9.2 Conclusions and future prospects

The measurement presented in this thesis improves by nearly a factor of two the precision of the
world average of the CP violation parameter AY, which is approximately equal to the negative
of the parameter Aj. Thus, it sets the strongest bound to date on the value of the phase o,
which parametrises dispersive CP-violating contributions to D°-meson mixing. At the same time,
it represents the most precise measurement of CP violation in D-meson decays and, more in
general, the most precise measurement of CP violation ever performed at the LHCb experiment.
An article summarising the analysis method and the results presented in this thesis will be
submitted shortly to the journal Physical Review D [133].

The unprecedented precision achieved is relevant also from another point of view. In fact,
the measurement represents an encouraging example of the effectiveness of the Turbo data-
taking paradigm pioneered by the LHCb experiment during 2015-2018 to perform high-precision
measurements. As detailed in Sect. the excellent performance of the nearly real-time
trigger reconstruction since 2015 offers the opportunity to perform physics analyses directly
using candidates reconstructed at the trigger level, which the present measurement exploits.
The storage of only the triggered candidates enables a reduction in the event size by an order of
magnitude. This is particularly important for heavy-hadron decays that are abundantly produced
at the LHC and can selected with high purity, like most D-meson decays into charged hadrons.
In fact, the main limitation in selecting and recording these decays is given by the resources
available for permanent data storage. However, without a safety net of post-hoc reprocessing,
errors are not tolerable and the reconstruction and selections must be designed to guarantee
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Figure 9.3: Impact of the present measurement on the knowledge of mixing and time-dependent CP
violation in D°®-meson decays. The parameters Ax, and Ag, are defined as Ay, = (R;r(,7r+
Ry )/(Rf- .+ Ry ) and Agr = Ag—r+. The details of the fits performed to obtain these

results are reported in Appendix E}

140



9.2. Conclusions and future prospects

the possibility of keeping the systematic uncertainties below the statistical ones. High-precision
measurements like the present one represent an important test bed of this paradigm, which will
be the core of the future research program of the LHCDb experiment, and will be adopted by
most measurements of B-meson decays starting from 2022. In particular, the control sample of
DY — K—rt decays that is used to prove the effectiveness of the measurement method in this
thesis, corresponding to 519 million decays, is the largest sample ever analysed at the LHCb
experiment. The precision of the measurement of AYy -+, whose compatibility with zero is
determined with a precision of 0.5 x 1074, suggests that there are no intrinsic limitations in
performing CP violation measurements with Turbo data. This precision will likely be reached
by B-meson measurements only after 2030.

Before that date, steady progress in the study of D-meson decays is expected as well. The
present measurement is expected to represent the most precise measurement of the AY parameter
at least until the end of the next LHCb data taking period, in 2025. The Belle II experiment
is expected to measure it by employing electron—positron collision data corresponding to an
integrated luminosity of 50 ab™! within the next ten years. However, the predicted uncertainty
is approximately equal to 2 x 10~* [182]. Thus, while the Belle II measurement will provide a
useful cross-check of the LHCDb results thanks to the very different experimental environment
of B-factory colliders, it is not expected to reduce the uncertainty on the AY world average
significantly. On the other hand, in 2022 the Upgrade I of the LHCb experiment will start its
data-taking recording pp collisions at an increased instantaneous luminosity of 2 x 1033 cm =251,
which is a factor of five larger than the current one, at an increased centre-of-mass energy of
14 TeV [183,|184]. This is foreseen to increase the total integrated luminosity of pp collisions
recorded by the LHCb experiment to 25 fb~! (50 fb™!) by the end of its third (fourth) data-taking
period, corresponding to the years 2022-2024 (2027-2030). Finally, the LHCb collaboration
recently proposed an Upgrade II of the experiment, to allow the possibility of recording collisions
at an instantaneous luminosity equal to 2 x 103 cm™2s7!, a factor of ten higher than in the
Upgrade I [185,/186]. If this proposal was approved, the total recorded integrated luminosity
could increase to 300 fb~! by around 2037. This may allow to increase the number of recorded
D® — KT K~ decays to more than 5 billions, and to reduce the statistical precision on AY below
0.2 x 107°, a value comparable or less than the SM predictions [28,29)].

Of course, these projections do not take into account possible irreducible systematic uncer-
tainties, which are hard to predict before performing the measurements. However, the precision
of the present result, which reduces the systematic uncertainty by around a factor of three with
respect to the previous measurement employing D**-tagged data [114], suggests that precisions
of the order of 0.1 x 10~ could actually be reached. In particular, the estimate of the largest
systematic uncertainty, arising from the removal of the background under the D*T-meson mass
peak, suffers from large statistical fluctuations and is expected to be reducible. The uncertainty
on the subtraction of secondary decays is already at the level of 0.1 x 1074, and might be further
reduced by more detailed simulation studies and by employing further discriminating variables in
addition to the IP of the DY meson, at the price of increased analysis complexity. For example,
the vector momentum of primary and secondary D° mesons is known to differ due to different
kinematics distributions of D*T and B mesons produced in the pp collision. Furthermore, the IP
of the Wj;g meson and a careful analysis of the uncertainty on the IP of the D° meson might be
used as further handles to increase the purity of the sample of primary decays. The contribution
to the systematic uncertainty from biases due to background under the D%-meson mass peak
and to a time-dependent shift of the D**-meson mass peak are equal or less than the previous
ones. Furthermore, they are equal to the total estimated size of the bias, and can be easily
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reduced by subtracting the bias. All in all, the biggest challenge of the measurement is related
to the removal of the nuisance detection asymmetries. The method described in Chapter [5]is
currently found to be effective for this aim. In addition, it may be used also to perform other
time-dependent measurements, like that of the parameter AYy, introduced in Sect. in
untagged D — KTt decays. However, it is not guaranteed to work at arbitrary precision
and further studies will be needed in the future to ensure that nuisance detection asymmetries
are removed to the desired precision. To this regard, the quantification of the correlations
between the decay kinematics and decay time described in Sect. and in Appendix [D.I] are an
important step forward, and are currently been used in the design of the trigger for the next
data taking.

Finally, a lower profile but essential result presented in this thesis is the observation that
biases in the measurement of the y.p parameter as large as 6% have been neglected until today,
as shown in Sect. The future world averages of the parameters quantifying mixing and
CP violation in D"-meson decays will need to take into account the deviations of the decay-time
distribution of D°— K ~n1 decays from an exponential function, which are quantified by the
parameter ygp_ ™" defined in Eq. and are already of the same order of the statistical
precision on the y-p parameter. This discussion will be reported in an article in the next few
weeks [187].

142



Appendix A

Phenomenological parametrisation
of CP violation in D'— hth~ decays

This appendix reports the expressions for the CP-violation observables of D°— hth™ decays in
the phenomenological parametrisation employed by Refs. [30,47]. The notation for the weak
angles follows that of Ref. [2§].

In the phenomenological parametrisation, the time-dependent decay rates of D° and D°
mesons into the final state f are obtained by substituting Eq. (1.20) into Eq. (1.37)), yielding

2 2
q T = D _
D(D° = f,t) = Ny |g+()Af + 9" Az, TD°— fit) =N e (t)Af + g4 (t)Af
(A.1)
The analogue of Eq. (1.40) is obtained by substituting the definitions of g (¢), given in Egs. (1.17))
and (1.21)), and by using the definition of the parameter Ay in Eq. (1.34)), giving

DD £,6) = AP [(1+ Agf?) coshyr) + (1~ [Agf?) cosa)
+ 2Re(Ay) sinh(yr) — 2Zm(Af) sin(z7)],
B N o ) , (A.2)
(D’ f.t) = Te*T‘Af‘ [(1+ |)\J71} ) cosh(y7) + (1 — }/\]71‘ ) cos(zT)
+2 Re()\;l) sinh(yt) — QIm()\JTI) sin(z7)].

As for the theoretical parametrisation, these formulas can be expanded to quadratic order in the
mixing parameters, yielding

D(D%— f.t) = Npe T|Af {1 + [yRe(Xs) — xIm(Af)]
+ i[?f(l + P‘f‘ — (1= [\ )] %)
T(D°— f,t) = Npe 7| A;[2{1 + [yRe —:UIm()\f Y],
+ 3 [V 1+!A ) == )
The expressions for the decay rates into the final state f are obtained from the expressions above

through the substitution f — f. Their specialisation to the cases of CS, RS and WS decays is
provided in the following sections.
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A.1 Cabibbo-suppressed decays

For the Cabibbo-suppressed decays f = K™K~ or f = 777, the A ¢ parameter is conventionally
parametrised as -
)\f:gﬂz_‘)\f‘ei%f, (A.4)
pAs
where the minus sign ensures that the angle ¢, equals zero rather than 7 in the limit of no
CP violation. Substltutlng this definition in Eq. (A.3)) yields the following expressions for the
parameters cf and c * defined in Eq. (]1_43[)

q +1 f_lf +1
C;E: ’p A (fxsindy, —ycospy,)
q
vl (1)
D (A.5)
+ 1 q| P Ay [ g A [ |
/ 2 2
/ 4[ <’p Ag pl 1Ay

SRR

where in the approximate exprebsmns terms of order higher than one in the C’P violation
parameters Pxys \q/p\ 1 and a are neglected. The parameters AY; and yCP defined in

Eqgs. and ( are equal to

L (la||As| | |p||As : a||As| _|p|]As
Avy == | (|4 15L] + |B] | 2L A
d 2[(‘?”1‘%‘ +'q Af Tein o, pl|Af Ay yeosox
Na;@f_y(’q’ 1>+ya§£, (A5)

Y (1l Az e[ JAS L
K\ ol ) veoen = (Bl - 5] 32]) e

The approximate expression for AY displays explicitly that this observable receives a contribution
of CP violation to mixing, which is proportional to y and vanishes only if |¢| = |p|, one from
CP violation in the interference, which is proportional to x and vanishes only if ¢; = 0, and
finally a contribution from CP violation in the decay, proportional to y. The measurements of
yép indicate that yép is approximately equal to y rather than to —y, and imply that the angle
®x, is approximately equal to zero rather than to (while in the theoretical parametrisation
they implied that (Z)l; was approximately equal to zero), justifying the first-order approximations
singy, ~ ¢y, and cos ¢y, ~ 1 above.

A.2 Right-sign and wrong-sign decays

For the wrong-sign and right-sign final states f = K*n~ and f = K7, the Ay and Af
parameters are parametrised as
L= e, (A7)

A i .
)\fE A—;Ep\ﬂe ((z))\f—i_Af), )\JFE

T IR
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A.2. Right-sign and wrong-sign decays

where the strong phase Ay is the same as in Eq. [1.48)), and the phase ¢, ; in general differs
from that of the previous section owing to different final-state dependent contributions from CP

violation in the decay amplitude. The parameters cjf and c'fjE defined in Eq. 1) are equal to

S}
+ Ry | Ay q .
Cy = \/; /Tf » [ycos(Af :I:d),\f) —xsm(Af;I:gb/\f)]
1
[1:& (’q’ >:F2(a?+a3lc)} (ycos Ay —xsinAy) F (zcos Ay +ysin A)dy,,
1 Ay +2, k2 (A.8)
q
C/fi — Z(yZ_x )+ Ri Ai 4 ($2+y2)
1 59 o 1 q o .
zz(y —$)+1Rf 142 Z—)_l :F(af""af) (22 + 12,

where in the approximate expressions terms of order higher than one in the CP violation
parameters Pags \q/p] 1, ajlc and a‘} are neglected. The observables AY; and yép defined in

Egs. and (| are equal to

VR
AYy =~ 2f[— (xcos Ay +ysinAf)sin¢,\f(‘

+(ycosAf—xsinAf)cos¢)\f<‘
~ R { (zcos Ay +ysinAg)ey,
+ (ycos Ay —xsin Ay) K ’ > af+a ]} (A.9)

'[ (xsin Ay —ycosAy) cosqﬁqu ‘ D

_|_(a:COSAf+y51nAf)Sln¢)‘f<‘ ‘ l m

~\/Ry(zrsinAy —ycosAy),

where the same approximations as in Eq. (A.8|) are employed, and additionally terms proportional
to a;lc or to a‘]% are expanded to zeroth order in the other CP violation parameters starting from

the first expressions.
For WS decays, instead, the parameters ct 7 and c * defined in Eq. are equal to

. Af 1| E
cF = ‘14]”’ ’p [y cos(Ay $<;5Af) + zsin(Ay :F¢)\f)}

~ {1 + <‘;‘ - 1> $a?] (ycos Ay +xsinAy) F (vcos Ay —ysinAy)singy,,

+2 Af 2 (A.10)

Ay

1 q
I+ =2 2\ |4
Cf 4(y + %) D

22 (]
~= (142
4 D

1
+ ZRJ%(ZF —z7)

<

1
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Appendix A. Phenomenological parametrisation of CP violation

Again, terms of order higher than one in the CP violation parameters ¢ £ lg/p| — 1 and a‘} are
neglected in the approximate expressions.

A.3 Approximate universality and final-state dependence

For a fixed final state f, the parametrisation of time-dependent CP violation in terms of the
parameters ¢/p and ¢y ; 1s equivalent to that in terms of the angles (ﬁj‘/ and <Z>1]; of the theoretical
parametrisation. The relation between these sets of parameters are given by Eq. , which
in the limit of small CP violation simplifies to Eq. , and by the following expression,

22, sin 2@5?4 + Yl sin 2¢§ ) (A11)

tan2¢y, = <xf2 cos 2¢}/[ + y2, cos 2¢?
which is obtained by multiplying both sides of Eq. by (Af/Ay)? for CS decays, and by
(AfAf/ApAf) for RS and WS decays. In the limit that gb?/[ and gbl; are small, or in other words
that CP violation is small and that the parameters x and y have the same sign — a scenario
that is now favoured at approximately 30 [47] —, this expression is simplified and the angle ¢,
can be written as a weighted sum of the angles qu‘/ and gb?,

Oy N —— 2 — R (A.12)

3y + Y 3y + Yl

Analogously to Sect. it is possible also in the phenomenological parametrisation to
introduce an intrinsic phase of CP violation in the mixing |2§], which is approximately equal to
®x, in the limit of no CP violation in the decay. This is defined as

— q (Aow — )‘gu)QFQ
0 = arg | 110 =TS T2

(A.13)
where A%, is defined as A, = V,;V.* and 'y is the dominant AU = 2 amplitude (excluding the
CKM coefficients) contributing to the absorptive-mixing transition I'12, defined in Sect.
The phase ¢, which is usually named ¢ by the HFLAV collaboration [47], is related to ¢3! and
to gbg by Eq. , with the substitution Ay, f — 2. The final-state dependent corrections to
¢9 are equal in magnitude but opposite in sign with respect to those of d)éw(r). In other words,
the following expression holds, ¢, = ¢2 — d¢, with d¢; the same as in Sect. @ The limit
of approximate universality is implemented by substituting ¢, — ¢2 in all of the expressions
above, like it is currently done by the HFLAV collaboration [47].

Finally, the final-state dependent contribution to AY} in the phenomenological parametrisa-
tion can be divided from the final-state independent contribution as done in Eq. for the
theoretical parametrisation, yielding

AYf%$¢2—y<’q’—l> —i—yafc <1+xcot6f>. (A.14)
p Yy
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Appendix B

Fit to the charm (P-violation and
mixing observables

This appendix reports the details of the fit of the parameters that quantify time-dependent CP
violation and mizing in D° mesons to all the measurements available to date. The results of the fit
are employed in the main body of the thesis to estimate the size of the observable AYy— .+, and to
assess the impact of the present measurement of AY on the world average of the aforementioned
parameters. The expressions of all the relevant experimental observables are provided both in
terms of the theoretical and phenomenological parameters. Finally, the impact of neglecting the
parameter yé{];“+ in the interpretation of the measurements of the parameter y p is discussed.

The estimate of the value of the observable AYy -+ presented in Sect. [5|is obtained through
a fit of the parameters quantifying time-dependent CP violation and mixing of D® mesons to all
of the relative measurements performed to date worldwide. The fit is performed with an approach
similar to that adopted by the HFLAV and UTfit collaborations [28,47.[122}123]. However, it
does not include the measurements of time-integrated CP asymmetries that are employed by the
HFLAV collaboration, since they have a negligible impact on the knowledge of the parameters
of time-dependent measurements. In addition, contrary to both the aforementioned references,
it takes into account the measurement of the strong phase Ak, performed by the BESIII
experiment |126], as well as the contribution of the parameter yg]; ™ to the determination of
the y,p parameter through the observables in Eqgs. and . The impact of the latter
improvement with respect to the fits of the HFLAV and UTfit collaborations is discussed in
Sect. Finally, this fit is employed also to estimate the impact of the present measurement
of AY on the world average of the parameters of time-dependent CP violation and mixing in
Sect.

The fit is based on the frequentist framework for statistical analysis GAMMACOMBO, developed
by the LHCb collaboration to combine its measurements of the angle v of the CKM unitary
triangle [188,,/189]. To reduce the computing time needed to calculate the confidence intervals
on the parameters, the profile likelihood ratio (PROB) method is employed rather than the
pseudoexperiment-based (PLUGIN) method. While the coverage properties of the PROB method
are known to be nonoptimal, they generally provide results accurate within 10% uncertainty,
and are thus sufficient to estimate the impact of single measurements on the fit results and to
set a rough limit on the magnitude of the AYy -, + observable.

The experimental inputs employed in the fit are listed in Table In the following, the
parameters Ry — .+, RI Ry _ . and Ag-+ introduced in Sect. are denoted with

K—7+°

147



Appendix B. Fit to the charm CP-violation and mixing observables

Ry, R}W, R and Ay, respectively, to keep the notation compact. The parameters Ay,
Rk, Axr = (R}, — Ry, )/(Rje, + Ry, ) & aﬁlﬁr — a?{,ﬁ are shared by the theoretical and
phenomenological parametrisations. The remaining mixing and time-dependent CP violation
parameters, instead, depend on the parametrisation. The expressions of the experimental
observables in terms of the two alternative sets of parameters are listed in the next sections,
where the CP violation in the decay of the Cabibbo-favoured channel, a‘[l(,ﬁ, is neglected,
implying the equality Ax, ~ a‘;(+7r_. The code employed to perform the fit will be made publicly
available contemporaneously with the publication of Ref. .

Table B.1: Observables used in the fit. The observables R}ﬂ and Ry are related to the parameters
Ry, and Ag, via Rliﬁ = Rg(1+ Ak,). Both the world averages of AY excluding and including the
present measurement are listed. The parameter y57 is the analogue of the parameter y5, ™ for untagged
D% — K7t decays, or in other words for the sum of D°— K~ 7t and D®— K+7~ decays.

Decay mode ‘ Observable Values Correlation coefficients
D° s K*K~ (ET91) yop — ySE (7.32 + 30.68) x 103
D°— KQKYK~/KYK~ Jntn~ /Kdr°7° \
s / [/ Ksmr) Yop (—3.70 £ 7.04) x 10~
Kr°/ KQuw/KSn (Belle, BESIIT) (190191

D°— K*K~ /a7~ (Mainly from LHCb,

K~ m
Yorp — Ycp
BaBar, Belle) I57||5||a| 120]121

D°— Kw (Belle) ‘192] yop +y&p ™ (9.60 & 11.14) x 1073

* (7.42 +£1.12) x 1072

D°— KYK~ /atn™

AY (3.09 £2.04) x 107*
Mainly from LHCb) [57|{59/[114H116 E
( y ) ! . . . . AY (—0.92+1.11 £ 0.33) x 1074

Second line adds Ref. [133

D’ - Ko s o
(= +y7)/2 (0.0130 + 0.0269)%
(Mainly BaBar, Belle) \

D= Ktn—ntn™

(2% +y*)/4 (4.8+£1.8) x 107°
(LHCb 2011-2012) {130
DO Ktam Rir (3.0340.189) x 1073 10.77 —0.87
— ™
. (x')? (—2.4+£5.2) x 107* 1 —0.94
(BaBar 384 fb™") " 4
y 9.8+ 7.8) x 10 1
50_> K- + AKﬂ' (—21i54)%
™
(z'7)? (—=2.0£5.0) x 1074 same as above
(BaBar 384fb") (135
Y’ (9.6 +7.5) x 1073
DO s Kt Rix (3.53£0.013) x 1072 10.737 —0.865
— ™
x? (0.9+2.2) x 107* 1 —0.948
(Belle 976fb~") [134
Y’ (4.6 +3.4)x 1073 1
[ Rix (3.51+£0.35) x 1073 1.0.90 —0.967
— ™
(CDF 9.6 ") [136 z? (0.8+1.8) x 107* 1 -0.975
) " (4.3+£4.3)x 1073 1
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B.1. Theoretical parametrisation and superweak approximation

— continued from previous page.

R (3.454 £ 0.045) x 1073 1-0.935 0.843 —0.012 —0.003 0.002
Yt (5.01 +£0.74) x 1073 1 —0.963 —0.003 0.004 —0.003
D — K*n¥ (2'*)? (0.61+0.37) x 107* 1 0.002 —0.003 0.003
(LHCb 2011-2016) [60] Ry (3.454 £ 0.045) x 10~ 1 —0.935 0.846
Y~ (5.5440.74) x 107* 1 —0.964
(2'7)? (0.16 +0.39) x 10~* 1
Rix (0.533 £ 0.107 & 0.045)% 10 0 —0.42 0.01
0 =0 z? (0.06 £0.23 £ 0.11)% 1-0.73 0.39 0.02
$(3770)— DD
1 y (4.2+2.0+1.0)% 1 —0.53 —0.03
(CLEOc) [125 0.22 10.07
3 cos Agr 0.81 122 +0-07 1 0.04
sin Agq 0.01 4 0.41 + 0.04 1
3770) — D°D° .
V(3770) 1 ALz (127+£1.3+07)%
(BESIII) [126]
D°— Kéntn~ /KSKYK~ x (0.16 +0.23 £ 0.12 £ 0.08)% 40.0615
(BaBar) |56 y (0.57 +£0.20 + 0.13 + 0.01)% ’
DO — 7Ontn— x (1.5+1.2+0.6)% 0.006
(BaBar) [198] y (0.2+0.9+0.5)% ’
T (5.8 +1.979731) x 1073 10.054 —0.074 —0.031
D — Kentn~ y (2.7 +£1.6103:5) x 1073 1 0.034 —0.019
(Belle) [58] la/| 0.82 L0137 0:0695 1 004
b2 (1355 103)° 1
s 1 (—0.17+0.15) (0.04+0.01) (—0.02 —0.02)
Tep (2.7+£1.6+0.4) x 107
o o4 - s 1 (—0.03 — 0.05) (0.01 — 0.03)
D= Kdntr Yep (7.4+3.6+1.1) x 10 . (<013 4+ 0.14)
(LHCb 2011-2012) [62] Az (—0.53+0.70 £ 0.22) x 1073 ' . '
Ay (0.6+1.6+0.3) x 107° ) ) o )
Notation: above coefficients are (statistical+systematic).

B.1 Theoretical parametrisation and superweak approximation

The expressions of the experimental observables in Table in terms of the theoretical parameters
T12, Y12, 037, ¢y, Agr, Rir and Ager are

x = sign[cos(qﬁéw - ¢§)] X (B.1)

1 - 1/2
L (st v T ol eyl o))
L (2 .2 e az ot ezt o)
v="j V2 + 1/ (@15 + y1y)? — 4a15u1,8in" (5" — ¢3) ; (B.2)
1/2
‘q‘ _ x%Q + y%g + 2$12y12 sin(¢§/l — ¢g) (B 3)
U\ et + ub)? — tatyut, sind(9} — of)
1 22, sin 22 4 42, sin 2¢5
b = b atan (L2200 4y, o
X7y COS 20" + Y7y COS 205
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Appendix B. Fit to the charm CP-violation and mixing observables

zcp = w12 c08 ), (B.5)
Yop = Y12 cos ¢, (B.6)
Az = —y15sin ¢}, (B.7)
—AY = Ay = z15sin ¢3!, (B.8)
2’ = [sign(cos ¢31 )15 cos Ay — sign(cos ¢5 )y12 sin A | (1 F Axr), (B.9)
y' = [sign(cos ¢ )y12 cos Agr + sign(cos 3 )19 sin Agr](1 F Agr), (B.10)
2t =219 cos(AK,T + gbéw) — Y12 sin(AK7r + qﬁg), (B.11)
y’i = 119 cos(AK,r + ¢>§) + 219 sin(AK7T + d)éw), (B.12)
AR — 2V Ry c08 Afer +'y12 7 (B.13)

1+ Rir + VRix(y12 08 Apcr + z128in Ager) + 5(23, + y2,)
yEE = —2v/Ricr y12 cos Ay cos ¢, (B.14)
yé{];“+ = @[mlg sin A gr cos ¢3! — 319 cos Ay cos ¢>§} , (B.15)
AYy .+ = RKW[ 1250 ¢ cos Ager + yr25in ¢} sin Ay (B.16)

+ 3 Arr(T12 80 Agr cOS qﬁﬁ\f — Y12 COS AKW)} .

The confidence regions of the theoretical parameters are compared, before and after the AY
measurement presented in this thesis, in Fig. of Sect.

The superweak approximation [85] consists in the assumption that the only source of CP
violation in D°-meson decays is given by CP-violating interactions with new particles whose
mass scale is much higher than that of D° mesons. Consequently, the only parameter responsible
for CP violation would be the mixing-matrix element Mjs or, equivalently, the weak angle
M [42,143,/199]. In the fit, this limit is implemented by using the same parameters and
expressions as the theoretical parametrisation, with the exception that the asymmetry Ag,
and the angle ¢} are fixed to zero. The results are displayed in Fig. Since the number of
free parameters to fit to the same experimental results is lower, the improvement due to the
measurement presented in this thesis on the knowledge of the CP-violation parameter ¢3! is
smaller than that achieved in the theoretical parametrisation for the parameters ¢3! and ¢}.

B.2 Phenomenological parametrisation

The expressions of the experimental observables in Table in terms of the phenomenological
parameters z, y, ¢2, |¢/p|, Axr, Rxr and Ag, are

) _
Top = = |+x cos o <‘q‘+‘p‘>+ysin¢2(q p> (B.17)
2 [ p q D ql/ ]
() s
= — |—xsin = —1|=| ] 4+ ycos = - B.18
Ycp 2| ¢2<‘p‘ . Y COS P2 » al)] ( )
T :
Az = — |+ cospa (‘q‘—‘pb—kysinqﬁg(q p> (B.19)
2| D q D ql/ ]
N :
—AY =Ay = - |—xsin¢o <‘q‘+‘p‘>+yc0s¢2<q p> (B.20)
2] D q D ql/ ]
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Figure B.1: Impact of the present measurement of AY on the knowledge of the parameters quantifying

mixing and time-dependent CP violation in DY mesons, in the superweak approximation.

2 = xcos Ay — xsin Agr,
"= xsin Agr + ycos Agr,
+1
E = 4 (1F Axr) [a:cos(AKw F <25,\f) - ySin(AKﬂ :F¢>\f)] ;
q +1
/= = 27 07 A [ ¥ 0n,) +yoos(Ake T 0],
AYp— i+ & % [ — (zcos Agr +ysin Agr) sinqﬁg(‘q‘ + ’pD
p q
. q p
+ (y cos Agr —xsmAKw)cosqb(‘p‘ — ’q’ —AKW>],
5§ ) )]
p q p q
_ Ricx
ngﬂ-Jr = K[ (xsin Agr —ycosAKw)cosqbg(’q’ + ‘p >
2 rl g
. . q p
+(xcosAKW+ysmAK7r)sm¢2(" - H)},
p q
K 2/ Ry cos A + 4y
ACP =

14+ Rir + JTm(ycosAKﬂ + zsin Ag,) + %(xa +y2)'
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Figure B.2: Impact of the present measurement of AY on the knowledge of the parameters quantifying
mixing and time-dependent CP violation in D° mesons, in the phenomenological approximation. The
results for the parameters Ax,, Rx. and Ak, are the same as in Fig.

The confidence regions for all the parameters, compared before and after the AY measurement
presented in this thesis, are displayed in Fig.

B.3 Upper estimate on the magnitude of AYyx-, .+

An upper limit on the magnitude of the observable AY, -+ is obtained by adding it as nuisance
parameter to the set of theoretical parameters. Then, a fictitious measurement is added to those
of Table constraining the difference between the magnitudes of the left- and right-hand sides
of Eq. to coincide within an uncertainty much smaller than the experimental precision
on AYy—.+. The confidence interval for the magnitude of AYy -+, evaluated based on a fit
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B.4. Impact of neglecting yg; in the measurement of yp
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K+
Figure B.3: Lower confidence interval on the absolute value of AYy -+, obtained with all measurements
in Table (left) except and (right) including the one presented in this thesis.

that does not employ the measurement of the AY observable presented in this thesis as input, is
displayed in Fig. The magnitude of AYy—_+ is estimated to be less than 0.3 x 10~* at 90%
confidence level.

B.4 Impact of neglecting yé{g ™ in the measurement of Yep

All the studies of D%-meson decays to date have neglected the contribution of the parameter
ygp_ ™ to the measurements of the parameter yp that are performed through the procedure
of Sect. cf. the Egs. and . This holds also for the world-average fits used to
estimate the values of the mixing and CP-violation parameters [28,47,122,/123]. The impact
of this approximation is shown for the current world average of the mixing and CP violation
parameters — including the measurement presented in this thesis — in Fig. The most
precise measurements of the y.p parameter employ the K™K~ and 7~ final states, as shown
in Table Therefore, they actually measure the difference y.p — ygp_ ™" Since the value of

ygp_ ™ s negative, the world average of the parameter yi12 ~ yp is biased to larger values when

yEs ™ is neglected. This bias is currently small — it corresponds to around +0.07 x 1073, that is
12% of the precision on the parameter y1o —, since the knowledge of y5 is driven by the precise

measurement of the parameter 4/ from the time-dependent analysis of WS/RS D — K*7F
decays. The precision of the latter measurement is dominated by the latest measurement by
the LHCD collaboration, performed using the D*T-tagged data collected during 2011-2012 and
2015-2016 [60]. On the contrary, while the most precise measurement of the y.p parameter
was also performed by the LHCb collaboration, it employs only the much smaller sample of
p~-tagged data collected during 2011-2012 [61]. The precision on y.p is expected to improve
considerably in the next years. For example, the statistical precision achievable by measuring
it with the 2015-2018 D**-tagged data sample is as low as 0.22 x 1073 [138]. This value is a
factor of 5 smaller than that of the current world average of yp, and corresponds to around
3.6% of the world-average value of the parameter y2, (6.1 4 0.6) x 1073, Therefore, it would
be be smaller by a factor of 1.6 than the bias from neglecting ygp_ “+, which is approximately
equal to VRgr ~ 5.7% of the value of y12. Considering the contribution from yglg ™ to the
measurements of yp performed with the method described in Sect. will thus be crucial in
all future fits to the parameters quantifying mixing and CP violation in D° mesons.
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Figure B.4: Impact of neglecting the contribution of y/p
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theoretical parametrisation.
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Appendix C

Definition of the trigger variables

This appendixz reports the definition of the variables that are used in the software-trigger selection
of Sects. |4.1.2 and|4.1.5, but are not defined there.

e Track-based ghost probability: output of a neural network quantifying the probability
that the track does not correspond to the passage of any real particles [200]. Possible
causes of misreconstruction include the wrong association of hits belonging to two or
more different tracks or that are due to detector noise, the association of two segments
belonging to two different tracks in the VELO and in the T-stations, and the persistence
of real tracks in more than one event — the so-called spillover — for detectors whose time
response is comparable or longer than the time between two consecutive collisions of the
proton bunches (25 ns). If this is the case, some hits might occasionally be taken into
consideration in more than one event.

e PV of a particle: in the first-stage (second-stage) software trigger, it is defined as the
PV to which the particle IP (x%) is the smallest.

e Direction angle (fpira): the angle between the momentum of a particle and the vector
connecting its PV to its decay vertex (DV). It is expected to be zero within experimental
uncertainty for particles originating from the PV. It can be used to discriminate primary
D® — hth~ decays from secondary decays, for which the momentum of the D is not
necessarily aligned to that of its parent B meson, and from D-meson partially reconstructed
decays, where the D momentum is wrongly calculated from a subset of the final-state
particles of its decay.

e 1) = —log(tanf/2): in the two-track line of the first-stage software trigger, it denotes the
parametrisation via pseudorapidity of the polar angle, i.e. the angle with respect to the z
axis, of the displacement vector between the PV and the two-track vertex.

e Corrected mass: it is defined as Mmcorr = /M2 + p% + pr, where pr is the component of
the sum of the momenta of the two tracks transverse to the displacement vector connecting
their PV to their fitted vertex. Thus, the pr is equal to pr = psin Opira, where p and Opigra
are referred to the combination of the two tracks. The corrected mass partially corrects
the value of the measured mass of long-lived particles that are not entirely reconstructed,
for example because they decayed semileptonically with the emission of a neutrino. It
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Appendix C. Definition of the trigger variables

corresponds to the minimum mass of the reconstructed particle, obtained by adding to its
measured momentum some transverse momentum from massless undetected particles, that
is needed to set Opira equal to zero. In the case of D°— hTh™ decays, it is equal to the
measured invariant mass within experimental resolution.

e in the two-track line of the first-stage software trigger, the requirement
Opira (trky + trke) < /2 ensures that the measured vertex of the two tracks does not lie
behind their PV.
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Appendix D

Kinematic weighting

This appendix provides further details on the kinematic weighting described in Sect. as well as
additional studies on the nuisance asymmetries and on the interplay of the kinematic weighting
with the subtraction of the contribution to the asymmetry from secondary decays.

D.1 Impact of the first-stage software-trigger requirements on
the measurement

During the 2015-2018 data-taking, the first-stage software-trigger requirements had a larger
impact in the determination of the correlation of the kinematics of the event with the D° decay
time than those of the second-stage software trigger. This is a consequence of the fact that
these lines were designed to select a pure sample of B-meson decays. On the contrary, decays of
primary D mesons were employed as background in the training of the classifier of the two-track
line. Figure displays the correlations of decay time with the DY-meson momentum, as a
function of the first-stage software-trigger requirement, both for the single- and the two-track
lines. The two-track trigger line introduced in 2015 allows for smaller correlations with respect
to the single-track trigger line updated starting from that used during 2011-2012. Furthermore,
the value of the thresholds for the parameter ag of Eq. and for the classifier output have
a large impact on the correlations. Feasibility studies are currently ongoing to introduce a
two-track first-stage software-trigger line dedicated to D%-meson two-body decays starting from
2022, designed to minimise the correlations. Thus, it would allow to minimise the nuisance
time-dependent asymmetries and to maximise the statistical precision at equal decay yield, by
minimising the dilution due to the kinematic weighting described in Sect. In fact, the latter
can increase significantly also for small changes of the selection requirements, cf. for example
Ref. [117].

D.2 Weighting details

The distribution of the weights of the kinematic equalisation of Sect. [5.2]is shown in Fig.
for all D-meson decay channels, while the distribution of the candidates with nonzero weights
is displayed in Fig. The absolute value of the coeflicient used to remove the m(DOWj;g)

background, as described in Sect. [4.3] is shown in Fig. for raw data and after each of the
two steps of the kinematic weighting.
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Figure D.1: Normalised distributions of the z and transverse components and of the pseudorapidity
of the D momentum, in different colours for different decay time bins, and for different first-stage
software-trigger requirements. Blue (yellow) dots correspond to low (high) decay times, see Fig. for
the legend. The plots are produced using events where the D° meson was responsible for the first-stage
software-trigger decision, for the following trigger lines, from top to bottom: the single-track line, with
the oy parameter equal to 1.1, 1.6 and 2.3, and the two-track line with the classifier threshold equal to
0.95 and 0.97.
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Figure D.2: Distribution of the weights of the kinematic equalisation of Sect. for the (left) K—nT,
(centre) K™K~ and (right) 7*n~ decay channels, in (top) linear and (bottom) logarithmic scale.

D.3 Additional studies

Alternative configurations for the kinematic weighting of Sect. have been studied. All of them
employ equally spaced binnings. Furthermore, the studies were carried out without correcting
for the dilution of the measured value of AY discussed in Sect. nor for the contribution to
the asymmetry from secondary decays. In fact, the first effect is nearly negligible, while the
subtraction of the bias from secondary decays provokes a shift of AYj - + equal to —0.25 x 1074,
independently of the configuration of the kinematic weighting. In fact, the weighting does not
modify the flavour-integrated fraction of secondary decays in the sample, and to first order it
does not modify the difference between the asymmetry of secondary and primary decays, either,
as shown in Fig. Since these two quantities are the only ones determining the size of the
bias, this is not affected by the kinematic weighting. Therefore, in the following the results
should be compared with those reported in Sect. and the compatibility of AYg— .+ with
zero should be be tested after a shift of —0.25 x 1074,

The analysed weighting configurations are listed below. In all cases, in each step of the
weighting at least 40 entries for both D and D° candidates and an asymmetry less than 20%
are always required in each three-dimensional bin, otherwise the corresponding weight is set to
Zero.

1. Two weightings, the first of the DY kinematics and the second of the kinematics of the D°
and of the 7, at the same time:

e the first weighting equalises the (6,(D°), 6, (D°), k(D)) distribution by employing 36,
27 and 40 bins in the ranges [—0.27,0.27] rad, [—0.27,0.27] rad and [0.,0.06] ¢/GeV,
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Figure D.3: Distribution of 8, versus k of the candidates of the K7 subsample, collected during 2017
with the MagUp polarity, which are not rejected by the requirements on the minimum number of events
and maximum asymmetry per bin in the first step of the kinematic weighting. The distributions are
shown for each bin of the third weighted variable, 6,. The requirements reject many of the candidates
with low curvature (cf. Fig. , as well as those that are deflected into the LHC beam pipe by the
magnet, corresponding to the empty diagonal bands of the plot corresponding to 6, € [—10,10] mrad.
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Figure D.5: Asymmetry difference of secondary and primary K~ 7T candidates, before and after the
kinematic weighting. This is calculated as the difference of the asymmetry of the candidates with
IP > 100 um and those satisfying IP(D°) < 60 um. These categories are good proxies of secondary and
primary decays, while the subtraction allows to cancel the nuisance detection asymmetries also before the
kinematic weighting. A constant fit is superimposed. The results show that the asymmetry difference
changes by less than 10% after the kinematic weighting.

respectively;

e the second weighing equalises the (pp(D°), n(D°),n(r},)) distribution by employing
32, 25 and 22 bins in the ranges [2, 18] GeV/c, [2,4.5] and [2,4.2], respectively.

The results are (—0.11 4 0.49) x 1074, (—1.89 £ 1.50) x 10~* and (—3.07 & 2.78) x 1074,
corresponding to a shift from the baseline value of 0.00 x 1074, —0.03 x 10~% and 0.34 x 10~*
for the K~ 7", K™K~ and 77~ channels, respectively.

+

2. Two weightings, the first of the DY kinematics and the second of the T, Kinematics:

e the first weighting equalises the (6,(D°),0,(D°), k(D)) distribution employing 36,
27 and 40 bins in the ranges [—0.27,0.27] rad, [—0.27,0.27] rad and [0.,0.06] ¢/GeV,
respectively.

e the second weighting equalises the (0, (7;",), 0, (7)), k(")) distribution employing

tag tag tag
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36, 27 and 40 bins in the ranges [—0.27,0.27] rad, [-0.27,0.27] rad and [0.,0.8] ¢/GeV,
respectively;

The results are (—0.40 4 0.50) x 1074, (—=1.15 £ 1.53) x 10~* and (—2.13 £ 2.87) x 1074,
corresponding to a shift from the baseline value of 0.51 x 1074, 0.70 x 10~* and 1.28 x 10~*
for the K~ 7", K™K~ and 77~ channels, respectively.

. Two weightings, the first of the ﬂj;g kinematics and the second of the DY kinematics:

o the first weighting equalises the (0, (), 0y (7h,), k(m;,)) distribution employing 36,
27 and 40 bins in the ranges [—0.27,0.27| rad, [—0.27,0.27] rad and [0.,0.8] ¢/GeV,
respectively;

e the second weighting equalises the (6,(D°),8,(DY), k(D)) distribution employing 36,
27 and 40 bins in the ranges [—0.27,0.27] rad, [—0.27,0.27] rad and [0.,0.06] ¢/GeV,
respectively.

The results are (0.01 & 0.48) x 1074, (—=1.47 + 1.49) x 10~* and (—2.89 & 2.80) x 1074,
corresponding to a shift from the baseline value of 0.10 x 1074, 0.38 x 10~* and 0.53 x 10~*
for the K~ 77, K™K~ and 77~ channels, respectively.

. Four weightings, the first and the third of the Wj;g kinematics and the second and fourth of

the D kinematics, using the same binning of the previous configuration. The results are
(—0.02 4 0.48) x 1074, (—1.40 £ 1.49) x 10~% and (—2.76 £ 2.80) x 10—, corresponding to
a shift from the baseline value of 0.13 x 10™%, 0.45 x 10~ and 0.65 x 10~ for the K=,
K™K~ and 77~ channels, respectively.

The results for the four configurations are displayed for the K~ 7t decay channel and
all data subsamples in Fig. The baseline configuration of the weighting minimises the
detection asymmetries of the D° and 7., kinematics. The configurations (2) and (3) minimise
by construction the detection asymmetries of the last-weighted particle; however, the particle
that was weighted first displays larger asymmetries. Finally, the asymmetries are not reduced
by iterating the weightings as done in the configuration (4) — in particular, the results after
the third weighting are very similar to those after the first one and the results after the fourth
weighting are very similar to those after the second one —, suggesting the need of a simultaneous
weighting of the D° and Wj;g kinematics, like that of the baseline configuration.
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Figure D.6: Results for AYy -+ when adopting the alternative kinematic weightings described in the
item (left) 1, (centre) 2 and (right) 3 and 4 of the list in Sect.

It
config

is interesting to note that all configurations that weight the DY meson kinematics last (e.g.
urations number (1), (3) and (4)) display numerical results very similar to the baseline one
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— the deviation of AYy—, + from the baseline result is always below 0.13 x 107 — | even if the
residual asymmetries on the Wj;g kinematics are larger. On the contrary, residual asymmetries
of the D° kinematics, like those found for the configuration (2), correspond to much larger
deviations of the results from the baseline ones.

D.4 Residual asymmetries

This section reports the plots of the measured asymmetry of the distributions of the momenta
of the D? and Wj;g mesons and of the D flight distance for the K~ 7+ decay channel. The plots
are produced by employing the whole 2015-2018 data sample, for the MagUp and MagDown
polarities combined. The results for the signal channels K™K~ and 777~ are compatible with
those of the K~ 7™ channel, but are characterised by larger statistical uncertainties. Therefore,
they are not displayed for the sake of brevity.

The largest residual asymmetries are those of the n(D") and n(m;",) distributions. They
display a sawtooth behaviour, with a maximum value of around 4 x 10~3 and opposite tooth
slopes for the D° and ﬂ'j;g mesons. In the plots each tooth spans four bins, which correspond to
a single bin of the kinematic weighting. One possible explanation of these asymmetries is that
there is a different bias in the measurement of the pseudorapidity of wj;g and 7., mesons, and
this bias is opposite in sign with respect to that of DY and D° mesons. Equalising the kinematics
of Wj;g and 7. mesons may thus increase the asymmetry between the DY and DY kinematic
distributions, and vice versa. Therefore, a simultaneous weighting of n(D°) and n(w} ), like that
of the second kinematic weighting, would be needed to keep the effect under control. In any case,
these residual asymmetries have a negligible effect on the measurement. In fact, in Sect. [7.4] the
width of the bins of the kinematic weighting is decreased up to a factor of 4 for each variable,
and the width of the asymmetry tooth of the two pseudorapidities is reduced accordingly, but
the shift of the measured value of AYy— .+ remains below 0.05 x 1074,
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Figure D.7: Two-dimensional distributions and asymmetries of the vector momentum of the D° meson,
for the full D° — K~ 7T data sample.
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Figure D.8: Distributions and asymmetries of the momentum of the D° meson for the full D° — K7+
data sample.
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Figure D.9: Two-dimensional distributions and asymmetries of the vector momentum of the 7% meson,
for the full D° — K~ 7T data sample.
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Figure D.10: Distributions and asymmetries of the momentum of the 7, meson for the full D® — K~z
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Figure D.11: Distributions and asymmetries of the D° flight distance for the full D° — K—7* data
sample.
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D.5. Correlation of m(D ;") with the weighting variables

D.5 Correlation of m(Dr ) with the weighting variables

The distributions of the variables employed in the kinematic weighting of Sect. are displayed
for the m(D07r+g) signal window and for the baseline and alternative lateral windows defined

ta

in Sect. in Fig. Whereas the signal distributions (red points) differ significantly from
those of the m(D°m,) lateral windows, the background distributions in the various lateral
windows are nearly indistinguishable. The only exception is the pr (D) distribution of the
leftmost window, which displays and intermediate shape between the signal one and that of the
other lateral windows. This behaviour is probably due to the larger contamination of signal
events in the leftmost window. Furthermore, the contamination of secondary decays, whose
pr(DO) is larger on average than that of primary decays and whose m(DOWj;g) distribution has
a long left tail, might play a role, too.

In any case, this is not expected to have a significant impact on the measurement. In fact, the
background asymmetry in both the leftmost and baseline lateral windows is less than 5 x 1073, as
shown in Fig. Therefore, it is reasonable to assume that the background under the signal
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Figure D.12: Normalised distributions of the kinematic variables employed in the weighting of Sect.

in the m(Dow;’;g) signal window and in the baseline and alternative lateral windows defined in Sect.

169



Appendix D. Kinematic weighting

10 10”
< = E < 500 T ]
§ 400? :Bae é § E :Q%Ea E
S W T 1 & 4o o =
% 300F .- 41 =2 | - " ]
g/ 250? : +22 é % 300; 58 +22 7:
@ 200F s 1D 4 = - " +D 1
g g . 1 2 200f s ]
E 150? ", ER- : ]
1001 * 4 * of k =
50 E r ]
s 02, | mmnﬂ‘ﬂ**#*ﬂ |M| ‘l ‘ i & 0’5}5 W ’o”’o" *#*Hiiﬂi Wil :
P ~l*’“ ,,,,,, t ml*1|||| w | IR ST ! Hll ,,,,,,,,,,,,
E —05F I N E osp ! E
2 —1E z -1k
< 70 5 10 < 0 5 10

15 15
pT(DO) [GeV/c] pT(DO) [GeV/c]

Figure D.13: Asymmetry of the pr(D°) kinematically weighted distribution in the (left) leftmost and
(right) baseline m (D7) sidebands.

peak has a similar asymmetry. Its contribution to the total asymmetry, if it was not subtracted,
would be (5 x 1073) x 5% = 2.5 x 107%, where 5% is the fraction of background events in the
signal window for the KT K~ and 7" 7~ channels. Even in the unreasonable assumption that

e the background was not subtracted (whereas the background contribution to the asymmetry
is removed by using the background decays in the lateral window);

e the asymmetry varied by its whole size (5 x 1073) over the pp(D°) range (whereas it is
nearly constant as a function of pp(DP));

e pr(D°) was 100% correlated with D° decay time (whereas it is not);

the bias on AY would be (2.5 x 1074)/5 = 0.5 x 1074, where 5 is the analysed decay time range in
Tpo units. This number is approximately equal to the statistical uncertainty of the K ~7 channel.
The real effect is likely smaller by at least one order of magnitude, and therefore negligible
with respect to both the statistical uncertainty and the assigned systematic uncertainty on the
removal of the m(D%x ) background discussed in Sect. E which is probably overestimated.

tag
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Appendix E

Background under the D" mass peak

This appendiz provides further details on the background decays whose m(h*h™) distribution
differs from that of the D° meson.

E.1 Particle-identification selection requirements

The selection efficiency of D® — n+7~ candidates in the m(n+7~) signal window and in
the m(rT7~) € [1750,1800] MeV/c? lateral window — mainly populated by DY — K-n+
misidentified decays — is plotted as a function of the DLL ¢, (7) requirement in Fig. The
baseline requirement DLL -, (7) < —5 rejects 95.4% (retains 75.2%) of the candidates in the
lateral (signal) window. The selection efficiency of D — K+ K~ candidates in the m(K+K™)
signal window and in the m(K+K~) € [1750, 1800] MeV/c? lateral window is plotted as a function
of the ProbNNe(K*) requirement in Fig. The baseline requirement ProbNNe(K*) < 0.2
rejects 4.6% (retains 99.6%) of the candidates in the lateral (signal) window.
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Figure E.1: Selection efficiency of the requirement DLL - (7+) < —5, normalised to that of the requirement
DLLf, (%) < 5 which is implemented at the trigger level, for candidates in the (left) m(rt7n~) €
[1750, 1800] MeV/c? lateral window and (centre) signal window. The green vertical lines indicate the
baseline requirement. (Right) m(7+7~) distribution of the candidates before and after the DLL g, (7F) <

—5 requirement.

E.2 Particle-identification efficiency

Figure displays the probability of identifying kaon mesons, pion mesons, muons or electrons as
kaon mesons from D°— KK~ decays, kaon mesons from D°— K7t decays or pion mesons,

171



Appendix E. Background under the D" mass peak

Efficiency

0.93
0.92
0.91

095

0.99F
0.98F
0.97F
0.96F
0.95F
0.94F

A\

TR TR T

+K*
+K
-4-Both

m(K*K") €[1750.0, 1800.0] MeV/c* E

=)

I
0.5

1

Maximum ProbNNe

Efficiency

0.99 ¢

0.98
0.97
0.96
0.95
0.94
0.93
0.92
091

+K
+K
% Both

m(K*K") € [1850.6, 1879.8] MeV/c*

0.9
0

I
0.5

1

Maximum ProbNNe

Candidates / (2 MeV/c?)

‘ ™
r . +x° ]
10000 :— o e -
8000 - ]
3 ProbNNe > 0.2
6000 B
4000 . —
L Yoa i ]
2000F coe \;
T P )
ok ) Tt 4
1750 1800 1850 1900 1950 2000

m(K*K") [MeV/c?]

Figure E.2: Selection efficiency of the requirement ProbNNe(K*) < 0.2 for the candidates in the (left)
m(K+TK~) € [1750,1800] MeV/c? lateral window and (centre) signal window. The green vertical lines
indicate the baseline requirement. (Right) m(K*K ™) distribution of the candidates rejected by the
ProbNNe(K*) < 0.2 requirement.

as a function of momentum and pseudorapidity. The corresponding particle-identification require-
ments are DLLg, > 5 && ProbNNe(K*) < 0.2, DLLg, > 5 and DLLg, < —5, respectively. All
probabilities are calculated according to the procedure described in Ref. [201]. The binning
of the two variables is chosen so as that the difference in efficiency between two adjacent bins
differs from zero with a significance of around 2.

E.3 Estimate of the background size

The overall agreement between data and expectations is checked in a fit, whose results are
shown in Fig. [E-4] where the relative normalisation of all background components with respect
to the signal are fixed to the expectations from RAPIDSIM. Even if the fit has only three free
parameters — the mean and width of the signal resolution and the overall normalisation of the fit
function —, the main characteristics of the data distribution are well reproduced. In particular,
the largest discrepancies between fit and data are probably due to a poor reproduction of the
left (right) tail of the D°— K~z distribution in the K* K~ (7t7~) decay channel. On the
other hand, Figure shows the results of the template fits to the m(KTK~) and m(rt7™)
distributions where, differently from the baseline fit, the normalisation of the D° — h=¢Ty,
background decays are left free to float just as those of the other background components. This
results into an overestimation of the fraction of the background from semileptonic decays, whose
size is artificially increased to compensate for the imprecise reproduction of the tail of the
distribution of D — K7t decays.

The results of the linear fits to the time-dependent fraction of background components in
the m(h*h™) signal window for the baseline template fit of Sect. are shown in Figs.
and for the K7+, K™K~ and 777~ decay channels, respectively. The fractions are
calculated based on the RAPIDSIM distributions of m(h*h™)-versus-t(D), scaled using the
time-integrated relative normalisations between the background components and the signal from
the time-integrated fits of Sect. The agreement between the decay-time distributions of data
and RAPIDSIM is checked by measuring the time-dependent fraction of signal in the m(h™h™)
signal region as the ratio of the RAPIDSIM template — normalised according to the results of
the fit — to the data, as shown in Fig. [E.9] The fraction varies from around 80% to 120% from
low to high decay times, for all three decay channels, corresponding to discrepancies of up to
20% from the expectations, which are approximately given by a constant function equal to unity.

Finally, the results of the linear fits to the time-dependent asymmetry of the candidates in the
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Figure E.3: PID efficiency for identifying a (top) K meson, (centre-top) 7 meson, (centre-bottom) muon
or (bottom) electron as (left) a charged kaon with electron veto, (centre) a charged kaon without electron
veto or (right) a pion, as a function of the momentum and pseudorapidity.

m(hTh™) lateral windows are shown in Figs. and for the K~ 7+ and KK~ decay

channels, respectively.

173



Appendix E. Background under the D° mass peak

10° 10° 10°
o S0F T ) n T ] L F e
§ . ] §6000 3 +]]?'ala E § 1400 E
L F —Fit 4
2 Yf 7 Es000f —D-KK” ER E
o f 1 Sk DK, 1 So00F E
< 30f HDua 3 JH000E ke E G +Data
g Dk S 3000f BDK 7* 3 8%F e
5 20F p—kk 4 & Di—K'Km" 1 eoof D,
k=] F D—»rir ] B 2000 : E e F Do_)K z
& wof DKy, 8 E R Doy
- D' K et E = F
r D —K e, 1000 E 200 4
s ‘ "y . . E ‘ L, F [T, . e
50 T800 1850 1900 1950 2000 55 Ts00 1900 1950 2000 50 1800 1850 1900 1950 2000
m(K~7*) [MeV/c?] m(K*K™) [MeV/c?] m(zw*m) [MeV/c?]
10° 10° 10°
a &: E  Dat T HE &: 160 F =
< L iy ata 4 C 1
% 500F % 330 E-Fie E % 140 E
E 300 F—D'—K*K~ 3 E E
= 3 = PO i = mof 3
Q  400F L 250E; Pk, E o E ' it 3
> E > ED' Kk etv, |} A E > 100F t Data E
> E 2 200D KV, 3 = 3 Fit ]
o 300F Q FED’—K 770 b . E 8 80F Drtr
s E S 150F0DI—=K* K x|+ % E s E ek E
=] 3 = 3 w e DK+
5 200 g E ; 5  o0p o
= F s 100 ] P : : Do—wr,u*vu
S 100F S s0E S YF oy : L D —sretv, o
" E 20F : : E
: : 1 0 3 E N\ E
ot ‘ . ‘ . N ‘ ‘ .
%50 1800 1850 1900 1950 2000 1750 1800 1850 1900 1950 2000 50 1800 1850 1900 1950 2000
m(K~7+) [MeV/c?] m(K*K") [MeV/c2] m(wtm) [MeV/e?]

Figure E.4: Template fit to the time and flavour integrated m(h*h™) distributions of (left) K~n T, (centre)
K*TK~ and (right) 777~ decays. The relative normalisation between the background components and
the signal is fixed to the expectations of RAPIDSIM and PIDCALIB; the signal component due to decays
in flight of DY daughter mesons into muons is shown in violet. Bottom plots are magnified to put the
background components in evidence.

fen) X103 T T T T T fn) 103 T T T
L6000F 4Data 4 L1d00f =
> £ —Fit 1 = s E
é’ 5000 F —D"—=K*K~ E © 1200 E
F 0 - ] S r ]
o, F BDoK 1 S1000fF E
S4000F | DK utv, 4 =t —+ Data ]
S F ob’=kev, i | 1 2 soof —Fit 3
§ 3000 DO—)KVZ'J'EO ' ' 3 8 o D° + 3]
< F Df KK 1t H H E < 600-— —_— Oﬁ)ﬂifr E
% F s ! ! E g E DO—)K Vil E
g 2000 oy 7 £ 40f PG
@) E : ] © E eve
1000 : E 200 E
0] : . L e — S— 0 E HI i L =
1750 1800 1850 1900 1950 2000 1750 1800 1850 1900 1950 2000
m(K*K™) [MeV/c?] m(7*7) [MeV/c2]
3 3
g.: :loD . T T T T T L= ((I: ]60?(10 T T T 5|
F <+ Data i " = ]
% 350¢ —Fit A E % 140 : E
300F—D'—>K*K~ | E ' E
RN 1R N ] z2 ; E
= ELD =Kty v E = 100 ' —~+ Data e
% 200EZD-Kerv, | E : — Fit E
g2 ED°—K mad i ! E L 80 : Dot
< ErDf KK+ ! 3 < . E
3 150E D;—K'K™ & : : E ) 60 : D' KTt 3
2 100F Lo 4 = 3 : D= utv, 3
S 50 E_ s 5 . (3 40 H ) DD—VI’e*'VA, E
k. P E 20 : E
0 | | | | 1 3 0 5 ! L .
1750 1800 1850 1900 1950 2000 1750 1800 1850 1900 1950 2000

m(K*K™) [MeV/c?] m(z*r) [MeV/c?]

Figure E.5: Template fit to the time-integrated m(h*h~) distribution of (left) D°— K+ K~ and (right)
D® — 771~ decays, where all background normalisations are left free to vary, with the exception of
the ratio between the normalisations of DY — h~etv, and D° — h~p*v, decays, which is fixed to
expectations. Bottom plots are magnified to put the background components in evidence.
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E.3. Estimate of the background size
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Figure E.6: Linear fit to the time-dependent fraction of background candidates in the m(K ~7*) signal
region, for all relevant backgrounds components.
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Figure E.7: Linear fit to the time-dependent fraction of background candidates in the m(K ™K ~) signal
region, for all relevant backgrounds components.
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Figure E.8: Linear fit to the time-dependent fraction of background candidates in the m (77 ~) signal
region, for all relevant backgrounds components.
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Appendix E. Background under the D° mass peak
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E.9: Linear fit to the time-dependent fraction of signal candidate