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The KPP equation as a scaling limit

of locally interacting Brownian particles ∗†

Franco Flandoli and Ruojun Huang

Abstract

Fisher-KPP equation is proved to be the scaling limit of a system of Brownian particles with local interaction.

Particles proliferate and die depending on the local concentration of other particles. Opposite to discrete models,

controlling concentration of particles is a major difficulty in Brownian particle interaction; local interactions instead

of mean field or moderate ones makes it more difficult to implement the law of large numbers properties. The approach

taken here to overcome these difficulties is largely inspired by A. Hammond and F. Rezakhanlou [10] implemented

there in the mean free path case instead of the local interaction regime.

1 Introduction

We consider the scaling limit (in a “local" interaction regime) of the empirical measure of an interacting Brownian

particle system in ℝ
d , d ≥ 1, describing the proliferation mechanism of cells, where only approximately a constant

number of particles interact with a given particle at any given time. We connect the evolution of its empirical measure

process to the Fisher-KPP (F-KPP) equation.

The F-KPP equation is related to particle systems in several ways. One of them is the probabilistic representation by

branching processes, see [12] which originated a large literature. Others have to do with scaling limits of interacting

particles. In the case of discrete particles occupying the sites of a lattice, with local interaction some of the main

classical works are [3, 5, 6]; see also the recent contributions [4, 9].

The discrete setting, as known for many other systems (see for instance [11]) offers special opportunities due to

the simplicity of certain invariant or underlying measures, often of Bernoulli type; the technology in that case has

become very rich and deeply developed. Different is the case of interacting diffusions, less developed. The mean

field theory, for diffusions, is a flexible and elegant theory [19] but localizing the interactions is very difficult, see for

instance [21, 20] as few of the attempts. When the interaction is moderate, namely intermediate between mean field

and local, there are more technical opportunities, widely discovered by K. Oelschläger in a series of works including

[16, 17]. Along these lines, also the F-KPP equation has been obtained as a scaling limit in [8]. Let us mention also

[13, 1, 14, 15, 18] for related works.

In the present work we fill in the gap and prove that the F-KPP equation is also the scaling limit of diffusions,

locally interacting. In a sense, this is the analog of the discrete particle results of [3] and the other references above.

The proof is not based on special reference measures of Bernoulli type as in the discrete case (not invariant in the

present proliferation case, but still fundamental), but it is strongly inspired by the work of [10], which deals with

locally interacting diffusions in the mean-free-path regime, that we adapt to the local regime (the former requires that

a particle meets a finite number of others, on average, in a unit amount of time; the latter requires that a particle has a

finite number of others, on average, in its own neighborhood, where interaction takes place). Compared to the discrete

setting [3], where the dynamics is a superposition of simple-exclusion process (which leads to the diffusion operator)

and spin-flip dynamics (leading to the reaction term) and the number of particles per site is either zero or one, we have

to worry about concentration of particles, one of the main difficulties for the investigation of interacting diffusions.

∗Keywords and phrases: Fisher-KPP equation; scaling limits; interacting diffusions; local interaction, proliferation.
†AMS subject classification (2020): 82C22, 82C21, 60K40.
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After this short introduction to the subject, let us give some more technical details. We start with the formal

definition of a closely-related model already studied in [8] in the so-called moderate interaction regime. Then we

introduce our slightly altered model.

Definition 1 A configuration of the system is a sequence

� =
(
xi, ai

)
i∈ℕ

∈
(
ℝ
d × {L,N}

)ℕ

with the following constraint: there exists imax (�) ∈ ℕ such that ai = L for i ≤ imax (�), ai = N and xi = 0 for
i > imax (�).

The heuristic meaning is that particles with index i ≤ imax (�) exist, are alive (= L), and occupy position xi;
particles with i > imax (�) do not exist yet (= N), but we formally include them in the description; they are placed at

xi = 0.

Test functions F are functions on
(
ℝ
d × {L,N}

)ℕ
which depend only on a finite number of coordinates, F =

F
(
x1, ..., xn, a1, ..., an

)
with

(
xi, ai

)
∈ ℝ

d × {L,N} and are smooth in
(
x1, ..., xn

)
∈ ℝ

dn.

Definition 2 The infinitesimal generator N , parametrized by N ∈ ℕ, is given by

(NF ) (�) =
∑

i≤imax(�)

1

2
ΔxiF (�) +

∑
j≤imax(�)

�
j

N
(�)

[
F
(
�j
)
− F (�)

]
(1)

where, if � =
(
xi, ai

)
i∈ℕ

, then �j = (x
j
i
, a
j
i
)i∈ℕ is given by

(x
j
i
, a
j
i
) =

(
xi, ai

)
for i ≠ imax (�) + 1(

x
j

imax(�)+1
, a
j

imax(�)+1

)
=
(
xj , L

)
.

The rate �j
N
(�) is given by

�
j

N
(�) =

(
1 −

1

N

∑
k≤imax(�)

�N
(
xj − xk

) )+

(2)

where �N are smooth compact support mollifiers with a rate of convergence to the delta Dirac at zero specified in the
sequel.

The heuristic behind this definition is that: i) existing particles move at random like independent Brownian motions;

ii) a new particle could be created at the position of an existing particle j, with rate proportional to the empty space in a

neighborhood of xj , neighborhood described by the support of �N . Our aim is to choose the scaling of �N , namely the

neighborhood of interaction, such that only a small finite number of particles different from j are in that neighborhood.

In the classical studies of continuum interacting particle systems, where interactions are modulated by a potential,

one usually takes

�N (x) = N��(N�∕dx)

for some smooth compactly supported function �(⋅), where N is the order of the number of particles in the system.

The case � = 0 is called mean-field, since all particles interact with each other at any given time. The case � ∈ (0, 1) is

called moderate, as not all particles interact at any given time, nevertheless such number is diverging withN . The case

� = 1 is called local, as one would expect that in a neighborhood of radiusN−1∕d , only a constant number of particles

interact. Of course, here we are assuming that particles are relatively homogeneously distributed in space at all times

down to the microscopic scale (which is not always proven). For the system with generator (1), the moderate scaling

regime with � ∈ (0, 1∕2) has been studied and its scaling limit to F-KPP equation established in [8], with earlier results
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[17] for a shorter range of �, and so is the mean-field case whose limit is a different kind of equation [2, 7]; our aim

here is to study the local regime, subject to a modification of the rate (2).

We introduce a scale parameter � ∈ (0, 1] describing the length scale where two particles can interact. In particular,

in the local regime, � = N−1∕d , but our result is more general, covering also the whole moderate regime ([8, 17]). Then

we consider the mollifier

��(x) ∶= �−d�(�−1x)

built from a given, nonnegative, Hölder continuous and compactly supported function � ∶ ℝ
d
→ ℝ+ with ∫ � = 1.

The rate of proliferation (2) can be written as

�
j

N
(�) =

(
1 −

1

N

∑
k≤imax(�)

��(xj − xk)
)+

(3)

whereby the proliferation part of the generator is

(CF )(�) ∶=
∑

j≤imax(�)

[
1 −

1

N

∑
k≤imax(�)

��(xj − xk)
]+

[F (�j) − F (�)].

Throughout the paper any sum is only over particles alive in the system (whose cardinality is always finite), hence we

do not discuss the label aj of particle j.

Heuristically, the positive part on the rate (3) should be insignificant, as we would guess that if starting with a

density profile not larger than 1, then subsequently the density of particles everywhere is no larger than 1. This is the

case for the F-KPP equation (see (8) below). However, at the microscopic level we do not have effective control on the

scale of �, even a posteriori. Hence in this paper we consider a slightly altered model, namely one without the positive

part in the rate.

Note that now the proliferation rate can be negative, which we will interpret to mean, in terms of the proliferation

part of the generator,

(̃CF )(�) =
∑

j≤imax(�)

[F (�j) − F (�)] +
1

N

∑
j,k≤imax(�)

��(xj − xk)[F (�
−j) − F (�)], (4)

where �−j signifies deleting particle j from the collection �. Thus, the infinitesimal generator of our particle system

under study is

(̃NF )(�) =
∑

j≤imax(�)

1

2
ΔxiF (�) + (̃CF )(�). (5)

Condition 3 The function u0 appearing as initial condition satisfies:
(a). It is compactly supportly in B(0, R), an open ball of radius R around the origin.
(b). 0 ≤ u0(x) ≤  for some finite constant  and all x ∈ ℝ

d .

In particular, u0 ∈ L1
+(ℝ

d) (the space of nonnegative integrable functions), with ‖u0‖L1 ≤ |B(0, R)|. Denoting by

�(t) the collection of alive particles at time t ≥ 0, and N(t) its cardinality, we distribute at time t = 0,

imax(�(0)) = N0 ∶= N ∫
ℝd
u0

number of points independently with identical probability density (∫ u0)−1u0 on ℝ
d , for some u0 satisfying Condition

3. In particular, u0(x)dx is the weak limit, in probability, of the initial (normalized) empirical measure:

1

N

∑
j≤N0

�xj (0)(x)
w
⇒ u0(x)dx. (6)
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We introduce the sequence of space-time (normalized) empirical measures

�N (dt, dx) ∶=
1

N
dt

∑
j≤N(t)

�xj (t)(dx), N ∈ ℕ, (7)

taking values in the space  = T of nonnegative finite measures on [0, T ] × ℝ
d endowed with the weak topology.

Since these are random measures, the mappings

! ↦ �N (dt, dx, !)

induce probability measures N on the space . That is, N ∈ ().

We also introduce the F-KPP equation on [0, T ] ×ℝ
d :

)tu =
1

2
Δu + u − u2, u(0, ⋅) = u0, (8)

with u0 satisfying Condition 3. We take as weak formulation of (8) that for any � ∈ C1,2
c ([0, T ) × ℝ

d),

0 = ∫
ℝd

u0(x)�(0, x)dx+ ∫
T

0 ∫
ℝd

u(t, x))t�(t, x) dxdt

+ ∫
T

0 ∫
ℝd

[
1

2
u(t, x)Δ�(t, x) + (u − u2)(t, x)�(t, x)

]
dxdt . (9)

More precisely, see Definition 14. The choice of this weak formulation, together with the uniqueness of the F-KPP

equation is discussed in Section 3. Our main result is the following theorem, which is proved in Section 2.

Theorem 4 Suppose that � = �(N) is such that �−d ≤ CN for some finite constant C and �(N) → 0 as N → ∞.
Then, for every finite T and d ≥ 1, the sequence of probability measures {N}N induced by {! ↦ �N (dt, dx, !)}N
converges weakly in the space () to a Dirac measure on �(dt, dx) ∈ . The measure � is absolutely continuous
with respect to the Lebesgues measure on [0, T ] × ℝ

d , i.e. �(dt, dx) = u(t, x)dtdx. The density u(t, x) is the unique
weak solution to the F-KPP equation (8), in the sense of (9).

2 Proof of the main result

Our proof is based on adapting the strategy of [10], which deals with scaling limits to coagulation-type PDEs. The key

to the proof of the main result is an Itô-Tanaka trick, well-known in the setting of SDEs. Specifically, for every � and

T , we define an auxiliary function r�(t, x) = r�,T (t, x) ∶ [0, T ] × ℝ
d
→ ℝ+, which is the unique solution to the PDE

terminal value problem:

{
)tr

�(t, x) + Δr�(t, x) + ��(x) = 0

r�(T , x) = 0
. (10)

Denoting by C0 the maximum radius of the compact support of �, we have the following estimates for r� and ∇r�.

Proposition 5 There exists finite constant C(d, T , C0) such that for any x ∈ ℝ
d , � > 0, t ∈ [0, T ] we have that

|r�(t, x)| ≤
⎧
⎪⎨⎪⎩

Ce−C|x|21{|x|≥1} + C (|x| ∨ �)2−d 1{|x|<1}, d ≠ 2

Ce−C|x|21{|x|≥1} + C| log (|x| ∨ �) |1{|x|<1}, d = 2

(11)

|∇xr�(t, x)| ≤ Ce−C|x|21{|x|≥1} + C (|x| ∨ �)1−d 1{|x|<1}, d ≥ 1. (12)

4



Proof. We first demonstrate (11). Write

r� (t, x) = u� (T − t, x)

with
{
)tu

� (t, x) = Δu� (t, x) + �� (x)

u� (0, x) = 0.

For each fixed � > 0, the function u� (t, x) is of class C1,2([0, T ] × ℝ
d) (since we assumed that � ∈ C�(ℝd) for some

� ∈ (0, 1)) and it is given by the explicit formula

u� (t, x) = ∫
t

0 ∫
ℝd

pt−s (x − y) �
� (y) dyds

where

pt (x) ∶= (4�t)−d∕2 exp

(
−
|x|2
4t

)
for t > 0.

We also have

u� (t, x) = ∫
t

0 ∫
ℝd
ps (y) �

� (x − y) dyds

= ∫
ℝd

�� (x − y)

[
∫

t

0

ps (y) ds

]
dy.

This reformulation is crucial to understand the “singularity" of u� (let us repeat it is smooth, but it becomes singular at

x = 0 when � → 0). Call

K (t, x) ∶= ∫
t

0

ps (x) ds (13)

the kernel of this formula, such that

u� (t, x) = ∫
ℝd
�� (x − y)K (t, y) dy.

For x ≠ 0 the functionK (t, x) is well defined and smooth: notice that s↦ ps (x) is integrable at s = 0, and on any set

[0, T ] ×  with 0 ∉ , the function ps (x) is uniformly continuous with all its derivatives in x (extended equal to zero

for t = 0). But for x = 0 it is well defined only in dimension d = 1.

We have, for x ≠ 0,

K (t, x) = ∫
t

0

(4�s)−d∕2 exp

(
−
|x|2
4s

)
ds

r=
|x|2
4s
= ∫

∞

|x|2
4t

(
� |x|2
r

)−d∕2

exp (−r)
|x|2
4r2

dr

=
1

4�d∕2 |x|d−2 ∫
∞

|x|2
4t

r
d−4

2 exp (−r) dr.

Therefore

K (t, x) =
1

|x|d−2G (t, x)

G (t, x) ∶=
1

4�d∕2 ∫
∞

|x|2
4t

r
d−4

2 exp (−r) dr.
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Since

G (t, x) ∶=
1

4�d∕2 ∫
∞

|x|2
4t

r
d−4

2 exp (−r) dr

≤ 1

4�d∕2 ∫
∞

|x|2
4T

r
d−4

2 exp (−r) dr

d≠2≤ A exp
(
−� |x|2) + B |x|d−2 1{|x|<1}

G (t, x)
d=2≤ A exp

(
−� |x|2) − B log |x| 1{|x|<1}

for some A,B, � > 0. Therefore

K (t, x)
d≠2≤ 1

|x|d−2
[
A exp

(
−� |x|2) + B |x|d−2 1{|x|<1}

]

≤ 1

|x|d−2A exp
(
−� |x|2) + B1{|x|<1}

K (t, x)
d=2≤ A − B log |x| 1{|x|<1}.

It follows

u� (t, x)
d≠2≤ A∫

ℝd

�� (x − y)
1

|y|d−2 exp
(
−� |y|2)dy + B1{|x|<1}

≤ Ce−C|x|21{|x|≥1} + C (|x| ∨ �)2−d 1{|x|<1}

u� (t, x)
d=2≤ Ce−C|x|21{|x|≥1} + C| log (|x| ∨ �) |1{|x|<1}.

for some C > 0.

To prove (12), we note that

∇xu
�(t, x) = ∫

t

0 ∫
ℝd

∇ps(y)�
�(x − y)dyds

= ∫
ℝd
��(x − y)

[
∫

t

0

∇ps(y)ds

]
dy.

Since

|∇pt(x)| ≤ 2−1(4�)−d∕2|x|t− d
2
−1

exp

(
−
|x|2
4t

)

we have that

|||||∫
t

0

∇ps(y)ds
|||||
≤ 2−1(4�)−d∕2 ∫

t

0

|x|s− d
2
−1

exp

(
−
|x|2
2

)
ds

≤ 2−1�−d∕2|x|1−d ∫
∞

|x|2
4T

r
d

2
−1
e−rdr

≤ |x|1−d [A exp(−�|x|2) + B|x|d1{|x|<1}
]

≤ |x|1−dA exp(−�|x|2) + B1{|x|<1}
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for some A,B, � > 0. Thus, we have

|∇xu(t, x)| ≤ A∫ ��(x − y)|y|1−d exp(−�|y|2)dy + B1{|x|<1}
≤ Ce−C|x|21{|x|≥1} + C (|x| ∨ �)1−d 1{|x|<1}

for some C > 0.

We need the following preliminary lemma.

Lemma 6 For any d ≥ 1 and finite T , there exists some finite C = C(T , ||u0||L1) such that

E∫
T

0

1

N2

∑
j,k≤N(t)

��(xj(t) − xk(t))dt ≤ C. (14)

Proof. By Itô formula applied to the process N(t) (the cardinality of alive particles) and taking expectation, the

martingale vanishes and we get that

EN(T ) = EN0 + E∫
T

0

∑
j≤N(t)

[
1 −

1

N

∑
k≤N(t)

��(xj(t) − xk(t))

]
dt

implying that

E∫
T

0

1

N

∑
j,k≤N(t)

��(xj(t) − xk(t))dt ≤ EN0 + E∫
T

0

N(t)dt.

The RHS is dominated from above by the same quantity calculated for a particle system with pure proliferation of unit

rate (and no killing), and thereby is bounded by eTN ∫ u0.

We proceed to derive the limiting equation. Fixing any �(t, x) ∈ C1,2
c ([0, T ) × ℝ

d), we consider the time dependent

functional on �

QN (t, �) ∶=
1

N

∑
j≤imax(�)

�(t, xj). (15)

By Itô formula applied to the process QN (t, �(t)), we get that

QN (T , �(T )) −QN (0, �(0)) =∫
T

0

1

N

∑
j≤N(t)

(
)t +

1

2
Δxj

)
�(t, xj(t)) dt

+ ∫
T

0

1

N

∑
j≤N(t)

[
1 −

1

N

∑
k≤N(t)

��(xj(t) − xk(t))
]
�(t, xj(t)) dt + M̃T

=
⟨
�N (dt, dx),

(
)t +

1

2
Δ + 1

)
�(t, x)

⟩

− ∫
T

0

1

N2

∑
j,k≤N(t)

��(xj(t) − xk(t))�(t, xj(t)) dt+ M̃T (16)

where {M̃t} is a martingale. We can readily control the martingale via its quadratic variation

E[M̃2
T
] ≤ 4∫

T

0

E[A
(1)
t + A

(2)
t ] dt

7



where

A
(1)
t ∶=

1

N2

∑
j≤N(t)

|||∇xj�(t, xj(t))
|||
2
,

A
(2)
t ∶=

1

N2

∑
j≤N(t)

[
1 +

1

N

∑
k≤N(t)

��((xj(t) − xk(t))
]
�(t, xj(t))

2.

Since � is a test function and EN(t) ≤ Net ∫ u0, combined with Lemma 6 we arrive at

E∫
T

0

[A
(1)
t + A

(2)
t ] dt ≤ CT ,�

N
.

Therefore, the martingale vanishes in L2(ℙ) (and in probability) in the limit N → ∞. Further, since �(T , ⋅) = 0,

we have that QN (T , �(T )) = 0; whereas by our assumption on the initial condition, we have that QN (0, �(0)) →

∫ �(0, x)u0(x)dx in probability. Regarding the last term of (16), i.e.

∫
T

0

1

N2

∑
j,k≤N(t)

��
(
xj(t) − xk(t)

)
�
(
t, xj(t)

)
dt, (17)

we shall prove the following approximation in steps. To state it, let us denote

��(x) ∶= �−d�(�−1x) (18)

for a smooth, nonnegative, compactly supported function � ∶ ℝ
d
→ ℝ+ with ∫ � = 1. Fix also two smooth, compactly

supported functions �,  ∶ ℝ
d × [0, T ) → ℝ.

Proposition 7 Suppose that � = �(N) is such that �−d ≤ CN for some finite constant C and �(N) → 0 as N → ∞.
Then, for any d ≥ 1 and finite T , we have that

∫
T

0

1

N2

∑
j,k≤N(t)

��
(
xj(t) − xk(t)

)
�
(
t, xj(t)

)
 
(
t, xk(t)

)
dt

= ∫
T

0 ∫
ℝd

�(t, w) (t, w)
(
�N ∗x �

�
)
(t, w)2dwdt + Err(�,N, �) ,

for some error term that vanishes in the following limit

lim sup
�→0

lim sup
N→∞

E|Err(�,N, �)| = 0,

and any � ∶ ℝ
d
→ ℝ+ smooth, nonnegative, compactly supported with ∫ � = 1. Here we used the shorthand

(
�N ∗x �

�
)
(t, w) ∶=

1

N

∑
j≤N(t)

��(w − xj(t)).

Step I. Fixing �, T . Consider the time-dependent functional on �, indexed by z ∈ ℝ
d :

XN
z (t, �) ∶=

1

N2

∑
j,k≤imax(�)

r�
(
t, xj − xk + z

)
�(t, xj) (t, xk)

where r�(t, x) is the auxiliary function defined in (10). By Itô formula applied to the process (XN
z − XN

0
)(t, �(t)), we

get that

(XN
z −XN

0
)(T , �(T )) − (XN

z −XN
0
)(0, �(0)) = ∫

T

0

(
()t + ̃N )(Xz −X0)

)
(t, �(t)) dt+MT

8



where {Mt} is a martingale. Written out in detail, the LHS has one term

H0 ∶= −
1

N2

∑
j,k≤N0

[
r�(0, xj(0) − xk(0) + z) − r

�(0, xj(0) − xk(0))
]
�(0, xj(0)) (0, xk(0))

and we have the following terms in the integrand of RHS

Ht(t) ∶=
1

N2

∑
j,k≤N(t)

[
r�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
]
)t

(
�(t, xj(t)) (t, xk(t))

)
.

Hxx(t) ∶=
1

N2

∑
j,k≤N(t)

[
()t + Δ)

(
r�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t)
)]
�(t, xj(t)) (t, xk(t))

=
1

N2

∑
j,k≤N(t)

[
��(xj(t) − xk(t)) − �

�(xj(t) − xk(t) + z)
]
�(t, xj(t)) (t, xk(t)).

HJ (t) ∶=
1

N2

∑
j,k≤N(t)

[
r�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
]

⋅

1

2

(
Δ�(t, xj(t)) (t, xk(t)) + Δ (t, xk(t))�(t, xj(t))

)
.

Hx(t) ∶=
1

N2

∑
j,k≤N(t)

[
∇r�(t, xj(t) − xk(t) + z) − ∇r�(t, xj(t) − xk(t))

]

⋅

1

2

(
∇�(t, xj(t)) (t, xk(t)) − ∇ (t, xk(t))�(t, xj(t))

)
.

HC (t) ∶=
1

N2

∑
j,k≤N(t)

[
1 −

1

N

∑
i≤N(t)

��
(
xj(t) − xi(t)

) ]

⋅

[
r�
(
t, xj(t) − xk(t) + z

)
− r�

(
t, xj(t) − xk(t)

)]
�(t, xj(t)) (t, xk(t))

+
1

N2

∑
j,k≤N(t)

[
1 −

1

N

∑
i≤N(t)

��
(
xk(t) − xi(t)

) ]

⋅

[
r�
(
t, xj(t) − xk(t) + z

)
− r�

(
t, xj(t) − xk(t)

)]
�(t, xj(t)) (t, xk(t)).

The martingale terms can be controlled via its quadratic variation

E[M2
T
] ≤ 4∫

T

0

E[B
(1)
t + B

(2)
t ]dt

where

B
(1)
t ∶=

1

N4

∑
j≤N(t)

||||||
∇xj

( ∑
k≤N(t)

[
r�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
]
�(t, xj(t)) (t, xk(t))

)||||||

2

+
1

N4

∑
k≤N(t)

||||||
∇xk

( ∑
j≤N(t)

[
r�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
]
�(t, xj(t)) (t, xk(t))

)||||||

2

. (19)
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B
(2)
t ∶=

1

N4

∑
j≤N(t)

[
1 +

1

N

∑
i≤N(t)

��((xj(t) − xi(t))
]

⋅

||||||
∑

k≤N(t)

[
r�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
]
�(t, xj(t)) (t, xk(t))

||||||

2

+
1

N4

∑
k≤N(t)

[
1 +

1

N

∑
i≤N(t)

��((xk(t) − xi(t))
]

⋅

||||||
∑

j≤N(t)

[
r�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
]
�(t, xj(t)) (t, xk(t))

||||||

2

. (20)

Step II. We show that among the previous terms, only Hxx is significant, in a sense to be made precise. To this

end, we need to bound the various other terms, of which there are significant similarities: one type of terms is a double

sum involving the difference of r�; the second type is a double sum involving the difference of ∇r�; and the third type

is a triple sum involving the difference of r� .
We first prove a general proposition about a pure proliferation system that is naturally coupled to our system, from

which some of our desired conclusions immediately follow.

Proposition 8 Let d ≥ 1 and
(
xi (t)

)
be the pure proliferation model with unit rate (no killing), withN0 initial particles

distributed independently with density (∫ u0)−1u0, for u0 satisfying Condition 3. Let T > 0 be given and let f (t, x) ∶
[0, T ] × ℝ

d
→ ℝ+, g(x) ∶ ℝ

d
→ ℝ+ be bounded non-negative functions, with g ∈ L1(ℝd). Then there are constants

CT , c = c(d, T ) > 0, independent of N and f, g, such that for any t ∈ [0, T ]

E

[∑
i,j

f
(
t, xi (t) − xj (t)

)] ≤ N02C
2
T
‖f‖∞ +N2C2

T
2ecR ∫

ℝd

f (t, x) e−c|x|dx, (21)

and

E

[∑
i,j,k

f
(
t, xi (t) − xj (t)

)
g
(
xj (t) − xk (t)

)]

≤N05C
3
T
‖f‖∞ ‖g‖∞

+N22C3
T
2ecR

(
‖f‖∞ ∫

ℝd
g (x) e−c|x|dx + ‖g‖∞ ∫

ℝd
f (t, x) e−c|x|dx

)

+N3C3
T
3ecR ‖g‖L1 ∫

ℝd

f (t, x) e−c|x|dx, (22)

where the sum is extended to all particles alive at time t. The constantCT (= eT ) is the average number of alive particles
at time T , when starting from a single initial particle.

Proof. Step 1. Essential for the proof is the fact that the exponential clocks of proliferation can be modeled a priori,

therefore let us write a few details in this direction for completeness. Particles, previously indexed by i, will be indexed

below by a multi-index a of the form

a =
(
a1, ..., an

)

with n positive integer, a1 ∈
{
1, ..., N0

}
, a2, ..., an ∈ {1, 2} (if n ≥ 2). Denote by ΛN the set of all such multi-indexes.

Given a ∈ ΛN , we denote by n (a) the length of the string a =
(
a1, ..., an

)
defining a. We set

a−1 =
(
a1, ..., an−1

)

when n ≥ 2. The heuristic idea behind these notations is that a1 denotes the progenitor at time t = 0; a2, ..., an describe

the subsequent story, where particle a is a direct descendant of particle a−1.
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Each particle a lives for a finite random time. On a probability space (Ω, ,ℙ), assume to have a countable family

of independent Exponential r.v.’s �a of parameter � = 1, indexed by a ∈ ΛN . The time �a is the life span of particle a;

its interval of existence will be denoted by [T a
0
, T a
f
) with T a

f
= T a

0
+ �a. The random times T a

0
are defined recursively

in n ∈ ℕ: if n (a) = 0, T a
0
= 0; if n (a) > 0,

T a
0
= T a

−1

0
+ �a

−1
= T a

−1

f
.

We may now define the set of particles alive at time t: it is the set

ΛNt =
{
a ∈ ΛN ∶ t ∈ [T a

0
, T a
f
)
}
.

Initial particles have a random initial position in the space ℝ
d : we assume that on the probability space (Ω, ,ℙ)

there are r.v.’s X1, ..., XN0
distributed with density (∫ u0)−1u0 independent among themselves and with respect to the

random times �a, a ∈ ΛN .

Particles move as Brownian motions: we assume that on the probability space (Ω, ,ℙ) there is a countable family

of independent Brownian motionsW a, a ∈ ΛN , independent among themselves and with respect to the random times

�a, a ∈ ΛN and the initial positions X1
0
, ..., X

N0

0
. The position xat of particle a during its existence interval [T a

0
, T a
f
) is

defined recursively in n ∈ ℕ as follows: if n (a) = 0, xat = Xa
0
+W a

t for t ∈ [T a
0
, T a
f
); if n (a) > 0

xat = xa
−1

T a
0

+W a
t−T a

0

for t ∈ [T a
0
, T a
f
).

Step 2. Given k ∈ {1, ..., N} and a =
(
a1, ..., an

)
∈ ΛN , the process xat is formally defined only for t ∈ [T a

0
, T a
f
).

Call x̃at the related process, defined for all t ≥ 0 as follows: for each b =
(
a1, ..., am

)
with m ≤ n, on the interval

[T b
0
, T b
f
) it is given by xbt ; and on [T a

f
,∞) it is given by xa

−1

T a
0

+W a
t−T a

0

. The process x̃at is a Brownian motion with initial

position X
a1
0

. More precisely, if  denotes the �-algebra generated by the family
{
�a; a ∈ ΛN

}
, then the law of x̃at

conditioned to  is the law of a Brownian motion with initial position X
a1
0

.

Step 3. With the notations of Step 1 above, we have to handle

E

⎡⎢⎢⎣
∑

a,b∈ΛNt

f
(
t, xat − x

b
t

)⎤⎥⎥⎦
=

∑
a,b∈ΛN

E

[
1a∈ΛNt

1b∈ΛNt
f
(
t, xat − x

b
t

)]
.

As explained in the previous step, let us denote the components of a, b as a =
(
a1, ...an

)
, b =

(
b1, ...bm

)
, with integers

n, m > 0, a1, b1 ∈
{
1, ..., N0

}
and all the other entries in {1, 2}. Then

∑
a,b∈ΛN

E

[
1a∈ΛNt

1b∈ΛNt
f
(
t, xat − x

b
t

)]

=
∑

a,b∈ΛN∶a1=b1

E

[
1a∈ΛNt

1b∈ΛNt
f
(
t, xa

t
− xb

t

)]
+

∑
a,b∈ΛN∶a1≠b1

E

[
1a∈ΛNt

1b∈ΛNt
f
(
t, xa

t
− xb

t

)]
.

In the following computation, when we decompose a multi-index a =
(
a1, ...an

)
in the form

(
a1, a

′
)

we understand

11



that a′ does not exist in the case n = 1, while a′ =
(
a2, ...an

)
if n ≥ 2. We simply bound

∑
a,b∈ΛN∶a1=b1

E

[
1a∈ΛNt

1b∈ΛNt
f
(
t, xat − x

b
t

)]

=

N0∑
a1=1

∑
a′,b′∈I

E

[
1(a1,a′)∈ΛNt

1(a1 ,b′)∈ΛNt
f
(
t, x

(a1 ,a′)
t − x

(a1,b′)
t

)]

≤ ‖f‖∞
N0∑
a1=1

∑
a′ ,b′∈I

E

[
1(a1 ,a′)∈ΛNt

1(a1,b′)∈ΛNt

]

= N0 ‖f‖∞
∑

a′,b′∈I

E

[
1(1,a′)∈ΛNt

1(1,b′)∈ΛNt

]

where I denotes the set of binary sequences of finite length, and the last identity is due to the fact that the quantity

E

[
1(a1,a′)∈ΛNt

1(a1 ,b′)∈ΛNt

]
is independent of a1: then it is equal to

= N0 ‖f‖∞
∑

a′,b′∈I

E

[
1(1,a′)∈Λ1

t
1(1,b′)∈Λ1

t

]

where Λ1
t is the set of indexes relative to the case of a single initial particle, and the identity holds because the presence

of more initial particles does not affect the expected values of the previous expression; finally the previous quantity is

equal to

= N0 ‖f‖∞ E

⎡⎢⎢⎣
∑

a,b∈Λ1
t

1

⎤⎥⎥⎦
≤ N0 ‖f‖∞ E

[|||Λ
1
t
|||
2
]

≤ N0 ‖f‖∞ E

[|||Λ
1
T
|||
2
]
≤ N0‖f‖∞(C2

T
+ CT ),

where we have denoted by
|||Λ1

t
||| the cardinality of the set Λ1

t , which is a Poisson random variable with finite mean

CT = E

[|||Λ1
T

|||
]
, and we get one addend of the inequality stated in the proposition.

Concerning the other sum,

∑
a,b∈ΛN∶a1≠b1

E

[
1a∈ΛNt

1b∈ΛNt
f
(
t, xat − x

b
t

)]

=
∑
a1≠b1

∑
a′ ,b′∈I

E

[
1(a1 ,a′)∈ΛNt

1(b1,b′)∈ΛNt
f
(
t, x

(a1,a′)
t − x

(b1,b′)
t

)]

≤ N2
0

∑
a′ ,b′∈I

E

[
1(1,a′)∈Λ2

t
1(2,b′)∈Λ2

t
f
(
t, x

(1,a′)
t − x

(2,b′)
t

)]

where the last inequality, involving a system with only two initial particles, can be explained similarly to what done

above. Recalling the notation of Step 2 above, the previous expression is equal to

= N2
0

∑
a′,b′∈I

E

[
1(1,a′)∈Λ2

t
1(2,b′)∈Λ2

t
f
(
t, x̃

(1,a′)
t − x̃

(2,b′)
t

)]
.

Now we use the fact that the laws of processes indexed by 1 and 2 are independent and the law of x̃
(1,a′)
t con-

ditioned to 1 is a Brownian motion with initial position X1
0
, where 1 is the �-algebra generated by the family
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{
�(1,a

′);
(
1, a′

)
∈ Λ1

}
; and similarly for x̃

(2,b′)
t with respect to 2, similarly defined. Thus, after taking conditional

expectation with respect to 1 ∨ 2 inside the previous expected value, we get that the previous expression is equal to

= N2
0

∑
a′,b′∈I

ℙ
((
1, a′

)
∈ Λ2

t

)
ℙ
((
2, b′

)
∈ Λ2

t

)
E
[
f
(
t,W 1

t −W 2
t +X1

0
−X2

0

)]

where W i
t , i = 1, 2 are two independent Brownian motions in ℝ

d , independent also of X1
0
, X2

0
. We may simplify the

previous expression to

= N2
0

(∑
a′∈I

ℙ
((
1, a′

)
∈ Λ1

t

))2

E

[
f
(
t,
√
2Wt +X

1
0
−X2

0

)]

where Wt is a Brownian motion in ℝ
d independent of X1

0
, X2

0
. One has

∑
a′∈I

ℙ
((
1, a′

)
∈ Λ1

t

)
= E

⎡⎢⎢⎣
∑
a∈Λ1

t

1

⎤⎥⎥⎦
= E

[|||Λ
1
t
|||
]

≤ E

[|||Λ
1
T
|||
]
= CT .

Moreover, denoting u0 (x) = u0 (−x),

E

[
f
(
t,
√
2Wt +X

1
0
−X2

0

)]
= ‖u0‖−2L1 ∫ E

[
f
(
t,
√
2Wt + x

)] (
u0 ∗ u0

)
(x) dx

= ‖u0‖−2L1

⟨
etΔf (t, ⋅), u0 ∗ u0

⟩
= ‖u0‖−2L1

⟨
f (t, ⋅), etΔ

(
u0 ∗ u0

)⟩

= ‖u0‖−2L1 ∫ f (t, x)E
[(
u0 ∗ u0

)(√
2Wt + x

)]
dx.

Now we may estimate

E

[(
u0 ∗ u0

) (√
2Wt + x

)] ≤ 2E
[
1B(0,R)

(√
2Wt + x

)]

= 2ℙ
(√

2Wt ∈ B (x, R)
)

≤ 2ℙ
(|||
√
2Wt

||| ≥ |x| − R
)

≤ 2ecRe−c|x|

for some constant c = c(d, T ) > 0. Therefore, summarizing,

N2
0

(∑
a′∈I

ℙ
((
1, a′

)
∈ Λ1

t

))2

E

[
f
(
t,
√
2Wt +X

1
0
−X2

0

)]

≤ N2
0
C2
T
‖u0‖−2L1

2ecR ∫ f (t, x) e−c|x|dx.

This completes the proof of (21).

Step 4. Now we turn to demonstrate (22), i.e.

E

⎡
⎢⎢⎣

∑
a,b,c∈ΛNt

f (t, xat − x
b
t )g(x

a
t − x

c
t )

⎤
⎥⎥⎦
=

∑
a,b,c∈ΛN

E

[
1a∈ΛNt

1b∈ΛNt
1c∈ΛNt

f (t, xat − x
b
t )g(x

a
t − x

c
t )
]
.
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We devide the above sum into five cases:
∑

a,b,c∈ΛN∶a1=b1=c1

+
∑

a,b,c∈ΛN∶a1=b1≠c1
+

∑
a,b,c∈ΛN∶a1=c1≠b1

+
∑

a,b,c∈ΛN∶b1=c1≠a1
+

∑
a,b,c∈ΛN∶a1≠b1,a1≠c1,b1≠c1

∶= S1 + S2 + S3 + S4 + S5.

Firstly,

S1 ≤ ‖f‖∞‖g‖∞
N0∑
a1=1

∑
a′,b′,c′∈I

E

[
1(a1,a′)∈ΛNt

1(a1,b′)∈ΛNt
1(a1,c′)∈ΛNt

]

≤ N0‖f‖∞‖g‖∞E

[|||Λ
1
t
|||
3
]
≤ N0‖f‖∞‖g‖∞5C3

T
.

Secondly,

S2 ≤ ‖f‖∞
∑

a,b,c∈ΛN∶a1=b1≠c1
E

[
1a,b,c∈ΛNt

g
(
xat − x

c
t

)]

= ‖f‖∞
∑
a1≠c1

∑
a′,b′,c′∈I

E

[
1(a1,a′)∈ΛNt

1(a1,b′)∈ΛNt
1(c1,c′)∈ΛNt

g
(
x
(a1,a

′)

t − x
(c1,c

′)

t

)]

≤ ‖f‖∞N2
0

∑
a′,b′,c′∈I

E

[
1(1,a′)∈Λ1

t
1(1,b′)∈Λ1

t
1(2,c′)∈Λ2

t
g
(
x
(1,a′)
t − x

(2,c′)
t

)]

= ‖f‖∞N2
0

∑
a′,b′,c′∈I

E

[
1(1,a′)∈Λ1

t
1(1,b′)∈Λ1

t
1(2,c′)∈Λ2

t
g
(
x̃
(1,a′)
t − x̃

(2,c′)
t

)]
.

Noting that x̃
(1,⋅)
t , x̃

(2,⋅)
t are independent processes

= ‖f‖∞N2
0

∑
a′ ,b′,c′∈I

ℙ
(
(1, a′), (1, b′) ∈ Λ1

t

)
ℙ
(
(2, c′) ∈ Λ2

t

)
E
[
g
(
W 1
t
−W 2

t
+X1

0
−X2

0

)]

≤ ‖f‖∞N2
0
E

[|||Λ
1
t
|||
2
]
E

[|||Λ
2
t
|||
]
E
[
g
(
W 1
t −W 2

t +X1
0
−X2

0

)]

for two independent auxiliary Brownian motions W 1
t ,W

2
t . Similarly to already analyzed in Step 3, it is bounded by

≤ ‖f‖∞N2
0
2C3

T
‖u0‖−2L1

2ecR ∫ g(x)e−c|x|dx.

Thirdly,

S3 ≤ ‖g‖∞
∑

a,b,c∈ΛN∶a1=c1≠b1
E

[
1a,b,c∈ΛNt

f
(
t, xat − x

b
t

)]

= ‖g‖∞
∑
a1≠b1

∑
a′,b′,c′∈I

E

[
1(a1,a′)∈ΛNt

1(b1,b′)∈ΛNt
1(a1,c′)∈ΛNt

f
(
x
(a1,a

′)

t − x
(b1,b

′)

t

)]

≤ ‖g‖∞N2
0

∑
a′,b′,c′∈I

E

[
1(1,a′)∈Λ1

t
1(2,b′)∈Λ2

t
1(1,c′)∈Λ1

t
f
(
x
(1,a′)
t − x

(2,b′)
t

)]

= ‖g‖∞N2
0

∑
a′,b′,c′∈I

ℙ
(
(1, a′), (1, c′) ∈ Λ1

t

)
ℙ
(
(2, b′) ∈ Λ2

t

)
E
[
f
(
W 1
t −W 2

t +X1
0
−X2

0

)]

= ‖g‖∞N2
0
E

[|||Λ
1
t
|||
2
]
E

[|||Λ
2
t
|||
]
E
[
f
(
W 1
t −W 2

t +X1
0
−X2

0

)]

≤ ‖g‖∞N2
0
2C3

T
‖u0‖−2L1

2ecR ∫ f (t, x)e−c|x|dx.
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The analysis of S4 is analogous to S3, and finally,

S5 =
∑

a,b,c∈ΛN∶a1≠b1≠c1
E

[
1a,b,c∈ΛNt

f
(
t, xa

t
− xb

t

)
g
(
xa
t
− xc

t

)]

≤ N3
0

∑
a′,b′,c′∈I

E

[
1(1,a′)∈Λ1

t
1(2,b′)∈Λ2

t
1(3,c′)∈Λ3

t
f
(
t, x

(1,a′)
t − x

(2,b′)
t

)
g
(
x
(1,a′)
t − x

(3,c′)
t

)]

= N3
0

∑
a′,b′,c′∈I

E

[
1(1,a′)∈Λ1

t
1(2,b′)∈Λ2

t
1(3,c′)∈Λ3

t
f
(
t, x̃

(1,a′)
t − x̃

(2,b′)
t

)
g
(
x̃
(1,a′)
t − x̃

(3,c′)
t

)]

Noting that x̃
(1,⋅)
t , x̃

(2,⋅)
t , x̃

(3,⋅)
t are independent processes,

= N3
0

∑
a′,b′,c′∈I

ℙ
(
(1, a′) ∈ Λ1

t

)
ℙ
(
(2, b′) ∈ Λ2

t

)
ℙ
(
(3, c′) ∈ Λ3

t

)

⋅ E
[
f
(
t,W 1

t −W 2
t +X1

0
−X2

0

)
g
(
W 1
t −W 3

t +X1
0
−X3

0

)]

= N3
0
E

[|||Λ
1
t
|||
]
E

[|||Λ
2
t
|||
]
E

[|||Λ
3
t
|||
]
E
[
f
(
t,W 1

t −W 2
t +X1

0
−X2

0

)
g
(
W 1
t −W 3

t +X1
0
−X3

0

)]
,

for three independent auxiliary Brownian motionsW 1
t ,W

2
t ,W

3
t . Conditioning on W 1

t ,W
2
t , X

1
0
, X2

0
, and we compute

E

[
g
(
W 1
t −W 3

t +X1
0
−X3

0

) ||| W
1
t ,W

2
t , X

1
0
, X2

0

]

= ‖u0‖−1L1E

[
∫ g

(
W 1
t +X1

0
− x

)(
e
1

2
Δu0

)
(x)dx

||| W
1
t ,W

2
t , X

1
0
, X2

0

]

≤ ‖u0‖−1L1‖g‖L1 .

Thus, we obtain that

S5 ≤ N3
0
C3
T
‖u0‖−1L1‖g‖L1E

[
f
(
t,W 1

t −W 2
t +X1

0
−X2

0

)]

≤ N3
0
C3
T
‖u0‖−3L1

3‖g‖L1ecR ∫ f (t, x)e−c|x|dx.

This completes the proof of (22).

Corollary 9 Let d ≥ 1 and � = �(N) as in the statement of the main theorem. For any T finite and�,  ∈ C∞
c
([0, T )×

ℝ
d), we have that

lim sup
|z|→0

lim sup
N→∞

E∫
T

0

1

N2

∑
j,k≤N(t)

|||r
�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
||| |�|(t, xj(t))| |(t, xk(t))dt = 0. (23)

lim sup
|z|→0

lim sup
N→∞

E∫
T

0

1

N2

∑
j,k≤N(t)

|||∇r
�(t, xj(t) − xk(t) + z) − ∇r�(t, xj(t) − xk(t))

||| |�|(t, xj(t))| |(t, xk(t))dt = 0. (24)

lim sup
|z|→0

lim sup
N→∞

E∫
T

0

1

N3

∑
i,j,k≤N(t)

��
(
xj(t) − xk(t)

) |||r
�(t, xj(t) − xi(t) + z) − r

�(t, xj(t) − xi(t))
||| |�|(t, xi(t))| |(t, xj(t))dt = 0.

(25)
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Proof. Note that our particle system can be coupled with a system of pure proliferation of unit rate (with no killing), so

that the former is a strict subset of the latter. Hence, it is an upper bound to compute (23)-(25) for the pure proliferation

process. We proceed to do so in the rest of the proof, while abusing notations, still using the letter xj(t) to denote

particle positions (now for a different system), and N(t) the cardinality of particles.

Firstly, by (21) applied to the function f (t, x) ∶= |r�(t, x + z) − r�(t, x)|, and by (11), upon bounding �,  by

constants, we get that

C�, E∫
T

0

1

N2

∑
j,k≤N(t)

|||r
�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
|||dt

≤ C�, ,T ,u0
1

N
‖r� (⋅, ⋅ + z) − r� (⋅, ⋅)‖∞

+ C�, ,T ,u0e
cR

(
∫

T

0 ∫ |r� (t, x + z) − r� (t, x)| e−c|x|dxdt
)

≤
⎧
⎪⎪⎨⎪⎪⎩

C ′
�, ,T ,u0

(
�2−d

N
+ ∫ T

0
∫ |r� (t, x + z) − r� (t, x)| e−c|x|dxdt

)
, d ≠ 2,

C ′
�, ,T ,u0

( | log �|
N

+ ∫ T
0

∫ |r� (t, x + z) − r� (t, x)| e−c|x|dxdt
)
, d = 2.

The first term is negligible for our range of �(N). For the second term, for the kernel K defined at (13),

∫
T

0 ∫ |r� (t, x + z) − r� (t, x)| e−c|x|dxdt

= ∫
T

0 ∫ |(�� ∗ (K (t, ⋅ + z) −K (t, ⋅))) (x)| e−c|x|dxdt

≤ ∫
T

0 ∫ (�� ∗ |K (t, ⋅ + z) − K (t, ⋅)|) (x) e−c|x|dxdt

= ∫
T

0 ∫ |K (t, x + z) −K (t, x)| (�� ∗ e−c|⋅|) (x) dxdt.

Now we take the two limits; as N → ∞ hence � = �(N) → 0, by Lebesgue dominated convergence theorem we get

→ ∫
T

0 ∫ |K (t, x + z) −K (t, x)| e−c|x|dxdt.

Then, as |z| → 0, again by Lebesgue dominated convergence theorem we get that the limit is zero.

Next, the proof of (24) is similar, and only involves a minor change. We apply (21) with the new function f (t, x) ∶=

|∇r�(t, x + z) − ∇r�(t, x)|, and by (12) we obtain for all d ≥ 1,

C�, E∫
T

0

1

N2

∑
j,k≤N(t)

|||∇r
�(t, xj(t) − xk(t) + z) − ∇r�(t, xj(t) − xk(t))

|||

≤ C ′
�, ,T ,u0

(
�1−d

N
+ ∫

T

0 ∫ |∇r� (t, x + z) − ∇r� (t, x)| e−c|x|dxdt
)
.

Then, we have that

∫
T

0 ∫ |∇r�(t, x + z) − ∇r�(t, x)|e−c|x|dxdt

≤ ∫
T

0 ∫ |∇K(t, x + z) − ∇K(t, x)| (�� ∗ e−c|⋅|) (x)dxdt
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still converges to zero as N → ∞ followed by |z| → 0 by the dominated convergence theorem. Indeed, |∇K(t, x)| has

a singularity of order |x|1−d near 0 hence integrable for all d.

Lastly, turning to (25). By (22), applied to the functions f (t, x) ∶= |r�(t, x + z) − r�(t, x)|, g(x) = ��(x), and by

(11), upon bounding �,  by constants, we get that

C�, E∫
T

0

1

N3

∑
i,j,k≤N(t)

��
(
xj(t) − xk(t)

) |||r
�(t, xj(t) − xi(t) + z) − r

�(t, xj(t) − xi(t))
||| dt

≤ C�, ,T ,u0
1

N2
�2−2d‖�‖∞

+ C�, ,T ,u0
1

N

(
�2−d ∫ ��(x)e−|x|dx + �−d ∫

T

0 ∫ |r�(t, x + z) − r�(t, x)|e−c|x|dxdt
)

+ C�, ,T ,u0‖��‖L1 ∫
T

0 ∫ |r�(t, x + z) − r�(t, x)|e−c|x|dxdt

≤ C ′
�, ,T ,u0

�2(‖�‖∞ + ‖��‖L1) + C ′
�, ,T ,u0 ∫

T

0 ∫ |r�(t, x + z) − r�(t, x)|e−c|x|dxdt

if d ≠ 2, and when d = 2 there is a | log �| correction, where we also used the relation �(N)−d ≤ CN . Since the first

term is negligible in �, and the second term is already analyzed in (23), converging to zero as N → ∞ followed by

|z| → 0, the lemma is proved.

Remark 10 Though Corollary 9 does not give a rate of convergence for the quantities involved, via a different proof we
can have quantitative estimates that may be of independent interest: there exists some finite constantC = C(T , d, C0, R, )

such that for any 0 < � ≤ |z| small enough, we have

E∫
T

0

1

N2

∑
j,k≤N(t)

|||r
�(t, xj(t) − xk(t) + z) − r

�(t, xj(t) − xk(t))
||| |�|(t, xj(t))| |(t, xk(t))dt

≤
⎧
⎪⎪⎨⎪⎪⎩

C
(
|z| 2

d+1 +
�2−d

N

)
, d ≠ 2,

C
(
|z| 23 + | log �|

N

)
, d = 2

(26)

and

E∫
T

0

1

N2

∑
j,k≤N(t)

|||∇r
�(t, xj(t) − xk(t) + z) − ∇r�(t, xj(t) − xk(t))

||| |�|(t, xj(t))| |(t, xk(t))dt

≤ C

(
|z| 1

d+1 +
�1−d

N

)
, d ≥ 1 (27)

and

E∫
T

0

1

N3

∑
i,j,k≤N(t)

��(xj(t) − xk(t))
|||r
�(t, xj(t) − xi(t) + z) − r

�(t, xj(t) − xi(t))
||| |�|(t, xi(t))| |(t, xj(t))dt

≤
⎧
⎪⎪⎨⎪⎪⎩

C
(
|z| 2

d+1 +
�−d

N
|z| 2

d+1 +
�2−d

N

)
, d ≠ 2,

C
(
|z| 2

d+1 +
�−d

N
|z| 2

d+1 +
| log �|
N

)
, d = 2.

(28)
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Remark 11 When we proceed to bound the martingale terms B(1), B(2) (19)-(20), we are faced with a minor problem
not present in Corollary 9, namely, after applying the elementary inequality (

∑n
i=1 ai)

2 ≤ n
∑n
i=1 a

2
i
, we have sums of

square terms |r�|2 or |∇r�|2. This can be dealt with, by bounding one of |r�| (resp. |∇r�|) in the square crudely by
C�2−d (d ≠ 2) or C| log �| (d = 2) (resp. C�1−d), and leave with the other one, for which we are back to one of the
three statements of Corollary 9. Also note that we are saved by the prefactor N−4 in this case.

Step III. Given Proposition 8 and Corollary 9, we can proceed to finish the proof of Proposition 7, as in [10, page

42-43]. By applying this corollary, together with Remark 11, we see that the terms coming out of the application of

Itô-Tanack trick, namelyH0, Ht, HJ , Hx, HC , B
(1), B(2), all vanish in the limit asN → ∞ followed by |z| → 0 (where

� = �(N) → 0 is such that �−d ≤ CN). The only outstanding term is Hxx, whereby we get that

∫
T

0

1

N2

∑
j,k≤N(t)

��(xj(t) − xk(t))�(t, xj(t)) (t, xk(t))dt

= ∫
T

0

1

N2

∑
j,k≤N(t)

��(xj(t) − xk(t) + z)�(t, xj(t)) (t, xk(t))dt+ Err(�,N, |z|) (29)

where Err(�,N, |z|) vanishes in the following limit

lim sup
|z|→0

lim sup
N→∞

E |Err(�,N, |z|)| = 0.

Since the LHS of (29) is independent of z, take any nonnegative smooth and compactly supported function � ∶ ℝ
d
→ ℝ+

with ∫
ℝd
� = 1, we have

∫
T

0

1

N2

∑
j,k≤N(t)

��
(
xj(t) − xk(t)

)
�(t, xj(t)) (t, xk(t))

= ∫
T

0 ∬
ℝ2d

1

N2

∑
j,k

��
(
xj(t) − xk(t) − z1 + z2

)
��(z1)�

�(z2)�(t, xj(t)) (t, xk(t))dz1dz2dt + Err(�,N, �) (30)

with

lim sup
�→0

lim sup
N→∞

E|Err(�,N, �)| = 0.

Shifting the arguments of �(t, ⋅),  (t, ⋅) in (30) by z1 and z2, respectively (with the latter two in the support of ��), it

can be shown that we cause an error of O(�) in expectation, whereby we rewrite (30)

∫
T

0 ∬
ℝ2d

1

N2

∑
j,k

��
(
xj(t) − xk(t) − z1 + z2

)
��(z1)�

�(z2)�(t, xj(t) − z1) (t, xk(t − z2))dz1dz2dt + Err1(�,N, �)

=
1

N2 ∫
T

0 ∬
ℝ2d

��(w1 −w2)�(t, w1) (t, w2)
∑
j≤N(t)

��
(
xj(t) −w1

) ∑
k≤N(t)

��
(
xk(t) −w2

)
dw1dw2dt + Err1(�,N, �)

= ∫
T

0 ∫
ℝ2d

��(w1 −w2)�(t, w1) (t, w2)
(
�� ∗x �

N
)
(t, w1)

(
�� ∗x �

N
)
(t, w2)dw1dw2dt + Err1(�,N, �),

where the second line is a change of the order of integration, and

E|Err1(�,N, �)| = E|Err(�,N, �)| +O(�).
Since �� , �,  are all smooth, and |w1 −w2| < 2C0� within the support of �� , changing the w2 to w1 in the argument

of �� and  (t, ⋅) can be shown to cause an error on the order O(��−2d−1) in expectation, and we can rewrite the above

18



further

∫
T

0

dt∫
ℝd
dw1

(
∫
ℝd
dw2 �

�(w1 −w2)

)
�(t, w1) (t, w1)

(
�� ∗x �

N
)
(t, w1)

2 + Err2(�,N, �)

= ∫
T

0

dt∫
ℝd
dw1�(t, w1) (t, w1)

(
�� ∗x �

N
)
(t, w1)

2 + Err2(�,N, �) ,

since ∫ �� = 1, where

E|Err2(�,N, �)| = E|Err1(�,N, �)| +O(��−2d−1).
Since �(N) → 0 with N , E|Err2(�,N, �)| vanishes with N and � in the right order. This completes the proof of

Proposition 7. ∎

To complete the proof of Theorem 4, another ingredient is the tightness of the sequence of measures {N}N in (),

and the properties of its weak subsequential limits, as discussed next.

Lemma 12 Let any d ≥ 1 and T finite. The sequence {N}N induced by {! ↦ �N (dt, dx, !)}N is tight in (),
hence relatively compact in the weak topology.

Proof. Firstly, note that subsets of the form

KA ∶=

{
� ∈  ∶ ∫[0,T ]×ℝd (1 + |x|)�(dt, dx) ≤ A

}

are relatively compact in . Indeed, uniformly for � ∈ KA, we have that

�
((

[0, T ] × B(0, L)
)c) ≤ L−1 ∫([0,T ]×B(0,L))c |x|�(dt, dx) ≤ L−1A

for any L > 0. Secondly, by coupling to a system of pure proliferation of unit rate, by a similar proof as Proposition 8,

we can show that

E

[
∫

T

0

∑
j≤N(t)

(
1 + |xj(t)|

)
dt

]
≤ C∗N0

for some constant C∗ = C∗(d, T , R) finite. Thus, for any � > 0, we can find A = A(�) such that uniformly for all N ,

N
(
KA

c
) ≤ ℙ

(
∫[0,T ]×ℝd (1 + |x|) �N (dt, dx) > A

)

≤ A−1
E

[
∫

T

0

1

N

∑
j≤N(t)

(
1 + |xj(t)|

)
dt

]
≤ A−1C∗‖u0‖L1 < �

by Markov’s inequality. This implies that the sequence {N}N is tight.

Lemma 13 Let d ≥ 1 and T finite. Any weak subsequential limit ∗ of the sequence {N}N is supported on the
subset of  consiting of measures that are absolutely continuous with respect to the Lebesgue measure on [0, T ]×ℝ

d ,
with density bounded by a deterministic constant.

Proof. We adapt the proof strategy of [10, Lemmas 4.1, 4.2] to our case. Taking a smooth approximation { n}n to the

function (x − k − 2)+, where k = k(d, T , u0) is a constant to be determined, we fix a C2 function  ∶ ℝ → ℝ+ that is

non-decreasing, convex, with  (0) = 0,  ′′ bounded, and  ′ = 0 for x ≤ k and  ′ ≤ 1 for x > k. For simplicity, we

denote

f �(t, x)dt ∶=
(
�N ∗x �

�
)
(t, x) =

1

N
dt

∑
j≤N(t)

��
(
t, x − xj(t)

)
,
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where � is a smooth bump function as in (18).

By Itô formula applied to the process ∫
ℝd
 
(
f �(t, x)

)
dx, and then taking expectation, the martingale vanishes and

we get that

E∫  
(
f �(T , x)

)
dx ≤ E∫  

(
f �(0, x)

)
dx + E∫

T

0 ∫
∑
j≤N(t)

1

2
Δxj 

(
f �(t, x)

)
dxdt

+ E∫
T

0 ∫
∑
j≤N(t)

[
 
(
f �(t, x) +

1

N
��(x − xj(t)))

)
−  (f �(t, x))

]
dxdt

≤ E∫  (f �(0, x))dx+ C
N−1

�d+2 ∫ |∇�|2dx + E∫
T

0 ∫
1

N

∑
j≤N(t)

��(x − xj(t))1{f �(t,x)>k}dxdt

= E∫  (f �(0, x))dx+ C
N−1

�d+2 ∫ |∇�|2dx + E∫
T

0 ∫ f �(t, x)1{f �(t,x)>k}dxdt, (31)

where the analysis of the second term is the same as done in [10, page 46], in particular utilizing the identity [10, (4.7)].

We argue that the RHS of (31) converges to zero as N → ∞ for some constant k = k(T , d, u0) and every fixed �. With

that we can get the desired conclusion by repeating the argument of [10, Lemma 4.2]. In particular, the constant k+ 2

is the upper bound on the density.

To this end, fixing t and x and we considerB(x, �), the open �-ball around x. We denote byZ(t, x, �) the number of

particles in an auxiliary binary Branching Brownian motion (BBM) of unit branching rate that fall into B(x, �) at time

t, when starting with a single particle at t = 0 distributed with density (∫ u0)−1u0.

Recall that our particle system starts with N0 = N ∫ u0 number of independent points with density (∫ u0)−1u0,

and each particle generates its own lineage, stochastically dominated from above by a BBM. If we denote Z(i)(t, x, �)

the number of particles in our proliferation system that fall into B(x, �) at time t that come from the i-th lineage, for

i = 1, 2, ..., N0, then Z(i) are dominated by i.i.d. copies Zi of Z.

Note that each Zi is a Poisson variable with constant mean eT . By Chernoff’s bound for sums of independent

Poisson variables, for fixed �, t, x, some C = C(d, T , u0), any N and s > EZ large enough, we have the tail estimates

ℙ

(
f �(t, x) ≥ s

�−d||�||∞
∫ u0

) ≤ ℙ

(
N−1

0

N0∑
i=1

Z(i) ≥ s
)

≤ ℙ

(
N−1

0

N0∑
i=1

Zi ≥ s
) ≤ C exp{−CN(s − EZ) log(s − EZ)} (32)

where the first inequality comes from unraveling the definition of f �. Further, due to the joint continuity of Brownian

motion transition densities, (t, x) ↦ E[Z(t, x, �)] is continuous. By the boundedness and compactly supportedness of

u0, this quantity decays to zero as |x| → ∞, uniformly on [0, T ]. Further, the limit as � → 0 of �−dE[Z(t, x, �)] exists

and is (up to a constant) the occupation density of a BBM at (t, x). Thus, the following constant is universal:

k1(d, T , u0) ∶= sup
t∈[0,T ], x∈ℝd , �∈(0,1]

{
�−dE[Z(t, x, �)]

}
< ∞.

In particular, upon choosing

k = k(d, T , u0) ∶= 2 ∨
2k1||�||∞

∫ u0
we have by (32) that for some C = C(k) finite,

E
[
f �(t, x)1{f �(t,x)>k}

]
= ∫

∞

k

ℙ(f �(t, x) > u)du ≤ Ce−CN .
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To conclude the proof, we note that the random variable f �(t, x)1{f �(t,x)>k} is dominated from above by f �(t, x) which

is uniformly integrable. Indeed, it is simple to check that

E∫
T

0 ∫ f �(t, x)dxdt ≤ eT ∫ u0, ∀�,N > 0.

Thus, by the dominated convergence theorem, the third term of (31) converges to zero as N → ∞, for every fixed �.

Since k ≥ 2 where  = ‖u0‖∞, we also have the first term of (31) converging to zero.

Now we complete the proof of Theorem 4. Since the sequence {N}N is tight in (), we can take a weakly con-

verging subsequence Nk ⇒ ∗, and we denote by �(dt, dx) a random variable taking values in  that is distributed

according to the measure ∗. For any � > 0 we have that

ℙ

(||||∫ u0(x)�(0, x)dx+
⟨
�, ()t +

1

2
Δ + 1)�

⟩
−
⟨(
� ∗x �

�
)2
, �

⟩|||| > 3�

)

≤ lim inf
N→∞

ℙ

(||||∫ u0(x)�(0, x)dx+
⟨
�N , ()t +

1

2
Δ + 1)�

⟩
−
⟨(
�N ∗x �

�
)2
, �

⟩|||| > 3�

)

≤ lim inf
N→∞

ℙ

(||||Q
N (0, �(0)) − ∫ �(0, x)u0(x)dx

|||| > �
)
+ lim inf

N→∞
ℙ

(
|M̃T | > �

)

+ lim inf
N→∞

ℙ

(||||||
⟨
(�N ∗x �

�)2, �
⟩
− ∫

T

0

1

N2

∑
j,k≤N(t)

��(xj(t) − xk(t))�(t, xj(t)) dt

||||||
> �

)

where we used the idenity (16). We already have the first two limits equal to zero, and furthermore, by Proposition 7,

we have that

lim sup
�→0

lim sup
N→∞

E

||||||∫
T

0

1

N2

∑
j,k≤N(t)

��(xj(t) − xk(t))�(t, xj(t)) dt −
⟨
(�N ∗x �

�)2, �
⟩||||||

= 0

By Lemma 13, we can write �(dt, dx) = u(t, x)dtdx for some (possibly random) function u(t, x) with a deterministic

bound. With u ∗x �
� bounded uniformly in �, we have by the dominated convergence theorem that as � → 0,

E
|||
⟨
�(t, x), (u ∗x �

�)(t, x)2
⟩
−
⟨
�(t, x), u(t, x)2

⟩||| → 0.

Taken together, we get that with probability one,

∫ u0(x)�(0, x)dx+
⟨
u, ()t +

1

2
Δ + 1)�

⟩
−
⟨
u2, �

⟩
= 0

holds, whereby u(t, x) is a weak solution of the F-KPP equation, in the sense of (9). Since we will prove in Section 3 that

weak solutions to the F-KPP equation are unique, the limit ∗ must be unique and is a Dirac measure on u(t, x)dtdx.

This completes the proof of our main result.

3 Uniqueness of weak solutions of F-KPP equation

Denote by L1
+

(
ℝ
d
)

the set of nonnegative integrable functions.

As a preliminary, let us recall that we have denoted by �N (dt, dx) the space-time empirical measure and we have

remarked that it has converging subsequences. Thus assume that �Nk (dt, dx) weakly converges to a space-time finite

measure � (dt, dx):

lim
k→∞∫

T

0 ∫
ℝd

K (t, x) �Nk (dt, dx) = ∫
T

0 ∫
ℝd

K (t, x) � (dt, dx)
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for every bounded continuous function K . Moreover, we know that there exists

u ∈ L∞
(
[0, T ] ;L∞

(
ℝ
d
)
∩ L1

+

(
ℝ
d
))

such that

∫
T

0 ∫
ℝd
K (t, x) � (dt, dx) = ∫

T

0 ∫
ℝd
K (t, x) u (t, x) dxdt.

Moreover, we also know that the finite measure �N
0
(dx) defined on ℝ

d by �N
0
(dx) =

1

N

∑
j �xj (0) converges weakly

to a finite measure �0 (dx) with density u0 ∈ L1
+

(
ℝ
d
)
:

lim
n→∞∫

ℝd

� (x)�N
0
(dx) = ∫

ℝd

� (x) u0 (x) dx

for every bounded continuous function �. Finally, let us also introduce the notation �Nt (dx) for the family of finite

measures on ℝ
d , indexed by t, such that

�N (dt, dx) = �Nt (dx) dt

namely, more explicitly, �Nt (dx) =
1

N

∑
j �xj (t) (dx). We have, for K ∈ C1,2

c

(
[0, T ] × ℝ

d
)

(compact support is here

a restriction only in space, since we take [0, T ] closed),

⟨
�N
T
, K (T )

⟩
=
⟨
�N
0
, K (0)

⟩
+ ∫

T

0

⟨
gNt ,

(
)t +

1

2
Δ + 1

)
K (t)

⟩
dt

−N−2 ∫
T

0

∑
j,k

��
(
xj (t) − xk (t)

)
K

(
t, xj (t)

)
dt +MT .

Notice that we may express the first time integral by means of �N (dt, dx), but we cannot do the same for the term⟨
�N
T
, K (T )

⟩
, since this is not a space-time integral. Therefore we have

⟨
�N
T
, K (T )

⟩
=
⟨
�N
0
, K (0)

⟩
+ ∫

T

0 ∫
ℝd

(
)t +

1

2
Δ + 1

)
K (t, x) �N (dt, dx)

−N−2 ∫
T

0

∑
j,k

��
(
xj (t) − xk (t)

)
K
(
t, xj (t)

)
dt +MT .

Now, from the convergence property of �Nk above, we have

lim
k→∞∫

T

0 ∫
ℝd

(
)t +

1

2
Δ + 1

)
K (t, x) �Nk (dt, dx)

= ∫
T

0 ∫
ℝd

(
)t +

1

2
Δ + 1

)
K (t, x) u (t, x)dxdt.

Similarly, we have

lim
k→∞

⟨
�
Nk

0
, K (0)

⟩
= ∫

ℝd
K (0, x) u0 (x) dx.

The last term is the one carefully analyzed in the paper. But we cannot state anything about the convergence of⟨
�
Nk

T
, K (T )

⟩
, unless we investigate the tightness of the emprical measures �N

⋅

in  (
[0, T ] ;M+

(
ℝ
d
))

, a fact that

we prefer to avoid.

Therefore the only choice is to assume that

K (T ) = 0.
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We deduce

0 = ∫
ℝd

K (0, x) u0 (x) dx

+ ∫
T

0 ∫
ℝd

(
)t +

1

2
Δ + 1

)
K (t, x) u (t, x) dxdt

− lim
k→∞

N−2 ∫
T

0

∑
j,k

��
(
xj (t) − xk (t)

)
K
(
t, xj (t)

)
dt

(using also the fact that the martingale goes to zero). This motivates the next definition.

Definition 14 Assume u0 ∈ L∞
(
ℝ
d
)
∩L1

+

(
ℝ
d
)
. We say that

u ∈ L∞
(
[0, T ] ;L∞

(
ℝ
d
)
∩ L1

+

(
ℝ
d
))

is a weak solution of the Cauchy problem

)tu =
1

2
Δu + u (1 − u) (33)

u|t=0 = u0

if

0 = ∫
ℝd
K (0, x) u0 (x) dx + ∫

T

0 ∫
ℝd

(
)t +

1

2
Δ + 1

)
K (t, x) u (t, x)dxdt

− ∫
T

0 ∫
ℝd
u2 (t, x)K (t, x) dxdt

for all test functionsK ∈ C1,2
c

(
[0, T ] ×ℝ

d
)

such that K (T , ⋅) = 0.

A priori, a weak solution does not have continuity properties in time and thus the value at zero is not properly

defined. Implicitly it is defined by the previous identity, but we can do better.

Lemma 15 Given � ∈ C2
c

(
ℝ
d
)
, the measurable bounded function t↦ ⟨u (t) , �⟩ has a continuous modification, with

value equal to ⟨u0, �⟩ at time zero. Moreover, denoting by t↦ ⟨u (t) , �⟩ the continuous modification, we have

⟨u (t) , �⟩ = ⟨u0, �⟩ + 1

2 ∫
t

0

⟨u (s) ,Δ�⟩ds + ∫
t

0

⟨u (s) (1 − u (s)) , �⟩ds (34)

for all t ∈ [0, T ].

Proof. Given t0 ∈ [0, T ), ℎ > 0 such that t0 + ℎ ≤ T and � ∈ C2
c

(
ℝ
d
)
, consider the function K (t, x) = � (x)� (t),

where � (t) is equal to 1 for t ∈
[
0, t0

]
, 1 −

1

ℎ

(
t − t0

)
for t ∈

[
t0, t0 + ℎ

]
, zero for t ∈

[
t0 + ℎ, T

]
. This function is

only Lipschitz continuous in time but it is not difficult to approximate it by a C1 function of time (this is not really

needed, since Lipschitz continuity in time of the test functions would be sufficient in the definition above). We have

)tK (t, x) = � (x)� ′ (t)where � ′ (t) is equal to zero outside
[
t0, t0 + ℎ

]
and to −ℎ−1 inside, with only lateral derivatives

at t0 and t0 + ℎ. Using this test function above we get

0 = ∫
ℝd

� (x) u0 (x) dx + ∫
T

0

� ′ (t)∫
ℝd

� (x) u (t, x) dxdt

+ ∫
T

0

� (t)
(⟨
u (t) ,

1

2
Δ�

⟩
+ ⟨u (t) (1 − u (t)) , �⟩

)
dt
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namely

0 = ∫
ℝd
� (x) u0 (x) dx −

1

ℎ ∫
t0+ℎ

t0

v (t) dt

+ ∫
t0

0

(⟨
u (t) ,

1

2
Δ�

⟩
+ ⟨u (t) (1 − u (t)) , �⟩

)
dt

−
1

ℎ ∫
t0+ℎ

t0

(
t − t0

) (⟨
u (t) ,

1

2
Δ�

⟩
+ ⟨u (t) (1 − u (t)) , �⟩

)
dt

where we have denoted by v (t) the bounded measurable function ∫
ℝd
� (x) u (t, x)dx. Since u (t) is bounded, the

function equal to
(
t − t0

) (⟨
u (t) ,

1

2
Δ�

⟩
+ ⟨u (t) (1 − u (t)) , �⟩

)
for t ∈

[
t0, T

]
and equal to zero at t0 is continuous at

t = t0, hence

lim
ℎ→0

1

ℎ ∫
t0+ℎ

t0

(
t − t0

) (⟨
u (t) ,

1

2
Δ�

⟩
+ ⟨u (t) (1 − u (t)) , �⟩

)
dt = 0.

By Lebesgue differentiability theorem, the following limit exists for a.e. t0:

lim
ℎ→0

1

ℎ ∫
t0+ℎ

t0

v (t) dt = v
(
t0
)
.

Therefore we get

v
(
t0
)
= ∫

ℝd

� (x) u0 (x) dx + ∫
t0

0

(⟨
u (t) ,

1

2
Δ�

⟩
+ ⟨u (t) (1 − u (t)) , �⟩

)
dt

for a.e. t0. The right-hand-side of this identity is a continuous function of t0, hence the function v has a continuous

modification. And its value at t0 = 0 is ∫
ℝd
� (x) u0 (x) dx.

We can now prove the main result of this section.

Proposition 16 Two weak solutions of the Cauchy problem (33) coincide a.s.

Proof. Step 1. Let u be a weak solution. Let et
1

2
Δ

be the heat semigroup, defined for instance on bounded measurable

functions. In this step we are going to prove that

u (t) = et
1

2
Δu0 + ∫

t

0

e(t−s)
1

2
Δ
[u (s) (1 − u (s))] ds. (35)

Let
(
��
)
�∈(0,1)

be classical smooth compact support mollifiers; set

u� (t) = �� ∗ u (t) .

Given  ∈ C1,2
c

(
ℝ
d
)
, take � = �−� ∗  in (34), where �−� (x) = �� (−x). Then, being

⟨
u (t) , �−� ∗  

⟩
= ⟨�� ∗ u (t) ,  ⟩ = ⟨u� (t) ,  ⟩⟨

u0, �
−
� ∗  

⟩
= ⟨�� ∗ u0,  ⟩⟨

u (s) ,Δ�−� ∗  
⟩
=
⟨
u (s) , �−� ∗ Δ 

⟩
= ⟨u� (t) ,Δ ⟩ = ⟨Δu� (t) ,  ⟩

we get

⟨u� (t) ,  ⟩ = ⟨�� ∗ u0,  ⟩ + 1

2 ∫
t

0

⟨Δu� (s) ,  ⟩ ds + ∫
t

0

⟨�� ∗ [u (s) (1 − u (s))] ,  ⟩ ds
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and therefore

u� (t) = �� ∗ u0 +
1

2 ∫
t

0

Δu� (s) ds + ∫
t

0

�� ∗ [u (s) (1 − u (s))] ds

which implies that t ↦ u� (t, x) is differentiable, for every x ∈ ℝ
d . With classical arguments we can rewrite the

equation in the form

u� (t) = e
t
1

2
Δ
�� ∗ u0 + ∫

t

0

e(
t−s)

1

2
Δ
�� ∗ [u (s) (1 − u (s))] ds.

Notice that et
1

2
Δ

is defined by a convolution with a smooth kernel, for t > 0, and thus by commutativity between

convolutions we have et
1

2
Δ�� ∗ u0 = �� ∗ e

tΔ
1

2 u0 and similarly under the integral sign. Hence we can also write

u� (t) = �� ∗ e
t
1

2
Δu0 + ∫

t

0

�� ∗ e
(t−s)

1

2
Δ
[u (s) (1 − u (s))] ds.

Given � ∈ Cc
(
ℝ
d
)
, we deduce

⟨
u (t) , �−� ∗ �

⟩
=
⟨
et

1

2
Δu0, �

−
� ∗ �

⟩
+ ∫

t

0

⟨
e(t−s)

1

2
Δ
[u (s) (1 − u (s))] , �−� ∗ �

⟩
ds.

Since �−� ∗ � converges uniformly to �, from dominated convergence theorem we deduce

⟨u (t) , �⟩ =
⟨
e
t 1
2
Δ
u0, �

⟩
+ ∫

t

0

⟨
e(
t−s) 1

2
Δ
[u (s) (1 − u (s))] , �

⟩
ds

and thus we get (35).

Step 2. Assume that u(i) are two weak solutions. Then, from (35),

u(1) (t) − u(2) (t) = ∫
t

0

e(t−s)kΔ
(
u(1) (s) − u(2) (s)

) (
1 − u(1) (s) − u(2) (s)

)
ds

hence
‖‖‖u

(1) (t) − u(2) (t)
‖‖‖∞ ≤ ∫

t

0

‖‖‖u
(1) (s) − u(2) (s)

‖‖‖∞
(
1 +

‖‖‖u
(1) (s)

‖‖‖∞ +
‖‖‖u

(1) (s)
‖‖‖∞

)
ds.

Since, by assumption, u(i) are bounded, we deduce
‖‖‖u(1) (t) − u(2) (t)

‖‖‖∞ = 0 by Gronwall lemma.
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