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Abstract A flavour-tagged time-dependent angular analy-
sis of B0

s → J/ψφ decays is presented where the J/ψ meson
is reconstructed through its decay to an e+e− pair. The anal-
ysis uses a sample of pp collision data recorded with the
LHCb experiment at centre-of-mass energies of 7 and 8 TeV,
corresponding to an integrated luminosity of 3 fb−1. The CP-
violating phase and lifetime parameters of the B0

s system are
measured to be φs = 0.00±0.28±0.07 rad, $%s = 0.115±
0.045 ± 0.011 ps−1 and %s = 0.608 ± 0.018 ± 0.012 ps−1

where the first uncertainty is statistical and the second sys-
tematic. This is the first time that CP-violating parameters
are measured in the B0

s → J/ψφ decay with an e+e− pair in
the final state. The results are consistent with previous mea-
surements in other channels and with the Standard Model
predictions.

1 Introduction

The phase difference φs between direct decays and decays
through mixing of B0

s mesons to Charge-Parity (CP) eigen-
states is a CP-violating observable. In the Standard Model
(SM), considering b→ (cc)s transitions and neglecting sub-
leading penguin contributions, this phase is predicted to be
−2βs , where βs = arg[−(Vts V ∗

tb)/(Vcs V ∗
cb)] and Vi j are the

elements of the CKM quark-flavour mixing matrix [1,2].
The precise measurement of the φs phase is potentially

sensitive to new physics (NP) processes. The measured phase
could be modified if new particles were to contribute to
the B0

s –B0
s mixing amplitudes [3,4]. Measurements of φs

using different decay channels with muons in the final state,
namely B0

s → J/ψ K+K − [5,6], B0
s → J/ψπ+π− [7],

B0
s → ψ(2S)φ [8], and a channel with open charm mesons,

B0
s → D+

s D−
s [9], have been reported previously by the

LHCb collaboration. Measurements of φs in B0
s → J/ψφ

decays with J/ψ → µ+µ− have also been performed by the
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ATLAS [10,11], CMS [12], CDF [13] and D0 [14] collab-
orations. The world-average value of these measurements
is φs = −0.051 ± 0.023 rad [15]. A precise prediction
of the φs phase value is available from global fits of the
CKM matrix within the SM. The CKMFitter group result is
φs = −0.0365+ 0.0013

− 0.0012 rad [16] while the UTfit collaboration
result is φs = −0.0370 ± 0.0010 rad [17].

This paper presents a measurement of φs using a flavour-
tagged time-dependent angular analysis of the B0

s → J/ψφ

mode with J/ψ → e+e− and φ → K+K − decays.1 This
is the first time that the B0

s → J/ψ(e+e−)φ decay is used
to measure CP-violating observables, and in particular the
phase φs . The analysis is based on a data set corresponding
to an integrated luminosity of 3 fb−1 collected at the LHC in
proton-proton (pp) collisions at centre-of-mass energies of
7 and 8 TeV by the LHCb experiment. The yield of the B0

s →
J/ψ(e+e−)φ(K+K −) sample amounts to about 10% of that
of the previously analysed B0

s → J/ψ(µ+µ−)φ(K+K −)
mode using the same data set [18]. The analysis follows
closely that of the two muons decay mode, reported in
Refs. [5,7]. Relevant changes are described in more detail
in this paper.

A comparison of the two results is of interest given the dif-
ferent main sources of systematic uncertainties induced by
the markedly different reconstruction of decays with muons
in the final state compared to decays with electrons. These
differences arise from the significant bremsstrahlung emis-
sion of the electrons and the different signatures exploited in
the online trigger selection [19–21].

The article is structured in the following way. The phe-
nomenological description of the B0

s → J/ψ(e+e−)φ
(K+K −) decay and the relevant physics observables are
described in Sect. 2. A brief description of the LHCb detec-
tor, the candidates selection and the background subtraction
are outlined in Sect. 3. The relevant inputs to the analysis,
namely the resolution, efficiency and the flavour tagging, are

1 The inclusion of charge-conjugate processes is implied through-
out this paper, unless otherwise noted. For simplicity, the resonance
φ(1020) is referred to as φ here and in the following.
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Fig. 1 Definition of the angles in the helicity basis. The polar angle θK (θe) is the angle between the K+ (e+) momentum and the direction opposite
to the B0

s momentum in the K+K − (e+e−) centre-of-mass system, and the φh is the azimuthal angle between the K+K − and e+e− decay planes

detailed in Sects. 4 and 5. The maximum-likelihood fit proce-
dure used to determine the physics parameters and the results
of the fit are described in Sect. 6, while the evaluation of the
systematic uncertainties is discussed in Sect. 7. Finally, con-
clusions are presented in Sect. 8.

2 Phenomenology

The phenomenological aspects of the analysis are presented
in Ref. [22]. This formalism also holds for the B0

s →
J/ψ(e+e−)φ(K+K −) decay. Angular momentum conserva-
tion in the B0

s → J/ψφ decay implies that the final state is
an admixture of two CP-even and one CP-odd components,
with orbital angular momentum of 0 or 2, and 1, respectively.
Moreover, along with the three P-wave states of the φ →
K+K − transition, there is also a CP-odd K+K − component
in an S-wave state [23]. The CP-even and CP-odd compo-
nents are disentangled by a time-dependent angular analysis,
where the angular observables ) = {cos θe, cos θK ,φh} are
defined in the helicity basis as shown in Fig. 1. The polar
angle θK (θe) is the angle between the K+ (e+) momen-
tum and the direction opposite to the B0

s momentum in the
K+K − (e+e−) centre-of-mass system. The azimuthal angle
between the K+K − and e+e− decay planes is φh . A defini-
tion of the angles in terms of the particles momenta can be
found in Ref. [22].

The differential decay rate for B0
s → J/ψφ decay as a

function of the decay time and angles can be expressed as a
sum of polarisation amplitudes and their interference terms.
Each of these can be factorised into a part dependent on
the decay time t and a part dependent on the set of angular
variables ), as

G(t,)) ≡ d4%(B0
s → J/ψφ)

dt d)
∝

10∑

k=1

hk(t) fk()). (1)

The time-dependent functions hk(t) are given as

hk(t |B0
s ) = Nke−%s t

[
ak cosh

$%s t
2

+ bk sinh
$%s t

2

+ck cos($mst)+ dk sin($mst)
]
, (2)

hk(t |B0
s ) = N̄ke−%s t

[
ak cosh

$%s t
2

+ bk sinh
$%s t

2

−ck cos($mst) − dk sin($mst)
]
, (3)

where $%s ≡ %L−%H is the decay width difference between
the light and the heavy Bs mass eigenstates, $ms ≡ mH−mL
is their mass difference, and %s ≡ (%L + %H)/2 is their
average width. The coefficients Nk (N̄k) and ak, bk, ck, dk
can be expressed in terms of φs and four complex transver-
sity amplitudes Ai ( Āi ) at t = 0, as detailed in Table 1.
The label i takes the values {⊥, ‖, 0} for the three P-wave
amplitudes and S for the S-wave amplitude. The amplitudes
are parameterised by |Ai |eiδi with the conventions δ0 = 0
and |A⊥|2 + |A0|2 + |A‖|2 = 1. The S-wave fraction is
defined as FS = |AS|2/(|AS|2 + |A⊥|2 + |A0|2 + |A‖|2).
In contrast to Ref. [5], the S-wave parameters are measured
in a single range of m(K+K −) within ±30 MeV/c2 of the
known φ mass [15]. For a particles produced in a B0

s and
B0

s flavour eigenstates, the coefficients in Eqs. (2) and (3),
respectively are given in Table 1 together with the angular
functions fk()), where the S, D, C coefficients are defined
as

S = − 2|λ|
1 + |λ|2 sin(φs), D = − 2|λ|

1 + |λ|2 cos(φs) and

C = 1 − |λ|2
1 + |λ|2 . (4)

The parameter λ is related to CP violation in the interfer-
ence between mixing and decay, and is defined by λ =
ηi (q/p)( Āi/Ai ) where the polarisation states i have the CP
eigenvalue ηi =+1 for i ∈ {0, ‖} and ηi =−1 for i ∈ {⊥,S}.
The complex parameters p and q relate the mass eigenstates
to the flavour eigenstates, |BL,H〉 = p|B0

s 〉±q|B0
s 〉. The CP-

violating phase is defined by φs ≡ − arg(λ) and is assumed
here to be the same for all polarisation states. The value of
|λ| equals unity in the absence of CP violation in decay [24–
26]. In this paper, the CP violation in Bs meson mixing is
assumed to be negligible, following the measurements in
Refs. [27,28].
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Table 1 Definition of angular and time-dependent functions for B0
s and B0

s mesons

k fk(θK , θe,φh) Nk N̄k ak bk ck dk

1 2 cos2 θK sin2 θe |A0|2 | Ā0|2 1 D C −S

2 sin2 θK (1 − sin2 θe cos2 φh) |A‖|2 | Ā‖|2 1 D C −S

3 sin2 θK (1 − sin2 θe sin2 φh) |A⊥|2 | Ā⊥|2 1 −D C S

4 sin2 θK sin2 θe sin 2φh |A‖ A⊥| | Ā‖ Ā⊥| C sin(δ⊥ − δ‖) S cos(δ⊥ − δ‖) sin(δ⊥ − δ‖) D cos(δ⊥ − δ‖)

5 1
2

√
2 sin 2θK sin 2θe cos φh |A0 A‖| | Ā0 Ā‖| cos(δ‖ − δ0) D cos(δ‖ − δ0) C cos(δ‖ − δ0) −S cos(δ‖ − δ0)

6 − 1
2

√
2 sin 2θK sin 2θe sin φh |A0 A⊥| | Ā0 Ā⊥| C sin(δ⊥ − δ0) S cos(δ⊥ − δ0) sin(δ⊥ − δ0) D cos(δ⊥ − δ0)

7 2
3 sin2 θe |AS|2 | ĀS|2 1 −D C S

8 1
3

√
6 sin θK sin 2θe cos φh |AS A‖| | ĀS Ā‖| C cos(δ‖ − δS) S sin(δ‖ − δS) cos(δ‖ − δS) D sin(δ‖ − δS)

9 − 1
3

√
6 sin θK sin 2θe sin φh |AS A⊥| | ĀS Ā⊥| sin(δ⊥ − δS) −D sin(δ⊥ − δS) C sin(δ⊥ − δS) S sin(δ⊥ − δS)

10 4
3

√
3 cos θK sin2 θe |AS A0| | ĀS Ā0| C cos(δ0 − δS) S sin(δ0 − δS) cos(δ0 − δS) D sin(δ0 − δS)

3 Detector, data set and selection

The LHCb detector [29,30] is a single-arm forward spec-
trometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system con-
sisting of a silicon-strip vertex detector surrounding the pp
interaction region, a large area silicon-strip detector located
upstream of a dipole magnet with a bending power of about
4 Tm, and three stations of silicon-strip detectors and straw
drift tubes placed downstream of the magnet. The track-
ing system provides a measurement of momentum, p, of
charged particles with a relative uncertainty that varies from
0.5% at low momentum to 1.0% at 200 GeV/c. The mini-
mum distance of a track to a primary pp collision vertex
(PV), the impact parameter (IP), is measured with a reso-
lution of (15 + 29/pT)µm, where pT is the component of
the momentum transverse to the beam in GeV/c. Different
types of charged hadrons are distinguished using informa-
tion from two ring-imaging Cherenkov detectors (RICH).
Photons, electrons, and hadrons are identified by a calorime-
ter system consisting of scintillating-pad and preshower
detectors, an electromagnetic calorimeter (ECAL), and a
hadronic calorimeter. Muons are identified by a system com-
posed of alternating layers of iron and multiwire proportional
chambers.

Samples of simulated events are used to optimise the sig-
nal selection, to derive the angular efficiency and to correct
the decay-time efficiency. The simulated pp collisions are
generated usingPythia [31,32] with a specific LHCb config-
uration [33]. The decays of hadronic particles are described
by EvtGen [34], in which final-state radiation is generated
using Photos [35]. The interaction of the generated parti-
cles with the detector and its response are implemented using
Geant4 toolkit [36,37], as described in Ref. [38].

The online candidate selection is performed by a trig-
ger [39], which consists of a hardware stage, based on infor-

mation from the calorimeter and muon systems, followed
by a software stage, which applies a full decay reconstruc-
tion. At the hardware stage, events are required to have a
hadron or electron with a high transverse-energy deposit in
the calorimeters, ET > 3 GeV and ET > 3.68 GeV, respec-
tively. The subsequent software trigger is implemented as
two separate levels that further reduce the event rate. The
first level is designed to select decays which are displaced
from all PVs. At the second level, B0

s → J/ψφ candidates are
selected by identifying events containing a pair of oppositely
charged kaons with an invariant mass within ±30 MeV/c2 of
the known φ-meson mass [15] or by using topological b-
hadron triggers. These topological triggers require a two-,
three- or four-track secondary vertex with a large sum of the
pT of the charged particles and significant displacement from
all PVs. A multivariate algorithm [40] is used for the identifi-
cation of secondary vertices consistent with the decay of a b
hadron. The trigger signals are associated with reconstructed
particles in the offline selection. The candidate selection is
devised in order to minimise the impact on the decay-time
efficiency.

Electrons radiate bremsstrahlung photons when travelling
through the detector material. For events where the photons
are emitted upstream of the spectrometer magnet, the photon
and the electron deposit their energy in different ECAL cells,
and the electron momentum measured by the tracking sys-
tem is underestimated. Neutral energy deposits in the ECAL
compatible with being emitted by the electron are used to cor-
rect for this effect. The limitations of the recovery technique
degrade the resolution of the reconstructed invariant masses
of both the di-electron pair and the B0

s candidate [19].
In the offline selection, J/ψ candidates are formed from

two oppositely charged tracks identified as electrons, and
φ candidates from pairs of oppositely charged tracks iden-
tified as kaons. The pairs of tracks need to form a good
quality vertex. The electron candidates are required to have
pT > 0.5 GeV/c and di-electron invariant mass m(e+e−) ∈
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[2.5, 3.3]GeV/c2, where a wider range compared to the
dimuon mode analysis is chosen to account for the radiative
tail arising due to bremsstrahlung. The pT of the φ candidate
is required to be larger than 1 GeV/c.

The J/ψ and φ candidates that are consistent with orig-
inating from a common vertex are combined to form B0

s
candidates. The mass of the B0

s candidates is required to
be in the range m(e+e−K+K −) ∈ [4.7, 5.6]GeV/c2. The
reconstructed decay time of the B0

s candidate, t , is obtained
from a kinematic fit with the J/ψ mass constrained to its
known value [15] and the B0

s candidate constrained to origi-
nate from the associated PV. Each B0

s candidate is associated
with the PV that yields the smallest χ2

IP, where χ2
IP is defined

as the difference in the vertex-fit χ2 of a given PV recon-
structed with and without the particle under consideration.
The B0

s candidates are selected if they have decay times in
the range 0.3 < t < 14 ps and decay-time uncertainty esti-
mates σt < 0.12 ps. The fraction of events containing more
than one B0

s candidate within the m(e+e−K+K −) range is
2.6%. All candidates are retained in the subsequent analy-
sis. The impact of allowing multiple candidates per event is
negligible.

The main sources of background are partially recon-
structed b-hadron decays and combinatorial background. The
first of these arises from the B0

s → χc1(1P)(→ J/ψγ )φ

and B0
s → ψ(2S)(→ J/ψ X)φ decay.2 The combinatorial

background is due to random combination of tracks in the
event that pass the candidate selection. In addition, possible
background contributions to the signal region originate from
Λ0

b → J/ψ pK − and B0 → J/ψ K ∗(892)0 decays, where the
proton or the π− meson from the K ∗(892) → K+π− decay
is misidentified as a K+ or K − meson, respectively.

The combinatorial background is suppressed using a
boosted decision tree (BDT) [41,42] analysis, trained using
the TMVA toolkit [43,44]. The BDT discriminant is trained
using a signal sample of simulated B0

s → J/ψφ decays,
and a sample of background from data. For the background
same-sign combinations of electron and/or kaon pairs are
chosen with the same selection criteria as for signal. The
simulation is corrected to match the distributions observed
in data for variables used in the identification of electrons
and kaons. The eight variables used for the training of
the BDT discriminant are the transverse momenta of the
J/ψ and φ candidates, the vertex χ2 of the B0

s candidate,
the χ2 of the kinematic fit of the B0

s candidate with the
J/ψ mass constrained to its known value and the elec-
tron and kaon identification probability as provided mainly
from the RICH and calorimeter systems. The optimal work-
ing point for the BDT discriminant is determined using
a figure of merit that optimises the statistical power of
the selected data sample for the analysis of φs by tak-

2 The symbol X stands for unreconstructed particles.

ing the number of signal and background candidates into
account [45].

The candidates are rejected if the K+ candidate can also
be identified as a proton by a dedicated neural network [46] to
suppress any possible contamination from Λ0

b → J/ψ pK −

decays. The remaining misidentified background contribu-
tion is estimated using simulated samples and amounts to
1% of the expected signal yield for Λ0

b decays and is negli-
gible for B0 decays.

Figure 2 shows the distribution of m(e+e−K+K −)
for the selected B0

s → J/ψφ candidates. In order to
describe better the left tail of the m(e+e−K+K −) dis-
tribution, the sample is split into three categories by the
number of electron candidates: zero, one or both electrons
of the pair that received bremsstrahlung corrections. An
extended maximum-likelihood fit is made to the unbinned
m(e+e−K+K −) distribution.

In the fit the signal component is described by the sum of
two Crystal Ball (CB) functions [47] and the combinatorial
background by an exponential function. The partially recon-
structed background components from B0

s → χc1(1P)φ and
B0

s → ψ(2S)φ decays are modelled using a Gaussian func-
tion and the sum of two Gaussian functions, respectively. The
parameters that describe the shape of the signal candidates
and the partially reconstructed background are fixed to values
obtained from simulation. The core widths and the common
mean of the CB functions are left free in the fit. The fit to the
three categories gives a yield of (1.27 ± 0.05) × 104 signal
candidates where the uncertainty is statistical only.

The fit results are used to assign per-candidate weights via
the sPlot technique with m(e+e−K+K −) as the discriminat-
ing variable [48]. This is used to subtract the background con-
tribution in the maximum-likelihood fit described in Sect. 6.
As the three categories are statistically independent further
steps of the analysis are performed on the combined sample.

4 Detector resolution and efficiency

The finite decay-time resolution is a diluting factor that will
affect the relative precision of φs and has to be accounted
for. The way this is introduced into the analysis is described
in Sect. 6. The assumed decay-time resolution model, R,
consists of a sum of two Gaussian distributions with their
widths depending on the per-candidate decay-time uncer-
tainty determined by the vertex fit as detailed in Ref. [18]. The
parameters of this model are loosely constrained in the fit of
the B0

s → J/ψ(e+e−)K+K − decay to the values determined
using an identical model from a sample of J/ψ → µ+µ− can-
didates produced at the PV. They are allowed to vary within
a Gaussian constraint of twice the difference of their val-
ues between the electron and muon modes as extracted from
simulation. The loose constraint was selected to minimise
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Fig. 2 Distribution of
m(e+e−K+K −) for selected
B0

s → J/ψφ candidates divided
into three categories: a zero, b
one and c both electrons with
bremsstrahlung correction. The
blue solid line shows the total fit
which is composed of (red
short-dashed line) the signal and
the background contributions.
The combinatorial background
is indicated by the green
long-dashed line while the
partially reconstructed
background from the
B0

s → ψ(2S)φ and
B0

s → χc1(1P)φ decays are
indicated by pink and purple
dash-dotted lines, respectively
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reliance of the analysis on simulations, increasing further the
allowed variation does not impact the results. The parame-
ters are determined from the unbinned maximum-likelihood
fit, as described in Sect. 6. Taking into account the σt distri-
bution of the B0

s signal, the resulting effective resolution is
45.6 ± 0.5 fs.

Due to the displacement requirements made on signal
tracks in the trigger and offline selections, the reconstruction
efficiency depends on the decay time of the B0

s candidate. The
efficiency is determined with the same method as described in
Ref. [8], by using the control channel B0 → J/ψ K ∗(892)0,
with J/ψ → e+e− and K ∗(892)0 → K+π− decays.

The decay-time dependence of the signal efficiency is
determined as

ε
B0

s
data(t) = εB0

data(t) × ε
B0

s
sim(t)

εB0

sim(t)
, (5)

where εB0

data(t) is the efficiency of the control channel, deter-

mined on data, and ε
B0

s
sim(t)/ε

B0

sim(t) is the ratio of efficien-
cies of the simulated signal and control modes after the
selection. The efficiencies are extracted by normalisation
to the known lifetimes of τB0

s
= 1.527 ± 0.011 ps and

τB0 = 1.520 ± 0.004 ps [15]. The second term accounts
for the small differences in the decay time and kinematics
between the signal and the control modes. The control chan-
nel efficiency is defined as εB0

data(t) = N B0

data(t)/N B0

gen(t)where

N B0

data(t) is the number of the B0 → J/ψ K ∗(892)0 decays in a
given time bin as determined using sPlot technique [48] with
m(e+e−K+π−) as discriminating variable. The N B0

gen(t) is
the number of events generated from an exponential distri-

bution with lifetime τB0 [15]. The analysis is not sensitive to
the absolute scale of the efficiency.

The B0 → J/ψ K ∗(892)0 decay is selected using trigger,
selection and BDT requirements similar to those used for the
signal, adapted to the different final states. The background
contribution to the control sample from the misidentification
of final-state particles from the Λ0

b → J/ψ pπ− decay is
estimated to be 0.06% of the expected signal yield, while
the background contribution from B0

s → J/ψφ decays is
negligible.

The m(e+e−K+π−) invariant-mass distribution is shown
in Fig. 3 divided into the three bremsstrahlung categories,
as for the signal sample. The contribution from B0 →
J/ψ K ∗(892)0 decays is described by the sum of two
CB functions while an exponential function is used to
describe the combinatorial background. Similarly to the sig-
nal sample, partially reconstructed background arises from
B0 decays where one or more particles are not recon-
structed; background components stemming from B0 →
χc1(1P)(→ J/ψγ )K ∗(892)0, B0 → ψ(2S)(→ J/ψ X)

K ∗(892)0 and B0 → J/ψ K1(1270)0(→ K ∗(892)0π0)

decays are described using a single Gaussian function, the
sum of two Gaussian functions and the sum of two CB func-
tions, respectively. The B0 → J/ψ K ∗(892)0 yield is found
to be (5.45 ± 0.05) × 104 signal candidates.

The decay-time efficiency for the B0
s → J/ψφ signal is

shown in Fig. 4. The efficiency is relatively uniform at high
values of decay time but decreases at low decay times due to
the selection criteria that require displaced tracks.

The efficiency as a function of the B0
s → J/ψφ helic-

ity angles is not uniform due to the forward geometry
of the LHCb detector and the requirements imposed on
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Fig. 3 Distribution of
m(e+e−K+π−) for selected
B0 → J/ψ K ∗(892)0 candidates
divided into three categories: a
zero, b one and c both electrons
with bremsstrahlung correction.
The blue solid line shows the
total fit which is composed of
(red short-dashed line) the
signal and the background
contributions. The combinatorial
background is indicated by the
green long-dashed line while the
partially reconstructed
background from the
B0 → ψ(2S)K ∗(892)0,
B0 → χc1(1P)K ∗(892)0 and
B0 → J/ψ K1(1270)0 decays
are indicated by pink, purple
and yellow dash-dotted lines,
respectively
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Fig. 4 Signal efficiency as a function of the decay time, εB0
s

data(t), scaled
by the average efficiency

the final-state particle momenta. Projections of the three-
dimensional efficiency, ε()), to the three helicity angles
are shown in Fig. 5. The angular efficiency correction
is introduced in the analysis through normalisation inte-
grals in the probability density function describing the sig-
nal decays in the fit described in Sect. 6. The integrals
given in Table 2 are calculated using simulated candi-
dates that are subject to the same trigger and selection
criteria as the data, following the same technique as in
Ref. [22]. The relative efficiency is constant for the azimuthal
angle φh . A dependence of up to 15% is observed for
cos θe and cos θK . The finite angular resolution has small
impact on the results of the analysis and is neglected.
A systematic uncertainty is assigned to account for this
effect.

5 Flavour tagging

The Bs candidate flavour at production is determined by
two independent categories of flavour tagging algorithms,
the opposite-side (OS) taggers [49] and the same-side kaon
(SSK) tagger [50], which exploit specific features of the pro-
duction of bb quark pairs in pp collisions, and their subse-
quent hadronisation. Each tagging algorithm assigns a tag
decision and a mistag probability. The tag decision, q, takes
values +1, −1, or 0, if the signal candidate is tagged as B0

s ,
B0

s , or is untagged, respectively. The fraction of events in the
sample with a nonzero tagging decision gives the efficiency of
the tagger, εtag. The mistag probability, η, is estimated event-
by-event, and represents the probability that the algorithm
assigns a wrong tag decision. It is calibrated using data sam-
ples of two flavour specific decays, B±→ J/ψ(e+e−)K± for
the OS taggers and B0

s → D−
s π+ for the SSK tagger, result-

ing in a corrected mistag probability, ω (ω̄), for a candidate
with initial flavour B0

s (B0
s ). In case of the SSK algorithm,

the calibrated sample of B0
s → D−

s π+ decays is weighted to
match the kinematics of the B0

s → J/ψφ signal decays. A lin-
ear relationship between η and ω is used for the calibration.
The effective tagging power is given by εtag(1 − 2ω)2 and
for the combined taggers in the B0

s → J/ψ(e+e−)φ signal
sample a value of (5.07 ± 0.16)% is obtained.

6 Maximum-likelihood fit and results

The CP observables are determined by an unbinned
maximum-likelihood fit to the background-subtracted can-
didates in four-dimensions, namely the B0

s decay time and
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Fig. 5 Efficiency projected onto (left) cos θK , (middle) cos θe and (right) φh obtained from a simulated B0
s → J/ψφ sample, scaled by the average

efficiency

Table 2 Angular acceptance integrals for the simulated sample. The Ik
integrals are normalised with respect to the I0 integral

k Ik/I0

1 (00) 0.9801 ± 0.0014

2 (‖‖) 1.0200 ± 0.0017

3 (⊥⊥) 1.0209 ± 0.0016

4 (‖⊥) 0.0003 ± 0.0018

5 (0 ‖) 0.0008 ± 0.0012

6 (0 ⊥) 0.0015 ± 0.0012

7 (SS) 0.9983 ± 0.0011

8 (S ‖) 0.0004 ± 0.0016

9 (S ⊥) 0.0012 ± 0.0016

10 (S0) −0.0067 ± 0.0036

the three helicity angles, with a probability density function
(PDF) describing B0

s → J/ψ(e+e−)φ signal decay. The neg-
ative log-likelihood function to be minimised is given by

− lnL = −α

N∑

i=1

wi lnP, (6)

where N is the total number of candidates. Thewi coefficients
are the sPlot weights [48] computed using m(e+e−K+K −)
as discriminating variable, and the factor α = ∑

wi/
∑

w2
i

is used to account for the correct signal yield in the sample.
The PDF, P = S/

∫
Sdt d), is normalised over the four-

dimensional space where

S(t,), qOS, qSSK|ηOS, ηSSK)

= T (t ′,), qOS, qSSK|ηOS, ηSSK) ⊗ R(t − t ′|σt )ε
B0

s
data(t),

(7)

with the decay-time resolution function,R, defined in Sect. 4
and

T (t ′,), qOS, qSSK|ηOS, ηSSK)

=
(

1 + qOS(1 − 2ωOS)
) (

1 + qSSK(1 − 2ωSSK)
)

×G(t,))+
(

1 − qOS(1 − 2ω̄OS)
)

×
(

1 − qSSK(1 − 2ω̄SSK)
)

Ḡ(t,)), (8)

which allows for the inclusion of the information from both
tagging algorithms in the computation of the decay rate.
The function G(t,)) is defined in Eq. (1) and Ḡ(t,))

is the corresponding function for B0
s decays. The angu-

lar efficiency is included in the normalisation of the PDF
via the ten integrals, Ik =

∫
d)ε()) fk()). The inte-

grals are pre-calculated using simulation as described in
Sect. 4.

When using weights from the sPlot method, the stan-
dard uncertainty estimate based on the Hessian matrix will
generally not give asymptotically correct confidence inter-
vals [51]. A bootstrap method [52] is used to obtain a cor-
rect estimate of the statistical uncertainty. The weights are
recalculated for each bootstrap sample. In the fit, Gaus-
sian constraints are included for certain nuisance param-
eters, namely the mixing frequency $ms = 17.757 ±
0.021 ps−1 [15], the tagging calibration parameters, and the
time resolution parameters. The fitting procedure is validated
using pseudoexperiments and simulated B0

s → J/ψ(e+e−)φ
decays.

The results of the fit to the data are shown in Table 3
while the projections of the fit results on the decay time
and helicity-angle distributions are reported in Fig. 6. The
correlation matrix of statistical uncertainties is reported in
Table 5 of Appendix A. The results are consistent with pre-
vious measurements of these parameters [5,10–14], and the
SM predictions for φs [24–26]. They show no evidence of
CP violation in the interference between B0

s meson mixing
and decay, nor for direct CP violation in B0

s → J/ψ(e+e−)φ
decays, as the parameter |λ| is consistent with unity within
uncertainties.
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Fig. 6 Decay time and
helicity-angle distributions for
(data points)
B0

s → J/ψ(e+e−)φ decays with
the one-dimensional projections
of the PDF extracted in the
maximum-likelihood fit. The
solid blue line shows the total
signal contribution, which is
composed of (long-dashed red)
CP-even, (short-dashed green)
CP-odd and (dash-dotted
purple) S-wave contributions

5 10
Decay time [ps]

1−10

1

10

210

310

Ca
nd

id
at

es
 / 

(0
.2

74
 p

s) LHCb
-13 fb

Data
Total
CP-even
CP-odd
S-wave

1− 0.5− 0 0.5 1
eθcos

0

200

400

600

800

1000

Ca
nd

id
at

es
 / 

0.
1

LHCb
-13 fb

1− 0.5− 0 0.5 1
Kθcos

0

200

400

600

800

1000

Ca
nd

id
at

es
 / 

0.
1

LHCb
-13 fb

2− 0 2
 [rad]
h

φ
0

200

400

600

800

1000

C
an

di
da

te
s 

/ (
0.

31
4 

ra
d) LHCb

-13 fb

Table 3 Results of the maximum-likelihood fit, described in Sect. 6, to
the B0

s → J/ψ(e+e−)φ decays including all acceptance and resolution
effects. The first uncertainty is statistical and the second is systematic

Parameter Fit result and uncertainty

%s [ ps−1 ] 0.608 ± 0.018 ± 0.012

$%s [ ps−1 ] 0.115 ± 0.045 ± 0.011

|A⊥|2 0.234 ± 0.034 ± 0.008

|A0|2 0.530 ± 0.029 ± 0.013

δ‖ [ rad] 3.11+ 0.08
− 0.07 ± 0.06

δ⊥ [ rad] 2.41+ 0.43
− 0.42 ± 0.10

φs [ rad] 0.00 ± 0.28 ± 0.07

|λ| 0.877+ 0.112
− 0.116 ± 0.031

FS 0.062+ 0.042
− 0.051 ± 0.022

δS [ rad] 0.01+ 0.25
− 0.27 ± 0.04

7 Systematic uncertainties

Systematic uncertainties for each of the measured parame-
ters are reported in Table 4. They are evaluated by observ-
ing the change in the physics parameters after repeating the
likelihood fit with a modified model assumption, or through
pseudoexperiments, in case of uncertainties originating from
the limited size of calibration samples.

The decay-time and angular efficiencies obtained inde-
pendently in the three bremsstrahlung categories are com-
patible within statistical uncertainties. While the effective
decay-time resolution differs for the three categories, it was
verified with simulations that the result of a weighted average
of three independent maximum-likelihood fits is consistent
with the default one.

Repeating the mass fit in bins of the decay time and helic-
ity angles shows that the mass resolution depends on cos θe
and cos θK . As the sPlot technique assumes that the dis-
criminating variable is independent of the observables of
interest, the effect of this correlation is quantified. The data
sample is divided in intervals of cos θe and cos θK and new
weights are computed with fits to m(e+e−K+K −). The four-
dimensional likelihood fit is evaluated with modified weights.
The variation of each physics parameter is assigned as a sys-
tematic uncertainty. For the decay time and azimuthal φh
angle the effect is negligible.

The mass model is tested in two ways. First new sets of
weights are computed using alternate PDF models. One set
with the signal component of the m(e+e−K+K −) distribu-
tion described by a sum of two Ipatia functions [53]. Second
set with the combinatorial background described by a sec-
ond order Chebyshev polynomial. Third set with the com-
binatorial background described by an exponential function
with slope fixed to an average value from samples with one
and both electrons corrected for bremsstrahlung. For the sec-
ond test a set of pseudoexperiments is used by fluctuating
the default mass model parameters within their uncertainties
(accounting for correlations), providing a new set of weights.
The width of the obtained physics parameters distributions
from the pseudoexperiments or the difference between the
default and alternate PDF results is assigned as systematic
uncertainty, whichever is larger.

The statistical uncertainty on the angular efficiency is
propagated by repeating the fit using new sets of the ten
integrals, Ik , systematically varied according to their covari-
ance matrix. The width of the obtained distributions for each
physics parameter is taken as the systematic uncertainty. The
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Table 4 Statistical and systematic uncertainties. A dash corresponds to systematic uncertainties that are negligible. Systematic uncertainties from
different sources are added in quadrature

Source %s [ ps−1] $%s [ ps−1] A2
⊥ A2

0 δ‖ [ rad] δ⊥ [ rad] φs [ rad] |λ| FS δS [ rad]

Stat. uncertainty 0.018 0.045 0.034 0.029 + 0.08
− 0.07

+ 0.43
− 0.42 0.28 + 0.112

− 0.116
+ 0.042
− 0.051

+ 0.25
− 0.27

Mass factorisation 0.003 0.003 0.005 0.007 0.01 0.03 0.02 0.011 0.017 0.01

Mass model 0.011 0.005 0.004 0.005 0.02 0.14 0.05 0.011 0.007 0.04

Ang. acceptance – – 0.002 0.001 – 0.02 0.01 0.005 0.003 0.02

Time resolution 0.002 0.008 0.004 0.002 0.06 0.02 0.03 0.003 0.002 0.01

Time acceptance 0.003 0.003 0.001 0.001 – – – 0.001 – –

MC (time acc.) 0.001 0.001 0.001 – – – – – – –

MC (ang. acc.) – – 0.001 0.001 0.01 0.01 0.02 0.017 0.003 -

Λ0
b background 0.001 0.001 0.001 0.001 0.01 – 0.01 0.005 0.01 –

Ang. resolution – 0.002 0.002 0.003 – 0.01 – – 0.005 –

B+
c background 0.003 – – – – – – – – –

Fit bias – – – 0.009 – – – 0.020 – –

Syst. uncertainty 0.012 0.011 0.008 0.013 0.07 0.15 0.07 0.031 0.022 0.05

Total uncertainty 0.022 0.046 0.035 0.032 0.10 + 0.46
− 0.45 0.29 + 0.117

− 0.121
+ 0.047
− 0.056

+ 0.26
− 0.28

angular resolution is neglected in the maximum-likelihood
fit. The effect of this assumption is studied using pseudoex-
periments, where the helicity angles are smeared according
to the experimental resolution. There is a small effect on the
polarisation amplitudes, strong phase and decay width dif-
ference while all other parameters are unaffected.

A systematic contribution is evaluated to take into account
the effect of the finite decay-time resolution by comparing
pseudoexperiments with fixed and constrained decay-time
resolution parameters. A sample of pseudoexperiments with
the four-dimensional B0

s → J/ψ(e+e−)φ PDF including
time and angular efficiencies is used. The procedure is eval-
uated for two scenarios: the former with decay-time reso-
lution parameters fixed to generated values, and the latter
with parameters constrained to twice the difference between
values obtained from signal simulation with J/ψ → e+e−

and J/ψ → µ+µ− decays. The quadratic difference between
the uncertainties of pseudoexperiments with fixed and con-
strained parameters is assigned as a systematic uncertainty.
In addition tests with decay-time resolution parameters fixed
in the fit to the data sample are performed. The parame-
ters are fixed to values obtained from the time angle fit at
φs value fixed to 0 or π/2, or to values from a sample of
J/ψ → µ+µ− candidates produced at the PV corrected for
the difference between e+e− andµ+µ− simulation samples.
The test results are compatible within statistical uncertainties
to the default fit results.

The decay-time efficiency introduces a systematic uncer-
tainty from three different sources. First, the contribution
due to the statistical uncertainty on the determination of the
decay-time efficiency from the control channel is obtained

by evaluating the fit multiple times after randomly varying
the parameters of the time efficiency within their statistical
uncertainties. The statistical uncertainty is dominated by the
size of the B0 → J/ψ K ∗(892)0 control sample. Second, a
sum of two Ipatia functions is used as an alternative mass
model for the m(e+e−K+π−) distribution and a new decay-
time efficiency function is produced. Finally, the efficiency
function is computed with the B0 lifetime modified by ±1σ .
In all cases the difference in the fit results arising from the
use of the new efficiency function is taken as a systematic
uncertainty.

The sensitivity to the BDT selection is studied by adjusting
the working point around the optimal position for the signal
channel where the difference of the number of signal candi-
dates is within 10% between the default and varied BDT cri-
teria. The effect of applying the modified BDT requirement
in the likelihood fit is studied using pseudoexperiments. The
mass model parameters for each BDT requirement are varied
within their uncertainties (accounting for correlations) and
the weights are re-evaluated based on the alternative model.
The fit is repeated using a new set of weights and a new
efficiency function. The observed variations in the physics
parameters are compatible with statistical fluctuations. This
is verified by pseudoexperiments with 10% of candidates
removed at random.

A systematic uncertainty is assigned to account for the dif-
ferences in the final-state kinematics between data and sim-
ulated samples. The simulated signal events are weighted
using a multidimensional BDT-based algorithm [54] in
six dimensions corresponding to kinematic variables with
largest observed discrepancies between data and simula-
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tions. The procedure is repeated for the control sample
B0 → J/ψ(e+e−)K ∗(892)0. The reweighted simulation
samples of both channels are used to obtain new angular
and decay-time acceptances. The difference with the default
fit result is assigned as a systematic uncertainty.

The fraction of Λ0
b → J/ψ pK − candidates contributing

to the signal sample is estimated to be 1% using simula-
tion. The impact of neglecting this contribution is evaluated
for the data sample by fitting the m(e+e−K+K −) distribu-
tion with an additional component to account for, namely
the sum of two CB functions, the shape of which is fixed to
a fit to simulated Λ0

b → J/ψ pK − candidates. In addition,
the decay-time efficiency is redetermined including a com-
ponent for background from Λ0

b → J/ψ pπ− decays. This
component is modelled by the sum of two CB functions, the
shape of which is fixed to a fit to simulated Λ0

b → J/ψ pπ−

candidates. The fraction of the Λ0
b → J/ψ pπ− decays is

estimated from the simulation to be at most 0.06% [55]. The
differences of physics parameters obtained from the fit with
modified weights and efficiency function is assigned as a
systematic uncertainty.

A small fraction of B0
s → J/ψφ decays comes from the

decays of B+
c mesons. The fraction is estimated as 0.8%

in Ref. [56] and pseudoexperiments are used to assess the
impact of ignoring such a contribution on the extraction of
the physics parameters. Only %s is observed to be affected,
with a bias on its central value corresponding to 20% of
the statistical uncertainty, which is assigned as a systematic
uncertainty.

A possible bias in the fitting procedure is investigated
through many pseudoexperiments of equivalent size to the
data sample. For each pseudoexperiment the physics param-
eters are fluctuated in the underlying PDF and then compared
to the obtained fit results. The resulting deviations are small
and those that are not compatible with zero within three stan-
dard deviations are quoted as systematic uncertainties.

Inclusion of a result with a constraint on the $ms into
a global analysis leads to troublesome treatment of system-
atic effects introduced by choice of the constraint. There-
fore we provide a result with the mixing frequency fixed
to the PDG value, $ms = 17.757 ps−1 [15], as reported
in Appendix B. No significant difference is observed with
respect to the default result.

The systematic uncertainties associated to the mass model
and mass factorisation can be treated as uncorrelated between
this result and that of Ref. [18]. More details on the systematic
effects for the studied channel are given in Ref. [57].

8 Conclusion

Using a data set corresponding to an integrated luminosity
of 3 fb−1 collected by the LHCb experiment in pp collisions

at centre-of-mass energies of 7 and 8 TeV, a flavour-tagged
decay-time-dependent angular analysis of (1.27 ± 0.05) ×
104 B0

s → J/ψ(e+e−)φ decays is performed. A number
of physics parameters including the CP-violating phase φs ,
average decay width %s and decay width difference $%s as
well as the polarisation amplitudes and strong phases of the
decay are determined. The effective decay-time resolution
and effective tagging power are 45.6 ± 0.1 fs and (5.07 ±
0.16)%, respectively. The CP parameters are measured to be

φs = 0.00 ± 0.28 ± 0.07 rad,

$%s = 0.115 ± 0.045 ± 0.011 ps−1,

%s = 0.608 ± 0.018 ± 0.012 ps−1

where the first uncertainty is statistical and the second is
systematic. The dominant sources of the systematic uncer-
tainty are the imperfect mass and decay-time resolution mod-
els. This is the first measurement of the CP content of the
B0

s → J/ψ(e+e−)φ decay and first time that φs has been
measured in the final state containing electrons. These results
constitute an important check for the results with muons in
the final state because the systematic uncertainties of the mea-
surements are independent, while the studied mechanism of
the CP violation is the same. The results are consistent with
previous measurements [5,10–14], the SM predictions [24–
26], and show no evidence of CP violation in the interference
between B0

s meson mixing and decay. In addition, no evi-
dence for direct CP violation in B0

s → J/ψ(e+e−)φ decays
is observed.
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Appendices

Appendix A: Correlation matrix

The CP observables are determined by an unbinned
maximum-likelihood fit to the background-subtracted can-
didates with a probability density function (PDF) describing
B0

s → J/ψ(e+e−)φ signal decay. The correlation matrix of
their statistical uncertainties is presented in Table 5. It is
obtained using the bootstrap method.

Appendix B: Fit results with fixed #ms

The fit is repeated with a fixed value of the mixing frequency
$ms = 17.757 ps−1 [15] instead of a Gaussian constraint.
The fit results are presented in Table 6 and corresponding
correlation matrix in Table 7.

Table 6 Results of the maximum-likelihood fit described in Section 6 to
the B0

s → J/ψ(e+e−)φ decays including all acceptance and resolution
effects and with the mixing frequency fixed to the PDG value, $ms =
17.757 ps−1 [15]. The first uncertainty is statistical and the second is
systematic, which is discussed in Sect. 7

Parameter Fit result and uncertainty

%s [ ps−1 ] 0.608 ± 0.018 ± 0.012

$%s [ ps−1 ] 0.115 ± 0.043 ± 0.011

|A⊥|2 0.234 ± 0.033 ± 0.008

|A0|2 0.53+ 0.026
− 0.027 ± 0.013

δ‖ [ rad] 3.11+ 0.07
− 0.08 ± 0.07

δ⊥ [ rad] 2.41+ 0.45
− 0.46 ± 0.15

φs [ rad] 0.00 ± 0.30 ± 0.07

|λ| 0.877+ 0.104
− 0.126 ± 0.031

FS 0.062+ 0.045
− 0.052 ± 0.022

δS [ rad] 0.01 ± 0.29 ± 0.05

Table 5 Correlation matrix of statistical uncertainties

%s $%s |A⊥|2 |A0|2 δ‖ δ⊥ φs |λ| FS δS

%s 1.00 −0.31 0.41 −0.38 −0.01 −0.03 0.0 −0.09 −0.08 −0.03

$%s 1.00 −0.68 0.63 0.01 −0.02 0.01 −0.01 −0.04 −0.02

|A⊥|2 1.00 −0.66 −0.06 0.10 −0.06 −0.14 −0.26 0.03

|A0|2 1.00 0.08 −0.17 0.07 0.24 0.36 −0.05

δ‖ 1.00 −0.03 0.13 −0.06 0.14 −0.20

δ⊥ 1.00 0.08 −0.11 −0.28 −0.05

φs 1.00 0.15 0.26 −0.05

|λ| 1.00 0.52 −0.03

FS 1.00 −0.06

δS 1.00
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Table 7 Correlation matrix of statistical uncertainties for a fit with fixed $ms

%s $%s |A⊥|2 |A0|2 δ‖ δ⊥ φs |λ| FS δS

%s 1.00 −0.25 0.37 −0.32 −0.01 −0.04 0.01 −0.04 −0.05 −0.03

$%s 1.00 −0.65 0.60 0.04 −0.05 0.06 −0.01 −0.09 0.05

|A⊥|2 1.00 −0.61 −0.13 0.09 −0.09 −0.17 −0.25 0.01

|A0|2 1.00 0.14 −0.16 0.07 0.17 0.31 0.0

δ‖ 1.00 −0.05 0.10 −0.01 0.17 −0.22

δ⊥ 1.00 0.20 −0.07 −0.26 −0.10

φs 1.00 0.20 0.20 −0.07

|λ| 1.00 0.51 −0.03

FS 1.00 −0.05

δS 1.00
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