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ABSTRACT
The field of eXplainable Artificial Intelligence (XAI) focuses on pro-
viding explanations for AI systems’ decisions. XAI applications to
AI-based Clinical Decision Support Systems (DSS) should increase
trust in the DSS by allowing clinicians to investigate the reasons
behind its suggestions. In this paper, we present the results of a
user study on the impact of advice from a clinical DSS on health-
care providers’ judgment in two different cases: the case where
the clinical DSS explains its suggestion and the case it does not.
We examined the weight of advice, the behavioral intention to use
the system, and the perceptions with quantitative and qualitative
measures. Our results indicate a more significant impact of advice
when an explanation for the DSS decision is provided. Addition-
ally, through the open-ended questions, we provide some insights
on how to improve the explanations in the diagnosis forecasts for
healthcare assistants, nurses, and doctors.

CCS CONCEPTS
• Human-centered computing → User studies; • Computing
methodologies→ Artificial intelligence; Cognitive science.
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1 INTRODUCTION
While some claims have been made about a future where AI will
replace doctors [43], AI is more likely to become an essential tool
in doctors’ service, allowing them to outsource mundane tasks
to algorithms and focus on more serious matters [78]. Both AI
and human doctors will have complementary roles reflecting their
strengths and weaknesses. Therefore, it is of pivotal importance to
develop an AI technology able to work synergistically with doctors.

Current AI technologies have many shortcomings that hinder
their adoption in the real world. One of the most prominent ex-
amples is the black-box nature of most state-of-the-art AI systems.
Indeed, these models might have millions of parameters, capturing
the extreme nonlinearities of the input features, making their in-
ternal decision-making process hard to interpret by human beings.
The noninterpretability of such models makes it difficult to examine
their reliability, identify potential malfunctions and prevent them
from happening again. In the healthcare context, AI-based Clinical
Decision Support Systems (DSS) having a black-box model at their
core prevents the clinician from investigating unexpected findings
and performing a differential diagnosis process.

In recent years, developing methods to explain AI models rea-
soning has become the focus of many of the scientific community’s
efforts, particularly those of the field of eXplainable AI (XAI) [36].
Many XAI methods have been developed for the most varied type of
data and algorithm [35, 60]. However, only a few of these methods
are tested on real users, and even fewer were designed with the
end-user in mind [56]. AI explanations are of pivotal importance
for adopting the model since they allow humans to build a shared
mental model with the AI and increase trust in its suggestions. The
study of the qualities that make a good explanation, i.e., a good in-
terface between humans and AI, and the impact of the explanation
on the user behavioral intention needs to be performed involving
the end-users, i.e., the healthcare providers, and observing the use
of explanation in the appropriate decisional context [7, 53].
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In this paper, we present the results of an online user study on the
impact of AI explanations in the medical field. For our experiment,
we considered a state-of-the-art XAI method tailored to deal with
healthcare data [66], and we employed a recurrent neural network
to act as clinical DSS [18]. The final purpose of our research is
twofold. Firstly, we aim to understand how explanations could
enhance the trust in the AI system and the intention of using an AI
system in the medical field. Secondly, we aim at giving suggestions
and guidelines to the designers and researchers of XAI methods to
increase their adoption in the medical field. Our research questions
are the following:

• RQ1: How do AI explanations impact users’ trust in algo-
rithmic recommendations in healthcare?

• RQ2: How do AI explanations impact users’ behavioral in-
tention of using the system in the healthcare context?

In particular, we want to test the following main hypotheses:
• Hp1: Participants trust more the algorithmic suggestion
when presented with the explanation.

• Hp2: Participants feel more confident when they use the
system that provides an explanation.

• Hp3: Participants have a higher behavioral intention to use
the system that provides an explanation.

• Hp4: Participants express higher trust in the system that
provides an explanation.

2 RELATEDWORK
EXplainable Artificial Intelligence (XAI) is a term coined in 2017
by DARPA for its homonymous program [36]. However, the study
of techniques whose goal is to explain (i.e., capability to present in
human-understandable terms [25]) the decision-making process of
an AI system is as old as the AI field itself [57]. This topic has re-
cently witnessed an increased interest that generated vast literature
on AI transparency and explainability [8, 35]. Indeed, the popular-
ity of such techniques matches the increasing use of black-box AI
systems, i.e., systems whose internal decision-making process is
obscure. Being able to explain clinical decisions to patients and be
held accountable for adverse outcomes of their diagnosis are key
ethical responsibilities of every doctor [58, 64]. Furthermore, in the
EU, explicability is a legal requirement for high-risk AI applications
such as the ones pertaining to health [1, 20, 30, 37, 52].

While several XAI methods have been developed in the past
years, only a few considered the specific application domain. Con-
sider, for example, two of the most popular XAI methods: LIME [68]
and SHAP [51]. Similar to the XAI method employed in our ex-
periment, they provide local explanations that summarize each
feature’s influence on the model outcome [21]. These two meth-
ods are model-agnostic and application-agnostic, meaning that they
are able to extract an explanation from any type of black-box AI
model [57] regardless of the application domain. While the model-
agnostic approach to XAI offers great flexibility to the use of these
methods, the application-agnostic approach implies that the specific
user needs are not considered [4]. An interesting line of research is
that of XAI methods that are not completely agnostic and tailor the
explanations to the medical field, either by incorporating medical
knowledge in the explanation process [5, 19, 66, 85] or focusing on
specific healthcare data characteristics and use cases [54, 63, 65]. In

our experiment, we focus on the healthcare application domain, and
therefore we test one of these XAI methods. In particular, one that
incorporates medical knowledge in the explanation process and
summarizes the features taking into consideration their medical
meaning [66].

However, even medical application-aware XAI methods rarely
design the explanation with the end-user in mind. Furthermore,
only a few of them tested the efficacy of their explanations on
a group of health care professionals. A recent survey has shown
that explanations of black-box AI models are mainly used by ma-
chine learning engineers to debug their model in the development
phase [6]. Nevertheless, debugging the model is only one of the
needs expressed in another recent study that analyzed the demands
of transparency of several stakeholders [10]. Among those needs,
building trust is particularly relevant to this paper. Trust plays a
central role in the adoption of new technologies, and explanations
of AI recommendations are often touted as the solution to trust
issues [31, 68, 81, 83]. Ideally, explaining clinical DSS recommen-
dations should help clinicians with trust calibration, i.e., properly
adjusting their level of trust according to the actual reliability of
the AI system [69]. There are several levels of trust falling along
a spectrum ranging from complete distrust to overreliance on AI.
Both extremes have been observed towards AI-based clinical DSSs.
On the one hand, some works have shown that clinicians tend to
over-rely on automated suggestions by taking less initiative [47] or
accepting incorrect diagnoses suggested by AI [38]. This phenome-
non is known as automation bias [46, 72] and can be particularly
dangerous in critical domains such as medicine. On the other hand,
physicians are reluctant to trust algorithms that they do not un-
derstand [16, 71] and might be subject to algorithm aversion [23],
which is the human tendency to discount algorithmic advice [50].
Distrust in AI applications in medicine also comes from doctors’
fear of legal repercussions if something goes wrong due to unclear
liability regimes [61, 76].

While, at first glance, explanations of such DSS seem the solution
to these issues, some studies suggested that explanations can be
inadequate to deal with overreliance on flawed algorithms [42].
Furthermore, explanations might even increase overreliance on
AI-based clinical DSS [13, 29, 44], and it might be necessary to
design the system to force the user to engage in analytical thinking
when explanations require substantial cognitive effort to be evalu-
ated [12]. These findings highlight the importance of involving the
end-user of the explanation when evaluating its efficacy and, ideally,
in the design phase. The fact that the developers of XAI methods
design explanations for themselves creates a gap between state-of-
the-art XAI explanations and end-users. A few works have tried
to close such a gap in the medical field by involving the doctors in
the design procedure [45, 70, 83] or by performing exploratory sur-
veys [16, 48, 77]. Despite these recent efforts, most of the research
has been focused on laypeople [3, 17, 59]. However, several works
have shown that users’ domain expertise is relevant to the trust
calibration process [32, 62, 82, 86], e.g., novice users tend to over-
rely on AI suggestions. For these reasons, in our study, we focus
on the impact of explanation on advice-taking involving a specific
pool of end-users, i.e., healthcare providers, and observing the use
of explanation in the appropriate decisional context [7, 11, 27, 53],
i.e., while performing a task supported by a clinical DSS.
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Trust can be measured both by employing explicit and implicit
measures. Explicit measures involve using trust scales that directly
ask users whether they trust the AI or not [41], while implicit
measures rely on operationalizing the definition of trust in terms
of user behavior: does the user changes his or her behavior af-
ter receiving the AI-system suggestion? [84] Indeed, in the con-
text of decision-making, trust is positively associated with advice-
taking [33, 74]. Advice-taking can be measured using the Weight
Of Advice (WOA) [39], i.e., the extent to which participants change
their initial estimate after receiving the AI system’s suggestion.
Finally, another important factor to consider is the perceived ex-
planation quality. Indeed, good explanations enable end-users to
develop an appropriate mental model of how the AI system works,
facilitating the trust calibration process. To measure explanations
quality, we employed the explanation satisfaction scale [41] which
measures explanations’ understandability, feeling of satisfaction,
sufficiency of detail, completeness, usefulness, accuracy, and trust-
worthiness from users’ point of view.

3 METHODS
3.1 Participants
We ran an online experiment on the Prolific platform (www.prolific.co).
We prescreened participants to be healthcare providers (doctors,
nurses, paramedics, and emergency services providers), fluent in
English, and high approval rate, i.e. a high number of past approved
submissions on the Prolific platform. All participants provided writ-
ten informed consent, and the local Research Ethics Committee
approved the study. Each participant was asked to perform a task
(detailed below) and answer a set of questionnaires and received a
compensation of 6.20£ for it.

3.2 Estimation task
To evaluate whether the explanation of the algorithmic recommen-
dation influenced participants’ behavioral intention and trust in the
clinical DSS, we used an estimation task. During the estimation task,
the participant is asked to make an estimate before and after being
presented with the algorithmic recommendation. In this case, the
task was to estimate the chances of a patient suffering from an acute
myocardial infarction (acute MI) in the near future. Participants
were first presented with the patient’s clinical history and asked to
make an initial estimate based on their knowledge and experience.
Then they were shown the algorithmic suggestion, and they were
asked to make a second and final estimate. Participants were also
asked to indicate their confidence level after each estimate. This task
allowed participants to decide howmuch they wanted to rely on the
algorithmic suggestion, weighing it compared to their first estimate.
Our paradigm adapts to the Judge-Advisor System (JAS) [73, 74]. In
a JAS, there are two distinct roles in the decision-making process:
the judge and the advisor. While the advisor provides suggestions
and advice to the judge, the judge is the only one responsible for
the final decision. This framework perfectly fits our case: the clin-
ical DSS is the advisor, and the healthcare provider is the judge,
solely responsible for providing appropriate care for the patient.
Such a framework is widely used in algorithm reliance and aversion
studies [24, 50].

3.3 Experimental design and collected data
The experimental design followed a two-cell (only AI suggestion
vs. AI suggestion and explanation) within-subjects design. Each
participant was asked to perform the estimation task twice: once
using the interface providing only the AI suggestion and once us-
ing the interface providing the suggestion and the explanation. To
prevent the learning effect, each participant used the two inter-
faces on two different yet analogous patients. To prevent order
effect, participants were randomly assigned to different experimen-
tal groups to control the order of presentation of the different types
of algorithmic suggestions (with or without explanation). We also
controlled for confounding factors such as participants’ familiarity
and involvement in the task [26], demographic information such as
gender, age, and the type of medical profession. We also controlled
for participants’ Need For Cognition (NFC) - an aspect related to
the individual tendency to enjoy effortful cognitive (5-point Likert
scale, from 1="strongly disagree to 5="strongly agree") [14, 55].

Our main dependent variable was the Weight of Advice (WOA).
TheWOAmeasures the degree to which the algorithmic suggestion
(with or without explanation) influences the participant’s estimate.
Indeed the WOA quantifies advice-taking, i.e., how much the partic-
ipants changed their initial assessment after the algorithmic sugges-
tion. Advice-taking is defined as the ratio of two differences: first,
the judge’s post-advice and pre-advice estimates; second, the differ-
ence between the advisor’s suggestion and the judge’s pre-advice
assessment [39];𝑊𝑂𝐴 =

|𝐹−𝐼 |
|𝐴−𝐼 | , where 𝐹 and 𝐼 are respectively the

final and initial participant’s estimates, while 𝐴 is the algorithmic
suggestion. The clinical DSS employed in the experiment performed
binary prediction on whether a patient would have an acute MI in
the near future or not, i.e., 𝐴 = 0 or 𝐴 = 100. Since we did not want
to add the algorithm’s accuracy as an additional degree of freedom
of the experiment, we selected only patients correctly predicted by
the algorithm as having an acute MI, therefore 𝐴 = 100 in all cases.
Furthermore, selecting only patients in need of urgent care allows
creating a scenario that entails risk and, therefore, can yield insight
into trust in the AI recommendation [2]. To better understand the
influence of algorithmic suggestions on participants’ estimates, they
were asked to estimate the patient’s chances of developing an acute
MI on a scale from 0 to 100% rather than in the binary format of the
algorithm. Participants were also asked to express their confidence
in the estimate on a sliding scale. While theWOA can be considered
an implicit measure of trust (because trust is positively correlated
with advice-taking [33, 74]), we decided to measure also the explicit
trust in the system by directly asking participants’ perception of the
system reliability, predictability, and efficiency (5-point Likert scale,
from 1="strongly disagree to 5="strongly agree") [2, 15, 41]. Wemea-
sured the Behavioral Intention (BI), or the participants’ intention
to actually use the presented systems. We followed the Technology
Acceptance Model (TAM) [79] and the Unified Theory of Accep-
tance and Use of Technology Model (UTAUT) [80]. According to
our purpose, we adapted the UTAUT Questionnaire from [75, 79].
We collected the following constructs that could be correlated with
the BI of using an eXplainable AI system: Performance Expectancy,
Effort Expectancy, Attitude Towards Technology, Social Influence,
Facilitating Conditions, Image, Relevance, Output Quality, Result
Demonstrability (5-point Likert scale, from 1="strongly disagree to
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5="strongly agree"). Finally, we measured the perceived explanation
quality using the explanation satisfaction scale (5-point Likert scale,
from 1="strongly disagree to 5="strongly agree") proposed in [41]
and collected qualitative feedback using open-ended questions on
participants’ experience using the two AI interfaces. We now pro-
ceed to illustrate the two AI interfaces used in our experiment.

3.4 Interface Dr.AI: Only Suggestion.
Acting as clinical DSS, we used Doctor AI [18], a Recurrent Neural
Network able to predict patients’ future diagnoses based on their
past clinical histories. We post-processed Doctor AI outcomes trans-
forming them from multi-label (every diagnosis of future visits)
to binary to predict whether a patient would have an acute MI
or not. A static visualization of the interface providing only Doc-
tor AI suggestions is shown in figure 1. The visits of the patients
are represented as a set of grey dots, and each dot represents a
condition diagnosed in the corresponding visit. For example, this
patient was diagnosed with five conditions in their first visit and
three conditions in the second one. In the dynamic visualization,
participants were able to explore the conditions diagnosed in each
visit and visualize their descriptions by moving the cursor over the
corresponding dots. Finally, the AI suggestion is shown in red to
the left of the patient’s clinical history.

3.5 Interface Dr.XAI: Suggestion and
Explanation.

To extract an explanation for the algorithmic suggestion, we em-
ployed Doctor XAI [66], an eXplainable AI (XAI) technique able to
deal with sequential clinical histories that use medical knowledge in
its explanation extraction process. Doctor XAI’s explanations high-
light which conditions in the clinical history of the patients were
deemedmost important by the algorithm in its decision-making pro-
cess. Furthermore, Doctor XAI also provides information regarding
the missing conditions that influenced the algorithmic decision. A
static visualization of the interface providing AI suggestions and ex-
planations is shown in figure 2. Doctor XAI assigns a different color
to each dot according to the corresponding condition’s relevance to
the algorithmic decisions. Dots corresponding to conditions deemed
irrelevant are left grey, while dots deemed relevant are colored blue.
Furthermore, Doctor XAI shows as yellow dots conditions that are
missing from the patient’s clinical history that would have changed
algorithmic suggestion. Finally, a summary of the explanation is
written under the algorithmic suggestion. The dynamic visualiza-
tion allowed participants to highlight the conditions in the clinical
history corresponding to each sentence in the written explanation
summary. Dr.XAI’s explanations are both medical domain-aware
and a good representative of a common type of AI explanation: the
removal-based type of explanation [21]. Like other popular removal-
based approaches, Dr.XAI explanations summarize each feature’s
influence on the model outcome [51, 68]. However, unlike other
removal-based approaches, it also employs medical knowledge in
the explanation extraction process, meaning that the features high-
lighted to be important were selected considering their medical
meaning. These explanation characteristics are well suited for our
purpose of evaluating the impact of AI explanations on healthcare
providers.

4 RESULTS
4.1 Quantitative analysis
A total of 31 healthcare providers participated in the online ex-
periment. The analysis discarded three participants: one did not
pass the attention check question, while two gave 100 as their ini-
tial estimate, which yielded undefined values for the WOA (𝐴 = 𝐼 ).
Eventually, 28 participants were retained for the study. 5 doctors, 20
nurses, one health care assistant, one dietetic assistant practitioner,
and one ambulance call dispatcher. The mean age was 41 years old
(SD=11) ranging from 24 to 65 years old. 21 were women and 7 men.
The male sample has a mean age of 34 years old (SD=9), and the
female sample has mean 43 years old (SD=11). We performed all
the analysis in Python.

Weight of Advice and Confidence. In figure 3(a), we show the
result of the comparison between theWOA for the twoAI interfaces:
Dr.AI (only suggestion) and Dr.XAI (suggestion and explanation).
The WOA was higher for the Dr.XAI interface (Mdn=0.31) than
the Dr.AI interface (Mdn=0). A paired-samples two-sided Wilcoxon
signed-rank test indicated that this difference was statistically sig-
nificant (𝑇 = 32.5, 𝑝 = 0.002). This result confirmed our first hy-
pothesis, showing that participants were more influenced by the
AI interface explaining its recommendation. Since advice-taking
is positively correlated with trust, we can interpret this result by
saying that, on average, participants implicitly trusted more the AI
interface that provides explanations. In figure 3(b) we compared
participants’ confidence shift for the two interfaces. The confidence
shift was measured as the difference of the reported participant’s
confidence in the estimate before and after receiving the AI ad-
vice. A paired-samples two-sided Wilcoxon signed-rank test did
not find any statistically significant difference between the two
interfaces 𝑇 = 169, 𝑝 = 0.869. This means that the explanation did
not significantly increases or decreased participants confidence in
their second estimate compared with a system that provide only
the suggestion.

Behavioral Intention and Explicit Trust In figure 3(c) we
compared the behavioral intention of use for the two AI inter-
faces. A paired-samples two-sided Wilcoxon signed-rank test did
not find any statically significant difference between the two in-
terfaces 𝑇 = 37, 𝑝 = 0.076. This result did not confirm our second
hypothesis that the behavioral intention of using the AI interface
Dr.XAI (suggestion and explanation) was higher than the Dr.AI
(only suggestion) one. However, our results also indicated a sig-
nificant positive Spearman correlation between the behavioral in-
tention of using the Dr.XAI interface and the perceived explana-
tion quality 𝑟𝑠 (27) = 0.67, 𝑝 < .001. Similarly, we did not find a
significant difference in explicit trust between the two interfaces
(figure 3(d), paired-samples two-sided Wilcoxon signed-rank test,
𝑇 = 157.0, 𝑝 = 0.881), but we found a strong positive Spearman
correlation between explicit trust and perceived explanation quality
(𝑟𝑠 (27) = 0.77, 𝑝 < .001). This could indicate that this particular
type of explanation does not suit healthcare providers well. Indeed,
like those of most state-of-the-art XAI methods, such an explana-
tion was developed and designed with debugging purposes in mind
rather than to fit the specific needs of the final user. Therefore,
healthcare providers perceive this explanation as unsatisfactory
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Figure 1: Static visualization of the only suggestion AI interface

Figure 2: Static visualization of the suggestion and explanation AI interface

and do not increase their behavioral intention of use or trust in the
system when presented with it.

Further Findings Table 1 a comparison between the UTAUT
variables in the two interfaces together with their medians and the
related paired-sample Wilcoxon signed-rank test statistics and its
p-value. Following Bonferroni’s correction method, a more strin-
gent alpha (𝛼=.005) was set for these particular tests. According
to our correction, no significant differences have been found in
the dimensions of acceptance between the two systems. Given the
small sample size, we leave to future works the creation of two
models investigating which factors impact the most the behavioral
intention. Furthermore, no statistically significant correlation be-
tween the confounding variables, the WOA, and the behavioral
intention was found with Spearman correlation tests. The only
relevant negative correlation was found between the WOA of the
Dr.AI interface (only suggestion) and the single-item measure of
familiarity with the task (rs(27)=-0.58, p-value = 0.001). This means
that the algorithmic suggestion had a stronger influence on par-
ticipants less familiar with estimating the chances of an acute MI.
Finally, a Wilcoxon signed-rank test showed a slight difference
in the WOA between the different types of healthcare providers
𝑇 = 2.56, 𝑝 = 0.025. However, given the small sample for each
category, we leave such an analysis for further works.

4.2 Open-ended Questions Insights
In order to evaluate participants’ impressions, we asked them to
answer open-ended questions. Participants’ open-ended responses
were coded through thematic coding [67]. Specifically, the analysis
was carried out to create as few categories as possible without
making them too broad.
Participants’ perceptions andpreferencesUnderstanding users’
preferences for one interface over the other is of pivotal importance
to analyze their impressions. We asked the participants to give
us answers about: 1)their general impression of each interface, 2)
what they liked the most about the interface they had just used,
3)what they disliked the most about the interface they just used.
Most participants appreciated the two interfaces, with slightly more
participants leaving positive comments on the Dr.XAI interface
(Dr.AI= 39.29%; Dr.XAI= 53.57%). Indeed, most participants did not
appreciate the simple suggestion provided by the Dr.AI interface
without any other information (54% of the participants asked for
an explanation, while 46% did not express any opinion):

It is simple. Too simple in fact. F, 36, Nurse

I wish this AI interface would provide more information
about how it reached it’s decision. F, 40, Nurse.

However, when provided with the explanation, they were left
unsatisfied by it:
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Figure 3: Boxplot comparing the WOA (a) the confidence shift after the advice (b) the behavioral intention of use and (c) the
explicit trust in the two systems (d).

UTAUT variable median Dr.AI median Dr.XAI Wilcoxon statistic p-value
Performance Expectancy 3.2 3.0 66.0 0.391
Effort Expectancy 3.6 3.5 66.5 0.016
Social Influence 3.2 3.5 74.5 0.403
Facilitating Conditions 3.2 3.5 79.5 0.333
Attitude toward techology use 3.2 3.1 100.0 0.587
Image 2.0 2.2 31.5 0.325
Relevance 3.7 3.3 40.5 0.726
Output quality 3.2 3.0 64.0 0.553
Result Demonstrability 3.8 3.8 128.0 0.224

Table 1: Comparison of UTAUT variables for the two interfaces. Median, paired sample Wilcoxon signed-rank test statistics
and p-value.

Using the AI interface with the explanation built in
was something I anticipated making the decision easier,
but in fact this was not the case. All the information
presented too much on the screen and took a lot of time
to interpret and synthesise. Decision-making became
more of a lengthy and arduous process. F, 24, Doctor.

I think it has a lot of potential, but would like a more
detailed rationale of why it thinks an MI is likely and
a numeric assessment of how likely (as I was asked to
give). F, 51, Doctor.

Some suggested implementing a natural language version of the ex-
planation and adding the time between visits. Overall, participants
did not encountered many difficulties (Dr.AI =85 %; Dr.XAI=68%).
One of the common issues was understanding how to interact with
the explanation. The explanation interface was considered useful
to prevent novices from making mistakes and during collaborative
decision-making tasks:

It would prevent novices making mistakes. F, 52, Doctor.

The doctors in our acute medical department are very
keen to discharge patients home; leaving nurses in a
difficult predicament when we don’t agree with their
decision making. A tool such as this, could help nurses
to justify their reasons for keeping a patient in hospital

or to use cardiac monitoring vs. not monitoring. F, 36,
Nurse.

Algorithm aversion and fear of being replaced Eventually, one
of the most surprising findings we came across is related to the
participants’ perceived threat of being replaced by the AI system.
In both conditions, comments like the ones reported below were
common:

Can be useful but does not replace human judgement.
F, 59, Nurse. (Dr.XAI condition).
it could be taken as fact that the AI is correct which
disregards the human factor and individuality. F, 53,
Nurse. (Dr.AI condition)
It was really good but human health isn’t always black
and white. You can’t put AI in human nature. Yes it may
use stats probabilities etc but there’s always that one
patient that goes against the rules. I’d use it to as a tool
to bear in mind but I wouldn’t rely on it. [...] It takes
away the thinking this the prestige of all the effort and
study you’ve put in!. F, 39, Nurse (Dr.XAI condition).

While this might be associated with the phenomenon of al-
gorithm aversion [22], or the human discount of algorithmic ad-
vice [50], the prevailing sentiment emerging from such open-ended
questions was the fear of being replaced by AI. This fear of being
replaced is often an underestimated aspect in computer science
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research, however, the understanding of the sociocultural environ-
ment in which the user operates has a paramount relevance in the
acceptance of such AI systems [28].

5 DISCUSSION, CONCLUSIONS AND FUTURE
WORK

In this paper, we presented the results of an online user study on the
impact of receiving an explanation for an algorithmic suggestion in
the healthcare context. In particular, we adopted the specific lens
of the Weight of Advice (WOA), the Trust Scale, and the Behavioral
Intention from the TAM model. We compared two interfaces for
an AI-based clinical DSS by manipulating how the suggestion was
presented to the healthcare providers (with or without explanation)
and asked them to perform the estimation task before and after
interacting with the two interfaces. We found that participants
were keener on taking advice from the AI interface that explained
its suggestion than the one that did not. This was reflected in a
greater shift in the estimates provided after receiving such algorith-
mic advice, i.e., the weight of advice. We gain even more insight
on the effect of the explanation on advice-taking from the open-
ended questions. The answers suggested that participants did not
appreciate the suggestion alone and preferred an explanation for it.
However, the explanation provided left most of them unsatisfied. It
is interesting to notice that, despite the low perceived explanation
quality, participants were influenced by it and relied more on the
advice of the AI system. This finding might be in line with pre-
vious research on automation bias in medicine, i.e., the tendency
to over-rely on automation [34, 40, 49], and will definitely be the
subject of future works. We also studied the confidence after the
advice and the explicit trust in the system, finding no significant
differences between the two interfaces. Similarly, we did not find a
significant difference in the behavioral intention (BI) of using the
two interfaces. A possible explanation for it is the high correlation
between the BI and the perceived explanation quality, i.e., the pro-
posed explanation was not appropriate for the healthcare audience.
However, from the open-ended questions emerged an alternative
interpretation of this finding. Indeed, many participants showed
some degree of algorithm aversion and expressed the fear of being
replaced by the AI system. Indeed, the AI system was perceived
as threatening human judgment rather than as a decision support
tool. This finding is relevant in the design of AI applications in
healthcare regardless of XAI explanations and shows that it is cru-
cial to have an interdisciplinary approach to fully comprehend the
factors that influence technology adoption. Indeed, it is important
to enhance the research through ethnographic methods in a triadic
approach involving the user, the automation in a specific decisional
context [9].

This study has some limitations. First of all, the small sample
size. In future work, we aim to carry out a more complete and
accurate study differentiating different healthcare providers’ needs,
also considering different task-related expertise. Collecting more
data would also allow us to run an analysis to create a model of
the UTAUT factors that most influence the BI in the healthcare
context for the two interfaces. Furthermore, this study focused only
on one type of AI explanation: the removal-based type. While this
is a popular kind of AI explanation, future works will be dedicated

to testing the efficacy of different types of explanations. Another as-
pect worth exploring is the case of wrong algorithmic suggestions.
Our study considered only accurate algorithmic suggestions, i.e.,
patients correctly predicted by the algorithm as having an acute
MI. In future work, we would like to investigate the relationship be-
tween trust and algorithmic accuracy. Finally, we would like to run
an in-person experiment to ensure higher participants engagement.
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