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i

La filosofia è scritta in questo grandissimo libro che continuamente
ci sta aperto innanzi a gli occhi (io dico l’universo), ma non si può
intendere se prima non s’impara a intender la lingua, e conoscer i
caratteri, ne’ quali è scritto. Egli è scritto in lingua matematica,

e i caratteri son triangoli, cerchi, ed altre figure geometriche,
senza i quali mezi è impossibile a intenderne umanamente parola;

senza questi è un aggirarsi vanamente per un oscuro laberinto.
Galileo Galilei, Il saggiatore



ii



iii

Abstract
In this thesis we study static vacuum spacetimes. These are very special solu-

tions of the Einstein Field Equations in General Relativity, where the Lorentzian
structure disappears and we are left with the study of a system of PDEs on
a Riemannian manifold. Although they represent the simplest examples of
spacetimes, their study is by no means trivial. Our main focus will be on space-
times with positive cosmological constant, even though we will provide a general
overview of the other cases as well.

Our main contribution is the introduction of a new notion of mass (which will
be called virtual mass) on vacuum static spacetimes with positive cosmological
constant. We will show the plausibility of our definition, by proving that the
virtual mass satisfies properties analogous to the well known Positive Mass
Theorem and Riemannian Penrose Inequality for Riemannian manifolds with
nonnegative scalar curvature.

As a consequence, we will prove a uniqueness theorem for the Schwarzschild–
de Sitter spacetime. As we will discuss, this result shares some similarities
with the well known Black Hole Uniqueness Theorem for the Schwarzschild
spacetime.
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Introduction

In General Relativity, it is well known that a spacelike hypersurface (M, g)
in a spacetime (X, γ) satisfies the Einstein Constraints Equations

Rg − |K|2g + (trgK)2 = 2Λ + 16πρ ,

divgK − d(trgK) = 8π J ,
(A)

where K is the second fundamental form induced by γ on M, Λ is the cosmological
constant, ρ is the local energy density and µ is the local momentum density. A
triple (M, g, K), where (M, g) is a 3-dimensional Riemannian manifold and K
is a symmetric (2, 0)–tensor on M satisfying (A), is usually called an initial
data set. It is known that several matter fields have a well posed initial value
formulation, meaning that, for any initial data set (M, g, K), there exists a unique
(up to isometry) maximal spacetime (X, γ) such that (M, g) ⊂ (X, γ) is a Cauchy
hypersurface with second fundamental form K. The well posedness and stability
of the initial value formulation of General Relativity is a huge topic in the
literature, due to its importance in making Einstein’s theory physically viable.
Without any attempt of being complete, we mention some of the main references
on this subject [FB52, CBG69, FM72, HE73], see also the discussion in [Wal84,
Chapter 10]. This correspondence between initial data sets and spacetimes has
an important practical use, as it is usually easier to study a physical problem in
its initial value formulation, if it exists. Furthermore, some physical questions
are more naturally formulated in terms of initial data sets. This is the case for
the challenging problem of defining suitable notions of energy and mass. In fact,
while in Special Relativity these definitions can be made quite explicitly (see
for instance [Wal84, Chapter 4]), in General Relativity the question is much
harder, as it is not clear how the gravitational field should contribute to the
energy (see the discussion in [Bla11, Section 21.6]). However, some important
breakthroughts have been made at least in the definition of the total energy of
an isolated system.

To ease the discussion, it is convenient to introduce a common simplification.
Let us require that the initial data set (M, g, K) is time symmetric, that is, the
tensor K vanishes everywhere. Under this assumption, the second equation
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2 INTRODUCTION

in (A) tells us that the local momentum density is zero, so that the local energy
density can also be interpreted as local mass density, whereas the first equation
in (A) simply reduces to

Rg = 2Λ + 16πρ .

Therefore, the physically natural assumption of nonnegative mass density (ρ ≥ 0)
becomes equivalent to the requirement that the scalar curvature of the initial
data (M, g) satisfies Rg ≥ 2Λ. In particular, the Lorentzian structure of the
spacetime disappears completely and we are left with the study of Riemannian
manifolds with scalar curvature bounded from below by a constant 2Λ ∈ R. This
problem heavily depends on the sign of Λ, so that the three cases Λ = 0, Λ < 0
and Λ > 0 require different analyses.

By far themost studied case is that of zero cosmological constant. If Λ = 0, the
assumption that the system is isolated translates in the requirement that (M, g)
is asymptotically flat. The precise definition will be given in Subsection 1.2.1,
but roughly speaking we are asking that the metric g converges to the Euclidean
metric suitably fast at infinity. In other words, there exists a chart at infinity
sending M minus a compact set in Rn \Bn, with respect to which the coefficients
gij and their derivatives converge to the Kronecker delta δij sufficiently fast.
Under this assumption, one can define the ADM mass as

mADM(M, g) =
1

16π
lim

R→+∞

ˆ
{|x|=R}

∑
α,β

(
∂gαβ

∂xα
− ∂gαα

∂xβ

)
νβ dσ , (B)

where x1, x2, x3 are the coordinates given by the chart at infinity. This mass was
first introduced by Arnowitt, Deser and Misner [ADM62], and Bartnik [Bar86]
proved its well posedness, in the sense that formula (B) does not depend on
the choice of the chart at infinity. It follows that the ADM mass is indeed an
invariant on asymptotically flat 3-manifolds. Furthermore, it satisfies two crucial
properties, that we recall in the next theorem.

Theorem. Let (M, g) be a 3-dimensional asymptotically flat Riemannian ma-
nifold with nonnegative scalar curvature and ADM mass mADM(M, g) equal to
m ∈ R. Then, the following statements hold.
Positive Mass Theorem (Schoen-Yau [SY79]). If the boundary of M is empty then

the number m is always nonnegative

0 ≤ m . (C)

Moreover, the equality is fulfilled if and only if (M, g) is isometric to the flat
Euclidean space.

Riemannian Penrose Inequality (Huisken-Ilmanen [HI01]). If the boundary of
M is nonempty and given by a connected, smooth and compact outermost
minimal surface. Then, the following inequality holds√

|∂M|
16π

≤ m . (D)
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Moreover, the equality is fulfilled if and only if (M, g) is isometric to the
Schwarzschild solution with mass parameter equal to m(

R3 \ {|x| < 2m} ,
d|x| ⊗ d|x|

1− 2 m |x|−1 + |x|2gS2

)
(E)

These two results deserve some comments. Concerning the Positive Mass
Theorem, inequality (C) tells us that a nonnegative local mass density (Rg ≥ 0)
implies a nonnegative total mass (m ≥ 0). The proof of this natural physical
property is actually highly nontrivial. In fact, it took a lot of efforts before a
first proof of this fact was given by Schoen and Yau in [SY79]. An alternative
argument was provided by Witten in [Wit81], which was then converted into
a rigorous mathematical proof by Parker and Taubes [PT82] (see also [AH82,
Reu82]). It is worth pointing out that the ADM energy can be defined also when
the initial data set is not time symmetric, and a Positive Energy Theorem has
been proved also in this generalized setting [SY81, Wit81].

The Riemannian Penrose Inequality can be seen as a physically natural
refinement of the Positive Mass Theorem. In fact, we can imagine the outermost
minimal boundary as an event horizon hiding a black hole, which therefore
should give a contribution to the total mass. We expect this contribution to
depend on the area of the event horizon, as this is the case of the Schwarzschild
solution (E), which represents the simplest model of a vacuum exterior region
of a black hole. Inequality (D) tells us that the mass of our initial data should
be at least equal to the mass of the Schwarzschild solution whose boundary
has the same area of ∂M. The first proof of the Riemannian Penrose Inequality
was given by Huisken and Ilmanen in [HI01] making rigorous an inverse mean
curvature flow argument suggested by Geroch [Ger73] and Jang, Wald [JW77].
In particular, the argument of Huisken and Ilmanen can also be seen as an
independent proof of the Positive Mass Theorem. An alternative approach
was suggested by Bray [Bra01] using a conformal flow of metrics and a clever
application of the Positive Mass Theorem. As a consequence, Bray was able to
extend inequality (D) to the case of a disconnected boundary. However, we remark
that a proof of the Riemannian Penrose Inequality in the case where the initial
data set is not time symmetric presents considerable difficulties. In [Pen73],
Penrose, using a beautiful heuristic argument, suggested what should be the
natural form of (D) for general initial data sets. However, only very partial
results are known on the validity of his statement, that is known as the Penrose
Inequality. The relevance of Penrose’s conjecture is that a proof of it would give
indirect support on the validity of the cosmic censorship conjecture, see [Mar09]
for a more thorough discussion.

We also mention that the Positive Mass Theorem and the Riemannian
Penrose Inequality can be extended to dimensions greater than 3, see Sub-
section 1.2.1 for more details. In fact, a lot of the results that we will discuss hold
in higher dimensions. Even if the three dimensional case is the most physically
relevant, the higher dimensional case is still important, as it has applications
both in physics (see the discussion in [ER08]) and in mathematics (for instance,
in the study of the Yamabe problem, see [Sch84]). However, for the sake of
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simplicity, in this introduction we will just focus on the three dimensional case,
postponing the analysis of the higher dimensions to the next chapters.

Finally, it should be noticed that the ADM mass is not the only possible
definition of a total mass for isolated systems. Another well known notion is the
Bondi mass [BVdBM62], which also is defined in any dimension n ≥ 3 (even if
its extension to n ≥ 4 requires some work, see for instance [HI05]) and satisfies
a Positive Mass Theorem (see [HP82, SY82, LV82, RT84]). We also mention that
there have been quite a lot of attempts of defining a quasi-local mass, that is,
a quantity measuring the mass of a region enclosed by an hypersurface. The
most studied ones are the Hawking mass (whose property of monotonicity along
inverse mean curvature flowwas exploited by Huisken and Ilmanen in their proof
of the Riemannian Penrose Inequality (D)) and the Brown-York-Liu-Yau mass,
see [Wan15], but there are other possibilities, see the survey [Sza09]. However,
in this work we will not be concerned with all these alternative definitions.

Naturally, the question arises whether a notion of total mass similar to (B)
is available for time symmetric initial data sets of spacetimes with nonzero
cosmological constant Λ. In the case Λ < 0, this led to the study of asymptotically
hyperbolic manifolds. In analogy with the asymptotically flat case, these are
Riemannian manifolds (M, g) such that there exists a chart at infinity sending M
minus a compact set in the hyperbolic spaceminus a ball, and such that themetric
g converges suitably at infinity to the hyperbolic metric, see Subsection 1.2.2 for a
precise definition. It has been proven that an analogue definition of mass can be
introduced, measuring the rate of convergence of g to the hyperbolic metric, and
satisfying properties similar to those of the ADM mass. In fact, a Positive Mass
Theorem is known to hold in this setting (see [ACG08, CH03, Wan01, Zha04]),
and we also mention that the definition of mass has been extended in [CN01,
Mae06] to initial data sets which are not necessarily time symmetric. However, it
should be noticed that the case Λ < 0 seems to be significativelymore complicated
than the case Λ = 0. One of the reasons may be due to the fact that there exist
much more explicit models in the case Λ < 0, which complicate the analysis (see
for instance the static case discussed in Section 2.4). In particular, there are
natural explicit models whose topology at infinity is not that of the hyperbolic
space minus a ball (this is the case for instance of the Schwarzschild–Anti de
Sitter solutions with flat and hyperbolic topology (2.4.7), (2.4.8)), and it is known
that such models can have negative mass. In particular, we cannot expect to
prove a Positive Mass Theorem for manifolds whose ends have different topology
than the hyperbolic space minus a ball. Moreover, a proof of a Riemannian
Penrose–like inequality for Λ < 0 seems still out of reach, see the discussion
in [CS01]. Some first partial results are known: a proof in the graph case
has been given in [dLG13] and a Penrose–like inequality for the renormalized
volume has been established in [BC14]. Finally, recently Lee and Neves [LN15]
were able to follow an approach similar to that of Huisken and Ilmanen in the
asymptotically flat case. This led them to the proof of the Riemannian Penrose
Inequality, but unfortunately this only works for manifolds with nonpositive
mass.

On the other hand, the astronomical observations [A+16a, A+16b, BS11]
seem to lead to the conclusion that the cosmological constant Λ of our universe



INTRODUCTION 5

should be positive, see also the discussion in [Bou07]. For this reason, the
study of spacetimes with Λ > 0 acquires particular relevance. Notice that for
spacetimes with positive cosmological constant it is physically reasonable to
assume that our initial data set is compact, as this is the case for most explicit
model solutions. Therefore, even if there is some study on initial data sets
with cylindrical ends [CJK13], most of the literature is concerned with the
compact case. In this setting, a first conserved quantity was shown by Abbott
and Deser [AD82] using a perturbative analysis, and developed in [ABK14,
BDBM02, KT02, Shi94, SIT01]. However, in order for this approach to work,
one needs to require suitable asymptotics at time infinity, whereas we would
like to have a definition based on the initial data set only, as for the cases Λ = 0
and Λ < 0 discussed above. A different approach is that in [LXZ10], where the
initial metric is singularized via a conformal change in such a way to artificially
create an asymptotic behavior that is then exploited to define a notion of mass.
Ultimately however, it seems that there is no universally accepted definitions
of mass in the case of a positive comological constant, see also the discussion
in [Ann12, Wit01] for more insights on the problems posed by the case Λ > 0.

This led to the interest in the Min-Oo’s conjecture [MO98], which proposed a
characterization of the sphere, that might be interpreted as the natural analogue
of the characterizations of the flat and hyperbolic space forms as the mass zero
cases of the Positive Mass Theorems for asymptotically flat and hyperbolic
manifolds. The Min-Oo’s conjecture states that, if a metric g on the hemisphere
S3
+ satisfies the following properties
(i) Rg ≥ 6 (this is the hypothesis of nonnegative energy density when the

metric is rescaled so that Λ = 3),

(ii) The metric induced by g on the boundary ∂S3
+ = S2 is the standard unit

round metric (this is the natural analogue of asymptotic flatness in the
spherical setting),

(iii) the boundary ∂S3
+ = S2 is totally geodesic (this is the natural analogue of

the condition of zero mass),
then g is the unit round metric. This natural conjecture was thought to be true
for a long time, until it was finally disproven by Brendle, Marques and Neves
in [BMN11] (see also [MN12] and Subsection 1.2.3). As a consequence, it is now
clear that there is no straightforward ways of guessing the right analogue of the
ADM mass (if it exists) in the spherical setting.

The main goal of the present work is that of proposing a different approach
to this problem. Our strategy will be to “take a step back”, starting our analysis
in an easier setting, and then, a posteriori, infer what the right notion of mass
should be in the general spherical case. From this point of view, this work can be
seen as the first step of our program, as it is concerned with the definition of a
suitable mass in the most basic case, which is that of vacuum static spacetimes.
These are vacuum spacetimes (X, γ) admitting a global irrotational timelike
Killing vector field, see the discussion in Subsection 2.1.3. This implies that the
spacetime splits as

X = R×M , γ = −u2dt⊗ dt + g0 ,
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where (M, g0) is a 3-dimensional Riemannian manifold and u : M → R is a
smooth function called static potential. Under this assumption, the Einstein
Field Equations force the static potential u to satisfy the following system of
differential equations {

u Ric = D2u + Λ u g0, in M,
∆u = −Λ u, in M,

(F)

where Ric, D2, ∆ are the Ricci tensor, hessian and laplacian with respect to g0.
It is also convenient and not restrictive to assume that u is positive in the
interior of M and zero at the boundary ∂M. Such triples (M, g0, u) will be called
static triples, and they are our main subject of study. Static triples have some
important properties that will help us in the analysis. Among them, we recall
that their scalar curvature R is constant and equal to 2Λ. Moreover, the quantity
|Du| is locally constant on the boundary ∂M, a fact that leads to the definition of
surface gravity, as explained below (see (G)).

As anticipated, we will focus in particular on the study of static triples with
Λ > 0 and we will assume that our manifold M is compact. This means that
the static potential assumes its maximum in the interior of M, on a set that
we will call MAX(u). This set shares important analogies with the ends of
asymptotically flat and asymptotically hyperbolic manifolds, as it was noticed
in [BH96]. Therefore, we may expect that a suitable definition of mass should
take the behavior of u on MAX(u) into account. To explain the process leading
to our definition, let us start by considering a region N of M, that is, a connected
component of M \MAX(u). It is easily seen that any region N has necessarily
a nonempty boundary ∂N = ∂M ∩ N (this is a consequence of the No Island
Lemma 3.5.1). For the sake of argument, let us suppose for simplicity that ∂N
is connected. It is then well known that the norm of the gradient of the static
potential u is constant on ∂N. This gives rise to the notion of surface gravity of
∂N, that, according to [BH96, PK17], is defined as

κ(∂N) =
|Du||∂N

maxM(u)
. (G)

The surface gravity κ(∂N) admits an interpretation as the force experienced by a
test particle resting on ∂N (see [Wal84, Section 12.5]), so it is natural to imagine
it to be related to the mass. This consideration leads us to define the mass via a
comparison of the surface gravities with some reference models, which are the
well known Schwarzschild–de Sitter triples [Kot18]

M = [r−(m), r+(m)]× S2 , g0 =
dr⊗ dr

1− Λ
3 r2 − 2m r−1

+ r2gS2

u =

√
1− Λ

3
r2 − 2m r−1 ,

(H)

where m is a parameter and [r−(m), r+(m)] is the interval in which the potential
u is well defined. The Schwarzschild–de Sitter triple is one of the simplest
solutions to (F) when Λ > 0, it has two boundary components ∂M+ and ∂M−
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corresponding to the two values r+(m) and r−(m) of the radial coordinate r, and
the parameter m appearing in its definition is usually interpreted in the physical
literature as its mass. It is also worth noticing that, taking the limit of (H) as
m→ 0+, the boundary ∂M− collapses and we obtain the de Sitter triple [DS17]

M =

{
x ∈ R3 : |x|2 ≤ 3

Λ

}
, g0 =

d|x| ⊗ d|x|
1− Λ

3 |x|2
+ r2gS2

u =

√
1− Λ

3
|x|2 .

(I)

Notice that the manifold (M, g0) in the de Sitter triple is just an hemisphere
with its standard spherical metric. Coming back to the solution (H), we also
notice that, for u to be well defined in a nonempty interval, one needs to ask that
the mass m in (H) is less than the threshold

mmax =
1

3
√

Λ
.

In particular, there is another significative limit of the Schwarzschild–de Sitter
triple, that corresponds to m→ mmax. This is the Nariai triple [Nar51]

M = [0, π]× S2 , g0 =
1
Λ

[dr⊗ dr + gS2 ] ,

u = sin(r) .
(J)

For further insights on these model solutions we refer the reader to Section 2.5.
We would like our definition of mass to coincide with the parameter m in (H)

when our solution is isometric to the Schwarzschild–de Sitter triple. This con-
sideration leads us to define the virtual mass of a region N ⊂ M \MAX(u) of
a general static triple (M, g0, u) as the value of the parameter m in (H) which
would induce on one of the boundaries ∂M+, ∂M− the surface gravity κ(∂N) (for
a more precise explanation see Definition 3.2.4).

In the case where ∂N is not connected, the definition is similar: one first
takes the maximum of the surface gravities of the components of ∂N, and then
compares this value with the model solution (H). Our first main result shows
that this definition is well posed and that the virtual mass satisfies a Positive
Mass Statement.

Theorem 3.2.5. Let (M, g0, u) be a solution to problem (F) for some Λ > 0, with
u = 0 on ∂M and u > 0 in the interior of M, and let N be a connected component of
M \MAX(u). Then its virtual mass µ(N, g0, u) is well defined, it is nonnegative
by definition, and it is zero if and only if the whole solution (M, g0, u) is isometric
to the de Sitter triple (I).

In particular, since we have already observed that the underlying manifold
(M, g0) of the de Sitter triple (I) is isometric to an hemisphere, the above theorem
can be interpreted as a characterization of the spherical metric within the realm
of static solutions. This result concludes the first part of our program, that
ultimately, we hope, will lead to the definition of a mass on general compact
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Riemannian manifolds with scalar curvature bounded from below by a positive
constant.

It is also interesting to point out that the strategy used to prove Theorem 3.2.5
can be adapted to prove a characterization result for the Anti de Sitter triple

M = R3 , g0 =
d|x| ⊗ d|x|
1 + |Λ|

3 |x|2
+ |x|2gS2

u =

√
1 +
|Λ|
3
|x|2 ,

(K)

which is a solution to problem (F) when Λ < 0. Using analogue ideas and similar
computations, we obtain the following result.

Theorem 3.3.2. Let (M, g0, u) be a solution to problem (F), such that M has
empty boundary, u > 0 in M and u → +∞ as we approach the ends of M. Let
MIN(u) ⊂ M be the set of points where u attains its minimum value umin and let
N be a connected component of M \MIN(u). Then

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)
(x) ≤ 0 .

Moreover, if the equality holds then the triple (M, g0, u) is isometric to the Anti
de Sitter solution (K).

Unfortunately, in the case Λ < 0 we are not able to exploit this result in order to
provide a notion of mass. As it will be explained in more details in Chapter 3,
this seems to be mainly related to the fact that the above theorem only works
on complete manifolds, whereas the main massive model of static triple with
negative cosmological constant (the Schwarzschild–Anti de Sitter triple (2.4.5))
has nonempty boundary. However, it is worth noticing that, for static triples
with Λ < 0, a definition of mass in the same spirit as ours has been given by
Chrusciel and Simon [CS01], see the discussion in Subsection 2.4.2.

Theorems 3.2.5 and 3.3.2 will be the main subjects of Chapter 3, whereas
in Chapter 4 we will focus on the case Λ > 0 and we will study the properties
of the virtual mass, with the aim of showing more evidences in support of its
relevance. In particular, we will prove that our Positive Mass Statement can
be strenghtened when we have some more informations on the area of the
boundaries of our spatial manifold. To introduce the following result, let us
notice that inequality (D) can be rewritten as

|∂M| ≤ 4πr2
0(m) ,

where m is the ADM mass and r0(m) = 2m is the radius of the Schwarzschild
black hole (E). The analogy is clear with the next theorem, which therefore
should be interpreted as a Riemannian Penrose–like Inequality for the virtual
mass of static vacuum spacetimes with positive cosmological constant.

Theorem 4.1.1. Let (M, g0, u) be a solution to problem (F) with Λ > 0, with
u = 0 on ∂M and u > 0 in the interior of M. Consider a connected component
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N of M \MAX(u) with connected smooth compact boundary ∂N and denote by
κ(∂N) its surface gravity. Finally, let

m = µ(N, g0, u) ,

be the virtual mass of N. Then, ∂N is diffeomorphic to the sphere S2. Moreover,
the following inequalities hold:

(i) Cosmological Area Bound. If κ(∂N) <
√

Λ, then

|∂N| ≤ 4πr2
+(m) ,

and the equality is fulfilled if and only if the triple (M, g0, u) is isometric to
the Schwarzschild–de Sitter triple (H) with mass m.

(ii) Riemannian Penrose Inequality. If κ(∂N) >
√

Λ, then

|∂N| ≤ 4πr2
−(m) ,

and the equality is fulfilled if and only if the triple (M, g0, u) is isometric to
the Schwarzschild–de Sitter triple (H) with mass m.

(iii) Cylindrical Area Bound. If κ(∂N) =
√

Λ, then

|∂N| ≤ 4π

Λ
,

and the equality is fulfilled if and only if the triple (M, g0, u) is covered by
the Nariai triple (J).

This theorem improves a well known inequality proven by Boucher, Gibbons
and Horowitz [BGH84], see Theorem 2.5.1. A comparison with the more recent
and stronger results provided by Ambrozio in [Amb15] is discussed in Subsec-
tion 4.1.2.

Finally, building on the above result, we will state a characterization of the
Schwarzschild–de Sitter solution (H), which is analogue in some sense to the
classical Black Hole Uniqueness Theorem for asymptotically flat static solutions
with zero cosmological constant proved in [Isr67, zHRS73, Rob77, BMu87]. In
order to state this result, we will need to introduce the definition of 2-sided triple
(see Definition 4.1.6 and Figure 4.2), which is a solution (M, g0, u) of (F) such
that there exists a (possibly stratified) hypersurface Σ ⊂ MAX(u) separating M
in two regions M+ and M−, such that

max
S∈π0(∂M+)

κ(S) ≤
√

Λ ,

max
S∈π0(∂M−)

κ(S) ≥
√

Λ ,

where we have denoted by κ(S) the surface gravity of S, defined as in (G). Under
this assumption, requiring also some additional hypotheses on the behavior of
our solution near the separating hypersurface Σ, we obtain the following.
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Theorem 4.1.8. Let (M, g0, u) be a 2-sided solution to problem (F) with Λ > 0,
with u = 0 on ∂M and u > 0 in the interior of M. Let Σ ⊂ MAX(u) be the
stratified hypersurface separating M+ and M− and denote by

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

the virtual masses of M+ and M−. Suppose that the following conditions hold
mass compatibility m+ ≤ m−,

regularity assumption x 7→
√

maxM(u)− u(x) is C 2 along Σ,

connected cosmological horizon ∂M+ is connected,

pinching assumption
ffl

Σ

∣∣h̊∣∣2dσ < R,

where R = 2Λ is the constant scalar curvature of g0 and h̊ is the traceless part
of the second fundamental form of Σ. Then m+ = m−. Moreover, if m+ =
m− < mmax, then the triple (M, g0, u) is isometric to the Schwarzschild–de Sitter
triple (H) with mass m+ = m−. If m+ = m− = mmax, then the triple (M, g0, u) is
isometric to the Nariai triple (J).

We stress that most of the hypotheses in the above theorem concern the behavior
of the static solution near the set MAX(u). This is not surprising, as we have
already observed that the set MAX(u) can be interpreted as the analogue of
the ends of static solutions with Λ = 0. Therefore, the regularity and pinching
assumption can be thought as the replacement of the asymptotically flat condition.
For further remarks about the meaning and plausibility of these hypotheses, we
refer the reader to the discussion in Subsection 4.1.3.

Before concluding this introduction, we would like to spend some words about
the possible future developments of our work. We have already discussed one
of our main motivations, which is that of infer the right definition of mass for
general time symmetric initial data sets with positive cosmological constant.
Theorem 3.2.5 tells us that our virtual mass is a natural candidate in the static
case. The next step should be to drop the hypothesis that our manifold admits a
static potential, and use our results as an indication of what the correct notion
of mass should be.

However, other directions of study are possible. For instance, it would be
interesting to understand whether results similar to Theorems 4.1.1 and 4.1.8
are available in the case Λ < 0. In fact, as anticipated, the situation in the
case of a negative cosmological constant is made wilder by the presence of a
number of model solutions, such as the Schwarzschild–Anti de Sitter solutions
with spherical, flat and hyperbolic geometry, or the Anti Nariai triples (for
the definition of all these solutions see Section 2.4), and this complicates the
analysis. In fact, to the authors knowledge, no characterization of any of these
model solutions in available in the literature, with only two exceptions.

(i) From the Positive Mass Theorem for asymptotically hyperbolic manifolds
follows a nice uniqueness result for the Anti de Sitter triple (K) proved
in [CH03, Wan05], see Theorem 2.4.6.



OUTLINE OF THE THESIS 11

(ii) The Riemannian Penrose Inequality proved by Lee and Neves [LN15] led
them to the proof of a uniqueness result for the Schwarzschild–Anti de
Sitter triple with hyperbolic topology and negative mass, see Theorem 2.4.9.

It would be interesting to see if some other uniqueness results can be proved, at
least for what appears to be the most relevant of these model solutions, that is
the Schwarzschild–Anti de Sitter triple with spherical topology.

We also mention that the technique used in the proof of Theorems 4.1.1
and 4.1.8 is inspired by the work [AM16], where the set up of a cleverly cho-
sen cylindrical ansatz led to an alternative proof of the Black Hole Uniqueness
Theorem in the case Λ = 0. The same idea was used in [AM17b] in the study
of the capacitary problem in the Euclidean space. It is clear from the study
in [AM16, AM17b] that the two problems, although seemingly unrelated, are
actually strongly connected, as the analysis and the computations are strikingly
similar, see the discussion in [AM17a]. It turns out that also in the case of
static metrics with nonzero cosmological constant there is a natural Euclidean
analogue, which is the well known torsion problem. In fact, an analysis similar
to that presented in Chapter 4 can be employed in order to study this Euclidean
problem, obtaining some characterizations of the rotationally symmetric solu-
tions. This will be the topic of a forthcoming work.

Outline of the thesis.
In Chapter 1we recall some backgroundmaterial that will be used throughout

the work. In particular, Section 1.2 will be dedicated to the definitions and the
main properties of asymptotically flat and asymptotically hyperbolic manifolds.
In Subsection 1.2.3 we will also discuss in some more details the partial results
on the Min-Oo’s conjecture, as well as the recent paper [BMN11] which disproves
it in the general case.

Chapter 2 focuses on static spacetimes. After recalling their definition and
the crucial notion of surface gravity, in Sections 2.3, 2.4 and 2.5 we will analyze
the three cases Λ = 0, Λ < 0 and Λ > 0 separately, discussing the main
known results. One may notice that, while in the case Λ = 0 we have strong
characterizations of the model solutions, much less is known when Λ < 0 and
Λ > 0.

It will also appear clear from the analysis in Chapter 2 that there are three
natural candidates as massless models, which are the flat space form when
Λ = 0, the hyperbolic space form when Λ < 0 and the spherical space form when
Λ > 0. In Chapter 3 we will prove some uniqueness results for the three cases.
The characterization in the case Λ = 0 that we will present in Section 3.1 is
already known, as we will just retrace the proof in [Cas10]. However, the results
for Λ > 0 (Theorem 3.2.5) and Λ < 0 (Theorem 3.3.2) are new. The main focus
will be the case Λ > 0, as our characterization result will allow us to define the
notion of virtual mass of a region of our manifold, and to prove that it satisfies a
Positive Mass Statement. Although in this introduction we have focused on the
three dimensional case only, we remark that the results in Chapter 3 hold in
every dimension n ≥ 3.
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Finally, in Chapter 4 we will discuss how the notion of virtual mass can be
used to improve some of the known results in the literature. In particular, as
anticipated, we will prove a Riemannian Penrose–like inequality (Theorem 4.1.1)
and a characterization of the Schwarzschild–de Sitter solution (Theorem 4.1.8).
We will also discuss some higher dimensional analogues of these results, even
though we will not be able to prove such strong theorems.



1
Background material

1.1 Preliminaries and notations

In this section we set the basic notions and notations, that will be used
extensively in the rest of the work. After a brief revision of the main properties
of Riemannian and Lorentzian manifolds, in Subsections 1.1.4 and 1.1.5 we
will discuss real analytic functions. In particular, we will recall the Structure
Theorem and the Gradient Inequality proved by Łojasiewicz. We will also prove
a Reverse Gradient Inequality, which seems to be new, at least to our knowledge.
After that, we will recall the Maximum Principle and the Divergence Theorem,
two classical and important tools in the study of Riemannian manifolds, and we
will conclude by writing some well known formulæ relating the curvature of two
conformal metrics.

1.1.1 Riemannian manifolds and curvature tensors.

Throughout this work, we will assume a certain familiarity of the reader
with the classical Riemannian tools. Here we rapidly introduce the definitions
and the notations that we will need throughout the work. For a more careful
and precise explanation we refer the reader to any classical book of Riemannian
geometry, such as [GHL04, Pet06].

A Riemannian manifold is a pair (M, g) where M is a differentiable manifold
and g is a Riemannian metric on M. The manifold M and the metric g will
always be assumed to be smooth, except when explicitly stated otherwise, and
the dimension of M will always be denoted by n. In this work we will deal with
manifolds of dimension n ≥ 3, although in this chapter we will occasionally refer
to manifolds of dimension n = 2. We will always assume the Einstein convention
on the sum of repeated indices.

Given any two tensors T, S of the same type (p, q), the following scalar product
is defined at any point of M

〈T | S〉 =
(

p

∏
i=1

gαiγi

)(
q

∏
j=1

gβ jηj

)
Tβ1···βq

α1···αp Sη1···ηq
γ1···γp . (1.1.1)

13
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Accordingly, the norm of a tensor T at any point of M is defined as |T| =
√
〈T | T〉.

The Levi-Civita connection ∇ of (M, g) is the only affine connection that
preserves the metric and is torsion-free. Given a chart (x1, . . . , xn), its Christoffel
symbols Γk

ij can be computed explicitly using the following formula

Γγ
αβ =

gγη

2

(
∂gαη

∂xβ
+

∂gβη

∂xα
−

∂gαβ

∂xη

)
. (1.1.2)

We will denote by C ∞(M) the family of all smooth functions M → R. Given a
function f ∈ C ∞(M), we define its gradient as the vector field ∇ f : h 7→ 〈d f | dh〉,
its hessian as the (2, 0)-tensor ∇2 f = ∇(d f ), and its laplacian as the function
∆ f = div(∇ f ) = tr∇2 f . With respect to coordinates (x1, . . . , xn), we have

∇α f = gαβ∂α f , ∇2
αβ f = ∂2

αβ f − Γγ
αβ∂γ f , ∆ f = gαβ∇2

αβ f .

The Riemannian curvature tensor of the manifold (M, g) will be denoted
by Riem = Rαβγη dxα ⊗ dxβ ⊗ dxγ ⊗ dxη. Amongst its properties, we recall the
symmetries

Rαβγη = −Rβαγη = −Rαβηγ = Rηγαβ

and the Bianchi identities

Rαβγη + Rαγηβ + Rαηβγ = 0 , (1.1.3)
∇µRαβγη +∇γRαβηµ +∇ηRαβµγ = 0 . (1.1.4)

One of themain features of the Riemannian tensor, is that it allows to interchange
derivatives using the following formula

∇2
βαωγ = ∇2

αβωγ − gηµRαβγη ωµ , (1.1.5)

that is fulfilled by any 1-form ω.
Thanks to the symmetries of Riem, most of its contraction are identically

zero on the whole manifold. Up to sign, there is a unique non-trivial contraction
of the Riemannian tensor, which is called Ricci tensor and is denoted by Ric =
Rαβ dxα⊗ dxβ. To avoid the sign ambiguity we ask Ric to be positive defined when
g is the spherical metric. With this convention, the Ricci tensor is defined by
Rαβ = gγηRαγβη. We also define the scalar curvature R as the function tr Ric =

gαβRαβ.
Given a function f ∈ C ∞(M), its gradient, hessian and laplacian are related

to the Ricci tensor via the Bochner formula

∆|∇ f |2 = 2 |∇2 f |2 + 2 Ric(∇ f ,∇ f ) + 2 〈∇∆ f | ∇ f 〉 . (1.1.6)

Tracing (1.1.4) we obtain the contracted Bianchi identities

gηµ∇µRαβγη +∇αRβγ −∇βRαγ = 0 , (1.1.7)
2 div Ric−∇R = 0 . (1.1.8)
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Finally, we introduce the Weyl tensor W = Wαβγη dxα ⊗ dxβ ⊗ dxγ ⊗ dxη defined
by

Wαβγη = Rαβγη +
R

(n− 1)(n− 2)
(gαγgβη − gαη gβγ)

− 1
n
(Rαγgβη + Rβη gαγ − Rαη gβγ − Rβγgαη), (1.1.9)

where n is the dimension of the manifold M. The Weyl tensor has the same
symmetries of the Riemannian curvature tensor and it is traceless, that is, any
contraction of W vanishes on the whole M. Another important property of the
Weyl tensor is its conformal invariance, namely, for any function f ∈ C ∞(M),
the Weyl tensor of f g is equal to f times the Weyl tensor of g. From the definition
of the Weyl tensor and the Bianchi identity, we deduce the following formula

gηµ∇µWαβγη = −n− 3
n− 2

Cαβγ , (1.1.10)

where
Cαβγ = ∇αRβγ −∇βRαγ −

1
2(n− 1)

(
∇αRgβγ −∇βRgαγ

)
is the Cotton tensor. In particular, it follows from (1.1.10) that W ≡ 0 if n ≤
3, which means that the Weyl tensor is only relevant when the dimension is
greater or equal than four. The Weyl tensor and the Cotton tensor are related
to the definition of local conformal flatness, that we now recall. We say that
our Riemannian manifold (M, g) is locally conformally flat if, for any x ∈ M,
there exists a local chart U 3 x such that gαβ(y) = e2ϕ(y)δαβ for some function
ϕ ∈ C ∞(U).

Theorem 1.1.1. Let (M, g) be a n-dimensional Riemannian manifold.

(i) If n = 2, then (M, g) is always locally conformally flat.

(ii) If n = 3, then (M, g) is locally conformally flat if and only if C ≡ 0.

(iii) If n ≥ 4, then (M, g) is locally conformally flat if and only if W ≡ 0.

As already pointed out, in dimension n ≤ 3 the Weyl tensor is always null.
In particular, from identity (1.1.9) it follows that the Riemannian tensor is
determined by the Ricci tensor. The situation is even simpler in dimension n = 2,
where the Ricci tensor is actually forced to be a multiple of the scalar curvature.
In particular, the Riemannian curvature tensor is completely determined by the
scalar curvature R, which in turn is equal to twice the Gaussian curvature. We
also recall that any 2-dimensional compact manifold (M, g) without boundary
satisfies the well known Gauss-Bonnet Formulaˆ

M
R dσ = 4π χ(M) , (1.1.11)

which tells us that the integral of the scalar curvature on the whole manifold
only depends on the topology of the manifold M, more precisely on its Euler



16 CHAPTER 1. BACKGROUND MATERIAL

characteristic χ(M). Identity (1.1.11) can be generalized to the case where M has
a nonempty boundary or the metric g has some conical singularities. Moreover, a
(more complicated) version of the Gauss-Bonnet Formula exists in all dimensions
n ≥ 3. However, in this work we will only make use of the Gauss-Bonnet Formula
in its most basic form (1.1.11), and these generalizations will not be needed.

1.1.2 Hypersurfaces.
Let (M, g) be a Riemannian manifold and Σ be a smooth hypersurface. We

will denote by gΣ the metric induced by g on Σ. At any point of Σ, we can
associate a unit normal vector field ν. The choice of ν at each point can be made
in a continuous way, at least locally. In order to have a global continuous choice
of the unit normal, one of course needs Σ to be orientable. The hypersurface Σ is
called totally geodesic if every geodesic of (Σ, gΣ) is also a geodesic of (M, g). The
“curvature” of the embedding of Σ in M is measured by the second fundamental
form of Σ which is defined, with respect to the chosen normal vector field ν, as

hij = 〈∇iν | ∂j〉 , (1.1.12)

where the indices i, j run along the tangential coordinates to Σ. It is a well known
fact that the hypersurface Σ is totally geodesic if and only if h ≡ 0 on the whole
Σ.

We also define themean curvature of Σ as the trace of the second fundamental
form with respect to the metric gΣ

H = gij
Σhij =

n−1

∑
i,j=1

gij
Σhij . (1.1.13)

The relation between the intrinsic and extrinsic curvature of the hypersurface Σ
is governed by the Gauss-Codazzi equation

R = RΣ + 2 Ric(ν, ν) + |h|2 −H2 , (1.1.14)

where Ric, R are the Ricci tensor and scalar curvature of the ambient space
(M, g), whereas RΣ, |h| are the scalar curvature and the second fundamental
form of Σ with respect to the metric gΣ. In particular, if Σ is totally geodesic, the
above formula simplifies to

R = RΣ + 2 Ric(ν, ν) . (1.1.15)

A particular case, which will be useful in the following, is when the hyper-
surface Σ is a level set of a proper function f ∈ C ∞(M). Given s ∈ R, the level
set { f = s} ⊂ M is said to be regular if all its points are regular, that is, ∇ f 6= 0
at every point of the level set, it is said to be critical if it contains at least a
critical point, that is a point at which ∇ f = 0. Suppose that, for some s and
δ > 0, there are no critical points of f in (s− δ, s + δ). This means that in the
tubular neighborhood Uδ = {s− δ < f < s + δ} we have |∇ f | > 0 so that Uδ

is foliated by regular level sets of f . As a consequence, Uδ is diffeomorphic to
(s− δ, s + δ)× { f = s} and the function f can be regarded as a coordinate in
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Uδ. Thus, one can choose a local system of coordinates { f , ϑ1,...., ϑn−1}, where
{ϑ1,...., ϑn−1} are local coordinates on { f = s}. In such a system, the metric g can
be written as

g =
d f ⊗ d f
|∇ f |2 + gij( f , ϑ1, . . . , ϑn−1) dϑi⊗ dϑj ,

where the latin indices vary between 1 and n− 1. We now fix in Uδ the g-unit
vector field ν = ∇ f /|∇ f |. Accordingly, the second fundamental form of the
regular level sets of f with respect to the ambient metric g is given by

hij =
∇2

ij f

|∇ f | , for i, j = 1,...., n− 1. (1.1.16)

Taking the traces of the above expression we obtain the following formula for
the mean curvature

H =
∆ f
|∇ f | −

∇2 f (∇ f ,∇ f )
|∇ f |3 . (1.1.17)

1.1.3 Lorentzian manifolds.
In Chapter 2wewill have to workwithLorentzianmanifolds, so here we recall

their definition and their main properties. An (n + 1)-dimensional Lorentzian
manifold is a pair (X, γ) where X is a (n + 1)-dimensional manifold and γ is a
Lorentzianmetric. This means that, at any point p ∈ M, there exists a coordinate
chart (x0, . . . , xn) centered at p such that

γ|p = − dx0 ⊗ dx0 +
n

∑
i=1

dxi ⊗ dxi . (1.1.18)

The scalar product induced by γ on tensors is defined as in the Riemannian
case via formula (1.1.1). However, notice that, in this case, the squared norm
|T|2γ = 〈T | T〉γ of a tensor T is not necessarily positive. We will say that a tensor
T is

• spacelike if |T|2γ > 0,

• timelike if |T|2γ < 0,

• null if |T|2γ = 0.

For a vector field v ∈ Tp M, we will also say that v is future-directed or past
directed depending on whether its x0-component, with respect to a chart in
which γ has the form (1.1.18), is positive or negative, respectively. For future
convenience, we also define a null hypersurface as an hypersurface in (X, γ) such
that its normal vector at each point is null.

The prototypical example of Lorentzian manifold is theMinkowski space Rn,1,
that is the space Rn+1 equipped with the Lorentzian metric

γRn,1 = −dx0 ⊗ dx0 +
n

∑
i=1

dxi ⊗ dxi ,
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where (x0, . . . , xn) are global coordinates on Rn+1. To clarify the geometry of
the Minkowski space (which is in fact the local geometry of any Lorentzian
manifold), we observe that, if we shoot geodesics from the origin 0 ∈ Rn,1 in
the null directions (in other words, we consider the union of all the geodesics
departing from the origin and whose velocity is a null vector), we obtain the
light cone {

(x0)2 = (x1)2 + . . . + (xn)2
}
⊂ Rn,1 .

It is clear by construction that the cone minus the origin is a smooth null
hypersurface. The vectors in T0(Rn,1) that point towards the interior of the cone

(x0)2 > (x1)2 + . . . + (xn)2 ,

are timelike, whereas the vectors that point towards the exterior of the cone are
spacelike. The isometries of the Minkowski space are the so called Lorentzian
transformation, and they preserve the attributes (timelike, spacelike, null,
future-directed, past-directed) of the vectors. For future convenience, we also
state the following easy property of null vectors.

Proposition 1.1.2. Let (X, γ) be a (n+ 1)-dimensional Lorentzian manifold, let
p ∈ X be a point and let v, w ∈ TpX be two null vectors, v 6= 0, w 6= 0. If v and w
are orthogonal, then they are necessarily proportional.

Proof. The result that we want to prove is local, so we can choose coordinates
(x0, x1, . . . , xn) such that the metric γ at p looks like the Minkowski metric, that
is

γ|p = −dx0 ⊗ dx0 + dx1 ⊗ dx1 + · · ·+ dxn ⊗ dxn

With respect to the same coordinates, we write

v = (v0, . . . , vn) , w = (w0, . . . , wn) ,

and, since v and w are null vectors, we have

(v0)2 = (v1)2 + · · ·+ (vn)2 , (w0)2 = (w1)2 + · · ·+ (wn)2 . (1.1.19)

Moreover, v and w are orthogonal, hence

v0w0 =
n

∑
i=1

viwi . (1.1.20)

Recalling the Cauchy-Schwartz Inequality we compute

(v0w0)2 =

(
n

∑
i=1

viwi

)2

≤
[

n

∑
i=1

(vi)2

] [
n

∑
i=1

(wi)2

]
= (v0w0)2 ,

where in the latter identity we have used (1.1.19). Therefore, equality must
hold in the Cauchy-Schwartz Inequality, which means that (v1, . . . , vn) and
(w1, . . . , wn) are proportional. In other words, there exists λ ∈ R such that
wi = λvi for all i = 1, . . . , n. Substituting in (1.1.19), we find that |w0| = λv0.
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In particular, necessarily λ 6= 0, otherwise we would have w = 0, against the
hypothesis. To conclude, it is enough to show that w0 cannot be equal to −λv0.
In fact, if this were the case, from (1.1.20) we would have

−(v0)2 =
n

∑
i=1

(vi)2 ,

which would imply v = 0, against the hypothesis.

1.1.4 Analytic functions.
In the following chapters, we will encounter analytic functions quite fre-

quently. In particular, for our analysis, it will be crucial to have control over the
behavior of their critical points. In this respect, we will repeatedly make use of
the results discussed in this subsection.

First of all, let us recall the definition of a real analytic function on a differen-
tiable manifold M. An analytic covering of M is a family of differentiable charts
(Ui, φi) such that M =

⋃
i Ui and, if Ui ∩Uj 6= ∅ for some i 6= j, then the change

of chart φi ◦ φ−1
j is an analytic function. A metric g on M is said to be analytic

if there exists an analytic covering (Ui, φi) of M such that the pull-back metric
(φ−1

i )∗g is analytic on Rn for all i. Analogously, a function f : M→ R is said to
be analytic if there exists an analytic covering (Ui, φi) such that f ◦ φ−1

i : Rn → R

is analytic for every i. Given a function f ∈ C ∞(M), its critical set is defined
as Crit( f ) = {x ∈ M : d f = 0}, while its critical values are the numbers x ∈ R

such that f−1(x)∩Crit( f ) 6= ∅. The following results allow to characterize nicely
the set Crit( f ) of an analytic function. Their proof is given in Rn, however they
generalize without modifications to differentiable manifolds.

Theorem 1.1.3 ([SS72, Theorem 1]). The set of the critical values of an analytic
function is discrete.

Theorem 1.1.4 (Łojasiewicz Structure Theorem [KP02, Theorem 6.3.3], [Łoj91]).
Let f be an analytic function on M. Then its critical set is a stratified space, that
is

Crit( f ) = N0 t N1 t · · · t Nn−2 t Nn−1 ,

where, for all i = 0, . . . , n− 1, Ni is a finite union of connected analytic i-dimensio-
nal submanifolds.

As a consequence of the theorems above, we have the following structure on
the level sets of an analytic function.

Proposition 1.1.5. Let f be an analytic function on a Riemannian manifold
(M, g). Then for any s ∈ R the corresponding level set decomposes as

{ f = s} = Σ t Γ ,

where Σ is a (n− 1)-dimensional smooth submanifold and Γ is a set with finite
H n−2-measure. In particular, the second fundamental form andmean curvature
of the level set { f = s} are defined H n−1-almost everywhere.
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Proof. If s is a regular value, then { f = s} is a (n− 1)-dimensional submanifold
and there is nothing to prove. If s is a critical value, then from Theorem 1.1.3 we
have that, for a small enough δ, it holds

Crit( f ) ∩ {s− δ < f < s + δ} = Crit( f ) ∩ { f = s} . (1.1.21)

Thanks to Theorem 1.1.4, we have that there exists an (n − 1)-dimensional
submanifold S ⊆ Crit( f ) such that H n−1(Crit( f ) \ S) = 0. From (1.1.21), we
deduce that S ∩ { f = s} is still an (n− 1)-dimensional submanifold. The thesis
follows by setting

Σ = (S ∩ { f = s}) ∪ ({ f = s} \Crit( f )) , Γ = { f = s} \ Σ .

1.1.5 Łojasiewicz and reverse Łojasiewicz inequalities.
As a consequence of the Structure Theorem 1.1.4, Łojasiewicz was able to

prove the following estimate on the behavior of an analytic function near a critical
point.

Theorem 1.1.6 (Łojasiewicz inequality [Łoj63, Théorème 4], [KP94]). Let (M, g)
be a Riemannian manifold and let f : M→ R be an analytic function. Then for
every point p ∈ M there exists a neighborhood Up 3 p and real numbers cp > 0
and 1 ≤ θp < 2 such that for every x ∈ Up it holds

|∇ f |2(x) ≥ cp | f (x)− f (p)|θp . (1.1.22)

First of all, let us observe that the above theorem is only relevant when p is a
critical point, as otherwise the proof is trivial. Another observation is that one
can always set cp = 1 in (1.1.22), at the cost of increasing the value of θp and
restricting the neighborhood Up. Nevertheless, the inequality is usually stated
as in (1.1.22), because one would like to choose the optimal θp and not a bigger
one. In general it is not easy to infer what the optimal value of θp is. However,
for our purposes, the loose inequality

|∇ f |(x) ≥ | f (x)− f (p)| ,

will be sufficient. Theorem 1.1.6 grants us that such an inequality holds in a
neighborhood of each point p of our manifold M.

The gradient estimate (1.1.22) has found important applications in the study
of gradient flows, as it allows to control the behavior of the flow near the critical
points. It is also worthmentioning that an infinite-dimensional version of (1.1.22)
has been proved by Simon [Sim83], who then used it to study the asymptotic
behavior of parabolic equations near the critical points. For a thorough discussion
of the various versions of the Łojasiewicz–Simon inequality, as well as for its
applications, we refer the reader to [FM15] and the references therein.

In the future, we will also need an analogue estimate from above of the
gradient near the critical points. The following result shows that such a bound
can be obtained around the local maxima (or local minima, of course) under
opportune assumptions.
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Theorem 1.1.7 (Reverse Łojasiewicz). Let (M, g) be a Riemannian manifold, let
f : M → R be a smooth function and let p ∈ M be a local maximum point such
that

(i) |∇2 f |(p) 6= 0,

(ii) the set {x ∈ M : f (x) = f (p)} is compact.

Then for every θ < 1, there exists a neighborhood Up 3 p and a real number
cp > 0 such that for every x ∈ Up it holds

|∇ f |2(x) ≤ cp [ f (p)− f (x)]θ . (1.1.23)

Proof. Let us start by defining the function

w = |∇ f |2 − c [ f (p)− f ]θ ,

where c > 0 is a constant that will be chosen conveniently later. We compute

∇w = ∇|∇ f |2 + c θ [ f (p)− f ]−(1−θ)∇ f ,

and diverging the above formula

∆w = ∆|∇ f |2 + c θ [ f (p)− f ]−(1−θ)∆ f + c θ (1− θ) [ f (p)− f ]−(2−θ) |∇ f |2

= 2 |∇2 f |2 + 2 h + c θ
∆ f

[ f (p)− f ]1−θ
+ c θ (1− θ)

|∇ f |2
[ f (p)− f ]2−θ

,

where in the second equality we have used the Bochner formula and we have
denoted by h the quantity h = Ric(∇ f ,∇ f ) + 〈∇∆ f |∇ f 〉. Since |∇ f | goes to zero
as we approach p, so does h. Moreover, from the hypothesis we have |∇2 f |2 > 0
in a neighborhood of p. Since { f = f (p)} is compact by hypothesis, it follows
that we can choose a neighborhood U of { f = f (p)} such that U is compact and

|h| ≤ |∇2 f |2 on U .

Therefore, from the identity above we find that in U it holds

∆w ≥ c θ
∆ f

[ f (p)− f ]1−θ
+ c θ (1− θ)

|∇ f |2
[ f (p)− f ]2−θ

= c θ
∆ f

[ f (p)− f ]1−θ
+ c θ (1− θ)

w
[ f (p)− f ]2−θ

+ c2θ (1− θ)
1

[ f (p)− f ]2−2θ
,

where in the second equality we have used |∇ f |2 = w + c [ f (p)− f ]θ. It follows
that, on U, it holds

∆w − c θ (1− θ)
1

[ f (p)− f ]2−θ
w ≥ θ F [∆ f + (1− θ) F] , (1.1.24)

where
F =

c
[ f (p)− f ]1−θ

.
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Now fix 0 < η < f (p)−max∂U f and consider the set

Vη = { f (p)− f ≤ η} ∩U

The neighborhood Vη is chosen in such a way that

F =
c

[ f (p)− f ]1−θ
≥ c

η1−θ
, on Vη .

Moreover, ∆ f is continuous and thus bounded in Vη. This means that, for any c
big enough, we have (1− θ)F + ∆ f ≥ 0 on the whole Vη. For such values of c, the
right hand side of (1.1.24) is nonnegative, that is,

∆w− θ(1− θ)c
1

[ f (p)− f ]2−θ
w ≥ 0 , in Vη .

Therefore, since θ < 1, we can apply the Weak Maximum Principle [GT83,
Corollary 3.2] to w in any open set where w is C 2 – that is, on any open set of Vη

that does not intersect { f = f (p)} –. For this reason, it is convenient to consider
the set Vεη = Vη ∩ { f (p)− f ≥ ε} for some 0 < ε < η. Up to increasing the value
of c, if needed, we can suppose

c ≥ max
{ f= f (p)−η}

|∇ f |2
[ f (p)− f ]θ

=
max{ f= f (p)−η} |∇ f |2

ηθ
,

so that w ≤ 0 on { f = f (p)− η}. Now we apply the Weak Maximum Principle
to the function w on the open set Vεη, obtaining

w ≤ max
∂Vεη

(w) = max
{

max
{ f= f (p)−ε}

(w) , max
{ f= f (p)−η}

(w)

}
≤ max

{
max

{ f= f (p)−ε}
(w) , 0

}
.

Recalling the definition of w, taking the limit as ε→ 0, from the continuity of f
and |∇ f |, it follows that

lim
ε→0

max
{ f= f (p)−ε}

(w) = 0 ,

hence we obtain w ≤ 0 on { f (p)− η ≤ f ≤ f (p)}. Translating w in terms of f ,
we have obtained that the inequality

|∇ f |2 ≤ c [ f (p)− f ]θ

holds in Up = { f (p)− η ≤ f < f (p)}, which is the neighborhood of p that we
were looking for.

At the moment, we do not know if the hypotheses of the above result can be
relaxed, this will be the object of further investigations. However, Theorem 1.1.7,
as stated, is enough for our purposes. In particular, what we will really need is
the following simple refinement.

Corollary 1.1.8. In the same hypotheses of Theorem 1.1.7, for any α < 1 we have

lim
f (x) 6= f (p), x→p

|∇ f |2(x)
[ f (p)− f (x)]α

= 0 .
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Proof. From Theorem 1.1.7 it follows that we can choose constants α < θ < 1
and cp > 0 such that

|∇ f |2
[ f (p)− f ]α

≤
cp [ f (p)− f ]θ

[ f (p)− f ]α
= cp [ f (p)− f ]θ−α ,

and, since we have chosen θ > α, the right hand side goes to zero as we approach
p. This proves the thesis.

1.1.6 Divergence Theorem and Maximum Principle.

In this subsection we review two classical tools that will play an important
role in our analysis. The first one is the well known Divergence Theorem. Several
versions of this result are known in the literature. Here we report the statement,
proved independently by De Giorgi and Federer, in the case of open domains
whose boundary has a (not too big) nonsmooth portion.

Theorem 1.1.9 ([DG61a, DG61b, Fed45, Fed58]). Let (M, g) be a n-dimensional
Riemannian manifold, with n ≥ 2, let E ⊂ M be a bounded open subset of M
with compact boundary ∂E of finite (n− 1)-dimensional Hausdorffmeasure, and
suppose that ∂E = Σt Γ, where the subsets Σ and Γ have the following properties:

(i) For every x ∈ Σ, there exists an open neighborhood Ux of x in M such that
Σ ∩Ux is a smooth regular hypersurface.

(ii) The subset Γ is compact and H n−1(Γ) = 0.

If X is a Lipschitz vector field defined in a neighborhood of Ē then the following
identity holds true ˆ

E
divX dµ =

ˆ
Σ
〈X | ν〉dσ, (1.1.25)

where ν denotes the exterior unit normal vector field.

This result admits a more general statement that allows for a less regular
frontier using the notion of reduced boundary. Other possible extensions of the
Divergence Theorem, for instance to less regular vector fields, are possible. The
statement above is enough for our purposes, but for a more thorough discussion
we refer the reader to the recent paper [CDC17], where the various versions
of (1.1.25) are summarizedwhile also providing a general unifying statement. We
also remark that, as a consequence of Theorem 1.1.9, recalling Proposition 1.1.5,
it follows that the Divergence Theorem is always in force when integrating the
divergence of a Lipschitz vector field between any two level sets of an analytic
function.

We pass now to recall the statement of the classical Maximum Principle. On
a differentiable manifold M we consider operators of the form

Lu = aij∇2
iju + bi∇iu + cu (1.1.26)
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with aij, bi, c ∈ C ∞(M). We will assume that the operator L is uniformly elliptic
and the coefficients aij, bi, c are bounded, namely there exists a constant λ > 0
such that

λ−1|v|2 ≤ aij(x)vivj ≤ λ|v|2, bi(x) ≤ λ , c(x) ≤ λ , (1.1.27)

for all x ∈ M, v ∈ Tx M, i, j = 1, . . . , n. This family of operators satisfy the Weak
Maximum Principle, which states that a C 2 function u that satisfies Lu ≥ 0 on a
domain Ω ⊂ M, necessarily achieves its maximum value on the boundary of the
domain. A similar property, usually referred to as the Weak Minimum Principle,
holds for functions u that satisfy Lu ≤ 0. A stronger version is the so called
Strong Maximum (or Minimum) Principle, that we now state.

Theorem 1.1.10 (Strong Maximum –and Minimum– Principle, [GT83, Theo-
rem 3.5]). Let M be a differentiable manifold, let Ω ⊂ M be a domain and let
u ∈ C 2(Ω) ∩ C 0(Ω) be a solution of Lu ≥ 0 (respectively, Lu ≤ 0), where L is an
operator of the form (1.1.26) satisfying conditions (1.1.27).

• If c = 0, then u cannot achieve a maximum (respectively, a minimum) in
the interior of Ω, unless u is constant.

• If c ≤ 0, then u cannot achieve a nonnegative maximum (respectively, a
nonpositive minimum) in the interior of Ω, unless u is constant.

We remark that the above version of the Maximum and Minimum Principles
is not the most general (see for instance [GT83, Theorem 8.19] for an analogue
statement for weakly differentiable functions), but it will be enough for our
purposes.

1.1.7 Conformal metrics.

In Chapter 4 we will deal with two Riemannian metrics g0, g on a differ-
entiable manifold M that are conformal, that is, g = e2 f g0 for some function
f ∈ C ∞(M). In that case, we will denote by Gγ

αβ, D, D2, ∆, 〈· | ·〉, | · | and Γγ
αβ,

∇, ∇2, ∆g, 〈· | ·〉g, | · |g the Christoffel symbols, covariant derivative, hessian,
laplacian, scalar product, norm with respect to g0 and g, respectively. The Ricci
tensors and scalar curvatures of g0, g will be denoted by Ric = Rαβdxα ⊗ dxβ, R

and Ricg = R(g)
αβ dxα ⊗ dxβ, Rg. Finally, given an hypersurface Σ ⊂ M, its second

fundamental form and mean curvature with respect to g0, g will be denoted by
h = hijdxi ⊗ dxj, H and hg = h(g)

ij dxi ⊗ dxj, Hg respectively. The following result
summarize the most important relationships between these objects with respects
to the two different metrics.

Theorem 1.1.11 ([Bes08, Theorem 1.159]). Let M be a differentiable manifold
and let g0 and g be two Riemannian metrics on M, such that g = e2 f g0. Then,
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with the notations introduced above, the following formulæ hold

Γγ
αβ = Gγ

αβ +

[
δ

γ
α

∂ f
∂xβ

+ δ
γ
β

∂ f
∂xα
− gγη

0 (g0)αβ
∂ f
∂xη

]
, (1.1.28)

∇2
αβw = D2

αβw−
[

∂w
∂xα

∂ f
∂xβ

+
∂ f
∂xα

∂w
∂xβ
− 〈D f |Dw〉 (g0)αβ

]
, (1.1.29)

∆gw = e−2 f [∆w + (n− 2)〈D f |Dw〉
]

, (1.1.30)

Ricg = Ric−(n− 2)
(
D2 f − d f ⊗ d f

)
−
[
∆ f + (n− 2)|D f |2

]
g0 , (1.1.31)

Rg = e−2 f [R− 2(n− 2)∆ f − (n− 1)(n− 2)|D f |2
]

. (1.1.32)

1.2 Mass

As discussed in the Introduction, Riemannian manifolds arise naturally
in General Relativity as time symmetric initial data sets modelling isolated
systems. In this context, it is then natural to ask if it is possible to introduce
on them a suitable notion of mass. One of the most known is the ADM mass,
introduced by Arnowitt, Deser andMisner for asymptotically flat manifolds. This
definition is discussed in Subsection 1.2.1, where we also recall some of its most
important properties, such as the Positive Mass Theorem and the Riemannian
Penrose Inequality.

In Subsection 1.2.2 we will instead focus on asympotically hyperbolic mani-
folds. Despite some more complications in the analysis, a very similar procedure
leads to a definition of mass which again satisfies a Positive Mass Theorem. The
validity of a form of Riemannian Penrose Inequality is still an open question,
even though some first results have been found.

Having in mind the asymptotically flat and asymptotically hyperbolic case, it
is then natural to ask if an analogue of the Positive Mass Theorem holds in a
spherical setting. This led to a famous conjecture by Min-Oo, which we recall in
Subsection 1.2.3. This conjecture was thought to be true for a long time, until it
was finally disproven by Brendle, Marquez and Neves.

1.2.1 Asymptotically flat manifolds.

In this subsection we recall the main properties of the well known family
of asymptotically flat manifolds. These are noncompact Riemannian manifolds
whose metric behave asymptotically as the flat metric. The precise definition
follows. We precise that from now on we will work only on manifolds of dimen-
sion n ≥ 3. We mention that an analogue notion (asymptotically conical surface)
is available in dimension 2 (see for instance the discussion in [Chr10, Subsec-
tion 1.1.1] or [CDL16, Section 2.3]), but it requires a different study and we will
not be interested in it.
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Definition 1.2.1 (Asymptotically flat manifolds). A n-dimensional Riemannian
manifold (M, g) is said to be asymptotically flat if the following asymptotic be-
haviors are satisfied

(i) There exists a compact set K ⊂ M such that, for each connected component
U of M \K, there exists a diffeomorphism x(U) = (x1, . . . , xn) : U → Rn \Bn,
where Bn is the unit ball. The component U is called end of M, whereas the
diffeomorphism x(U) is called chart at infinity of U.

(ii) In each connected component U of M \K, the metric g can be expressed with
respect to the coordinates induced by the diffeomorphism x(U) as

gαβ = δαβ + ηαβ ,

with ηαβ = o(|x| 2−n
2 ) ,

∂ηαβ

∂xγ
= o(|x|− n

2 ) ,
∂2ηαβ

∂xγxσ
= o(|x|−2−n

2 ) ,

for every α, β, γ, σ = 1, . . . , n.

(iii) The scalar curvature R ∈ C ∞(M) is an integrable function.

As already remarked, asymptotically flat manifolds play an important role in
the study of isolated systems in spacetimes with zero cosmological constant, see
also Section 2.3 for a discussion in the special case of static spacetimes. One
of their main features is that on them it is possible to introduce a meaningful
notion of mass.

Definition 1.2.2 (ADM mass [ADM62]). Let (M, g) be an asymptotically flat
manifold, and let U be one of its ends. The ADM mass of U is defined as

m(U)
ADM(M, g) =

1
2(n− 1)|Sn−1| lim

R→+∞

ˆ
SR

∑
α,β

(
∂gαβ

∂xα
− ∂gαα

∂xβ

)
νβ dσ , (1.2.1)

where x1, . . . , xn are the coordinates induced by the chart at infinity of the end U,
and SR = {|x| = R} is the coordinate sphere of radius R.

First of all, it is important to remark that Definition 1.2.2 is well posed. In
fact, it has been proved by Bartnik [Bar86] that the right hand side of (1.2.1) is
independent of the choice of the chart at infinity. For the physical motivations
behind this definition, we refer the reader to the original paper [ADM62]. In
what follows we will focus on discussing its properties. First of all, the next
celebrated result states that the ADM mass is always nonnegative.

Theorem 1.2.3 (Positive Mass Theorem for Asymptotically Flat Manifolds). Let
(M, g) be an asymptotically flat manifold with empty boundary and nonnegative
scalar curvature. Then for every end U of M it holds

m(U)
ADM ≥ 0 .

Moreover, if the equality holds at one end, then M has a unique end and it is
isometric to the Euclidean space.
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The theorem above was first proven by Schoen and Yau in dimensions 3 ≤ n ≤ 7
in [SY79] using minimal surfaces as a fundamental tool. The problem in dealing
with dimensions greater than 7 was that, in principle, the minimal surfaces
could become singular. A second different proof for n = 3 was provided by
Witten in [Wit81], and this approach was shown to be easily generalizable to
prove Theorem 1.2.3 for spin manifolds in any dimension n ≥ 3. Only recently,
Schoen and Yau [SY17] were able to extend their proof to every dimension n ≥ 3,
exploiting some tricks in order to deal with the formation of singularities on
the minimal hypersurfaces that they were considering. Therefore, the proof of
the validity of the Positive Mass Theorem for any n ≥ 3 can now be considered
complete.

The natural follow up is then to ask if Theorem 1.2.3 can be refined in the
case where ∂M has a nonempty boundary. This is the content of the well known
Riemannian Penrose Inequality, which we now state.

Theorem 1.2.4 (Riemannian Penrose Inequality). Let (M, g) be a Riemannian
manifold of dimension 3 ≤ n ≤ 7 with nonnegative scalar curvature. Suppose
that (M, g) is asymptotically flat with one end with ADM mass mADM. If the
boundary ∂M is a smooth compact (possibly disconnected) outermost minimal
hypersurface, then

mADM ≥
1
2

(
|∂M|
|Sn−1|

) n−2
n−1

. (1.2.2)

Moreover, if the equality holds, then (M, g) is isometric to the Schwarzschild
solution(

Rn \
{
|x| < (2 mADM)

1
n−2

}
,

d|x| ⊗ d|x|
1− 2 mADM |x|2−n + |x|2gSn−1

)
. (1.2.3)

With the requirement that ∂M is outermost we mean that there are no other
compact minimal surfaces inside M. This hypothesis cannot be removed, as
otherwise it would be easy to find counterexamples to (1.2.2) by constructing
arbitrarily large minimal surfaces “hidden” behind the outermost one. The
Schwarzschild solution (1.2.3) appearing in the above result as the rigidity case
will be discussed in more details in Chapter 2, in particular in Section 2.3,
where we will talk about static spacetimes with zero cosmological constant.
Theorem 1.2.4 was first proven in dimension 3 by Huisken and Ilmanen [HI01]
in the case of a connected boundary (their proof works also for disconnected
boundaries, but gives a weaker inequality). The proof is based on an idea
of Geroch [Ger73] and Jang, Wald [JW77], which consists in exploiting the
monotonicity of the Hawking mass

mH(Σ) =

√
|Σ|
16π

[
1− 1

16π

ˆ
Σ

H2 dσ

]
of a surface Σ ⊂ M, under inverse mean curvature flow of Σ. The case of
a disconnected boundary was then proved by Bray [Bra01] using a different
approach, based on a flow of conformal metrics and a clever application of the
Positive Mass Theorem. While the proof of Huisken-Ilmanen is essentially 3-
dimensional, the approach of Bray has the advantage to be generalizable to
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higher dimensions. In fact, using the same tecnique, Bray and Lee [BL09]
extended Theorem 1.2.4 to dimensions 3 ≤ n ≤ 7. We are limited to dimensions
less than 7, because the proof exploits the regularity of the minimal surfaces,
which was also the reason why the original proof of Schoen and Yau of the Positive
Mass Theorem only worked up to dimension 7. Since the issue of the regularity
in the proof of Schoen and Yau has been resolved, one may wonder if it is possible
to overcome the problem also in the proof of Theorem 1.2.4. For a more thorough
discussion on the different proofs of the Riemannian Penrose Inequality, as well
as on the partial results on the more general Penrose Inequality, we refer the
reader to the survey [Mar09].

Finally, we mention that a generalization of the Positive Mass Theorem to
nonsmooth metrics has been proven by Miao [Mia02] for any dimension in which
the original Positive Mass Theorem works (hence now for any dimension n ≥ 3).

Theorem 1.2.5 (Positive Mass Theorem with corners). Let (M, g) be a n-dimen-
sional Riemannian manifold, n ≥ 3, with one end. Let Σ = ∂Ω ⊂ M be a closed
hypersurface enclosing a domain Ω. Suppose that the following conditions hold.

(i) The restrictions g−, g+ of the metric g to Ω and to M \Ω are smooth, they
are C 2 up to the boundary Σ, and they induce the same metric on Σ.

(ii) Both g+ and g− have nonnegative scalar curvature and (M \ Ω, g+) is
asymptotically flat with one end with ADM mass mADM.

(iii) It holds
H−(p) ≥ H+(p) , for every p ∈ Σ , (1.2.4)

where H−(p), H+(p) are themean curvatures at p ∈ Σ of g−, g+ with respect
to the unit normal vector pointing towards M \Ω.

Then mADM ≥ 0. Moreover, if mADM = 0, then (M, g) is isometric to the Eu-
clidean space.

It should be noticed that the rigidity statement when mADM = 0 in Theorem 1.2.5
was proved by Miao only in dimension n = 3 exploiting a result of Bray and
Finster [BF02], whereas in dimensions n > 3 his proof allowed only to deduce
that the equality held in (1.2.4). The proof of the rigidity statement in arbitrary
dimension was given by Shi and Tam [ST02] for spin manifolds and the spin
assumption was dropped in [EMW12] and in [MS12], where an alternative proof
of Theorem 1.2.5 using Ricci flow was given. As an immediate consequence of
Theorem 1.2.5, Miao showed the following characterization of the Euclidean ball.

Theorem 1.2.6. Let g be a smooth metric on the unit ball Bn ⊂ Rn. If the
following properties are satisfied

(i) the scalar curvature of g is nonnegative on the whole Bn,

(ii) the metric induced by g on ∂Bn = Sn−1 is the standard round metric,

(iii) the mean curvature of ∂Bn = Sn−1 with respect to g is greater than or equal
to n− 1,
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then g is the Euclidean metric on Bn.

This theorem is simply proven by gluing the manifold (Rn \ Bn, gRn) to the
boundary of Bn, and then applying Theorem 1.2.5.

We also point out that other more general versions of the Positive Mass
Theorem for singular metrics have been proved. For instance, Lee [Lee13] has
shown the nonnegativity of the ADM mass of nonsmooth metrics under the
hypothesis that the singular set has codimension at least n/2. Other recent
versions of the PositiveMass Theorem for singularmetrics are discussed in [LL15,
ST16], see also [Bra11].

1.2.2 Asymptotically hyperbolic manifolds.
In this subsection we are going to discuss asymptotically hyperbolic mani-

folds. As anticipated in the Introduction, these are manifolds which modelize
isolated systems in spacetimes with a negative cosmological constant. In order
to introduce the definition of this family, we start by recalling the following
classical definition, originally introduced by Penrose in [Pen63] (see also [HM14]
and the references therein). Again, we recall that, even if not explicitly stated,
we will only work with manifolds of dimension greater or equal than 3.

Definition 1.2.7. A Riemannian manifold (M, g) is said to be conformally com-
pact if the following conditions are satisfied

(i) Themanifold M \ ∂M is diffeomorphic to the interior of a compact manifold
M with boundary ∂M = ∂M ∪ ∂∞ M, with ∂∞ M ∩M = ∅,

(ii) There exists a compact ∂M ⊂ K ⊂ M and a function r ∈ C ∞(M \ K) such
that r 6= 0 on M, r = 0 on ∂∞ M, dr 6= 0 on ∂∞ M and the metric ḡ = r2g
extends smoothly to a metric on M \ K.

We will refer to a function with the same properties of r in (ii) as a defining
function for the conformal boundary ∂∞ M. It should be noticed that the defining
function for ∂∞ M is not unique, but it is defined up to the multiplication by a
positive function. Consequently, the metric ḡ|∂∞ M

on the conformal boundary
∂∞ M is not well defined, but its conformal class [ḡ|∂∞ M

] is. Therefore, the pair
(∂∞ M, [ḡ|∂∞ M

]) is a well defined conformal manifold, that we will call conformal
infinity of (M, g). Notice that the conformal infinity has no reasons to be con-
nected. However, it is interesting to remark that connectedness is granted under
suitable hypotheses on the Ricci tensor and the scalar curvature.

Theorem 1.2.8 ([WY99, CG99]). Let (M, g) be a conformally compact manifold
such that

Ric + n g ≥ 0 , R = − n (n− 1) + o(r2)

where r is a defining function for ∂∞ M. If there exists a connected component Σ
of the conformal infinity ∂∞ M such that RΣ

ḡ ≥ 0 on the whole Σ, where RΣ
ḡ is the

scalar curvature of the metric induced by ḡ = r2g on Σ, then ∂∞ M = Σ, that is,
∂∞ M is connected.



30 CHAPTER 1. BACKGROUND MATERIAL

In general we cannot expect the hypotheses of Theorem 1.2.8 to be satisfied,
hence the manifolds that we consider are allowed to have more that one end.

A standard computation (see for instance [Gra00, Maz88]) shows that, if
(M, g) is conformally compact then, in the same notations as Definition 1.2.7,
the Riemannian tensor of g satisfies

Rαβγη = − |dr|2ḡ
(

gαγ gβη − gαη gβγ

)
+ O(r−3) . (1.2.5)

In particular, the sectional curvatures of g go to −|dr|2ḡ as we approach the
infinity. Moreover, the quantity |dr|2ḡ is easily seen to be independent of the
choice of the defining function, so that the following definition is well posed.

Definition 1.2.9. A Riemannian manifold (M, g) is said to be asymptotically
locally hyperbolic if it is conformally compact and |dr|ḡ = 1 on the whole ∂∞ M,
where r is a defining function and ḡ = r2g is the corresponding conformal metric.

The discussion above tells us that the sectional curvatures of an asymptotically
locally hyperbolic manifold (M, g) converge to −1 as we approach the conformal
boundary. A second important property of asymptotically locally hyperbolic
manifolds is that it is possible to choose on them a canonical defining function,
as the following lemma explains.

Lemma 1.2.10. Let (M, g) be an asymptotically locally hyperbolic manifold.
Then, for each choice of a metric γ on its conformal infinity, there exists a unique
defining function r such that |dr|ḡ = 1 on a collar of ∂∞ M and (r2g)|∂∞ M

= γ.

The proof is a rather easy computation, see for instance [Gra00, Lemma 2.1] for
the details. The defining function in Lemma 1.2.10 will be referred to as the
special defining function for (∂∞ M, γ). The special defining function r determines
a diffeomorphism between a collar of ∂∞ M and the product ∂∞ M× [0, ε). In this
collar, the metric g rewrites as

g = r−2(dr⊗ dr + hr
)

, (1.2.6)

where, for all values r ∈ [0, ε), hr is a metric on ∂∞ M such that h0 coincides with
ḡ|∂∞ M

, where ḡ = r2g as usual. We are finally able to introduce a first definition
of asymptotic hyperbolicity.

Definition 1.2.11. A Riemannian manifold (M, g) is said to be asymptotically
hyperbolic if it is asymptotically locally hyperbolic and it holds

(i) the conformal infinity is the standard sphere, that is, ∂∞ M is diffeomorphic
to the sphere Sn−1, and the metric ḡ|∂∞ M

, where ḡ = r2g and r is a defining
function, is conformal to the standard spherical metric gSn−1 ,

(ii) the term hr in formula (1.2.6) expands as

hr =

(
1− r2

4

)2

ḡ|∂∞ M
+

rn

n
τ +O(rn+1) , (1.2.7)

where τ is a symmetric 2-tensor on ∂∞ M.
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For such manifolds, Wang introduced in [Wan01] the following notion of mass.

Definition 1.2.12. The mass vector of an asymptotically hyperbolic manifold
(M, g) is defined as the vector(ˆ

∂∞ M
tr(τ)dσ ,

ˆ
∂∞ M

tr(τ) x1 dσ , · · · ,
ˆ

∂∞ M
tr(τ) xn dσ

)
where the trace tr and the volume form dσ are taken with respect to the met-
ric ḡ|∂∞ M

, τ is the 2-tensor appearing in (1.2.7), ∂∞ M is identified with the unit
round sphere Sn−1 with its canonical embedding in the Euclidean space Rn, and
(x1, . . . , xn) are the standard coordinates on Rn.

The mass of (M, g) can be seen as a vector in the Minkowski space R1,n

and it is the analogue of the energy-momentum tensor for asymptotically flat
manifold. It is shown in [Wan01] that, if we replace the metric ḡ|∂∞ M

with f ḡ|∂∞ M
,

for some positive function f ∈ C ∞(∂∞ M), then the mass transforms by a Lorentz
transformation, which we recall is an isometry of the Minkowski space. In
particular, the norm of the mass vector(ˆ

∂∞ M
tr(τ)dσ

)2

−
∣∣∣∣ˆ

∂∞ M
tr(τ) x dσ

∣∣∣∣2 =

=

(ˆ
∂∞ M

tr(τ)dσ

)2

−
n

∑
i=1

(ˆ
∂∞ M

tr(τ) xi dσ

)2

(1.2.8)

is independent of the choice of the conformal metric on the conformal infinity of
(M, g). In order for (1.2.8) to really be an invariant of the asymptotically hyper-
bolic manifold (M, g), it only remains to show that the conformal compactification
of an asymptotically hyperbolic manifold is unique. This is proven in [CH03].
More precisely, it is shown that, if an asymptotically hyperbolic manifold (M, g)
is isometric to the interior of two compact manifolds M1, M2 via the inclusions
i1 : M ↪→ M1, i2 : M ↪→ M2, and if M is conformally compact with respect to both
M1 and M2, then the function i1 ◦ i−1

2 extends to a conformal diffeomorphism
between M1, M2.

Therefore, Definition 1.2.12 is well posed, and the mass of an asymptotically
hyperbolic manifold is well defined up to a Lorentz transformation. Moreover,
the following result, which is the analogue of the Positive Mass Theorem in
this context, shows that, under suitable hypotheses, the mass vector is always
timelike future directed or it is zero.

Theorem 1.2.13 (Positive Mass Theorem for Asymptotically Hyperbolic Mani-
folds, [Wan01, Theorem 1.1]). Let (M, g) be an asymptotically hyperbolic mani-
fold with empty boundary. If M is spin and has scalar curvature R ≥ −n(n− 1),
then ˆ

∂∞ M
tr(τ)dσ ≥

∣∣∣∣ˆ
∂∞ M

tr(τ) x dσ

∣∣∣∣ .

Moreover, if the equality holds, then (M, g) is isometric to the hyperbolic space
form.
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This theorem improves a previous characterization of the hyperbolic space given
by [MO89] (and then later generalized by Anderson and Dahl [AD98]). As a
consequence of Theorem 1.2.13, we have that the quantity√ˆ

∂∞ M
tr(τ)dσ −

∣∣∣∣ˆ
∂∞ M

tr(τ) x dσ

∣∣∣∣ ,

which Wang referred to as the total mass, is an invariant of the manifold that is
always nonnegative. Another positive quantity associated to an asymptotically
hyperbolic manifold (M, g) is

µ =
1

16π

ˆ
∂∞ M

tr(τ)dσ , (1.2.9)

and is usually simply called mass. We remark that the mass (1.2.9) is not in-
variant, but depends on the conformal metric chosen on ∂∞ M. However, In
Section 2.4 we will introduce conformally compact static triples, and we will
see that for them there is a standard choice of the defining function. Therefore,
for conformally compact static triples the mass µ can be canonically defined.
The interest in this mass (1.2.9) comes from the fact that, in the case of the
Schwarzschild–Anti de Sitter solution, it coincides with the parameter m ap-
pearing in its definition, see (2.4.5) in Subsection 2.4.1. We also point out that,
in dimension three, another definition of mass that generalizes Definition 1.2.12,
together with a positive mass statement, has been proposed by Zhang [Zha04].

However, both Wang’s and Zhang’s definitions are not completely satisfactory,
as they have two limitations. The first one, is that they require the conformal
infinity to be isometric to a standard sphere, whereas we would like to have more
freedom on the choice of the topology. In fact, as opposed to the asymptotically
flat case, in the asymptotically hyperbolic setting there are several relevant
examples whose topology at infinity is not spherical, see for instance (2.4.7)
and (2.4.8) in Subsection 2.4.1. This problem is not hard to overcome, and a
similar definition of mass can be given more generally in the case where the
conformal boundary is diffeomorphic to any space form (one needs to ask for
the manifold to be asymptotically Poincaré-Einstein, see [GW15, BMW15] for
the definitions and the details). However, we point out that we cannot expect
a Positive Mass Theorem to hold for manifolds whose conformal infinity is not
diffeomorphic to a sphere. In fact, in Subsection 2.4.1 we will see that the
Schwarzschild–Anti de Sitter solutions with hyperbolic geometry (2.4.8) can
have negative mass. Another family of asymptotically hyperbolic manifolds with
flat conformal infinity and with negative mass is shown in [HM99, Section 3].

A second problem, is that it is not clear how Definitions 1.2.11, 1.2.12 rep-
resent an analogue of the notions of asymptotic flatness and ADM mass. For
this reason, Chruściel and Herzlich [CH03], inspired by a previous work of
Chruściel and Nagi [CN01] in the Lorentzian setting, proposed an alternative
definition of asymptotic hyperbolicity, which encorporates a wider family of man-
ifolds and which is more in the spirit of the definition of asymptotic flatness.
In order to retrace the approach in [CH03], we first need to define some model
metrics on a manifold of the form N× [R,+∞), where R > 0 and N is an (n− 1)-
dimensional manifold admitting a metric gN with constant scalar curvature
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RgN = (n − 1)(n − 2)κ, with κ ∈ {−1, 0, 1}. On N × [R,+∞) we consider the
background metric

gb =
dr⊗ dr
κ + r2 + r2 gN ,

which is easily seen to have constant scalar curvature equal to −n(n− 1) (more-
over, it is Einstein if gN is Einstein). Fixed a frame ε1, . . . , εn−1 on the tangent
space of N, orthonormal with respect to the metric gN, then

∂1 = r ε1 , . . . , ∂n−1 = r εn−1 , ∂n =
√

κ + r2 ∂r (1.2.10)

is an orthonormal frame for the background metric.

Definition 1.2.14. A manifold (M, g) is said to be chart-dependent asymptoti-
cally hyperbolic if there exists a diffeomorphism (chart at infinity)

Φ : M \ K → N × [R,+∞) ,

where K ⊂ M is compact, such that, with respect to the gb-orthonormal base
∂1, . . . , ∂n introduced in (1.2.10), it holds

|gαβ − δαβ| = o(r−
n
2 ) , |∂γgαβ| = o(r−

n
2 ) .

where r ∈ [R,+∞) is the radial coordinate introduced above on N × [R,+∞).
Moreover, we ask the function R + n(n− 1), where R is the scalar curvature of g,
to be integrable on M.

We remark that Definition 1.2.14 is more general than Definition 1.2.11. First
of all, it allows for any topology at infinity (on any N we can find a metric gN
with constant scalar curvature). Secondly, also in the case where the topology
at infinity is (N, gN) = (Sn−1, gSn−1), it is easily seen that any asymptotically
hyperbolic manifold is chart-dependent asymptotically hyperbolic, while the
converse is false (a chart-dependent asymptotically hyperbolic manifold has no
reasons to be even conformally compact).

Now we discuss how a notion of mass can be introduced on any chart-
dependent asymptotically hyperbolic manifolds. Let Ngb be the set of functions
u satisfying the following system{

u Ricgb = D2
gb

u − n u gb , in N × [R,+∞) ,

∆gb u = n u , in N × [R,+∞) ,

where Ricgb , D2
gb

, ∆gb are the Ricci tensor, hessian and laplacian with respect to
the metric gb. The triples (N × [R,+∞), gb, u), with u ∈ Ngb are called static
solutions and will be discussed in more details in Section 2.4, see (2.4.1). For
the moment, we only need them in order to introduce the following definition of
mass.

Definition 1.2.15. Let (M, g) be a chart-dependent asymptotically hyperbolic
Riemannian manifold, so that we have a chart at infinity Φ : M \ K → N ×
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[R,+∞). The mass functional is the function H : Ngb → R defined as

H(u) = lim
R→+∞

ˆ
SR

[
u
(
divgb(g)− dtrgb(g)

)
+

+ trgb(gb − g)Du− 〈Dgb u | · 〉gb−g

]
(ν)dσgb (1.2.11)

where SR = N × {R}, ν is the outer unit normal to SR.

The following result ensures us that the functional H is well defined.

Proposition 1.2.16 ([CH03, Proposition 2.2]). The limit in formula (1.2.11)
exists and is finite. Moreover, the mass functional H is independent of the choice
of the chart at infinity in Definition 1.2.14.

Let us now discuss briefly the structure of Ngb depending of N. For general
pairs (N, gN), it is only known that the space Ngb has dimension less than or
equal to n− 1. When (N, gN) is a quotient of the Euclidean or the hyperbolic
space, then it is known that Ngb is 1-dimensional, so in this case, the mass
functional is just a complicate way to obtain a number. In the case where N is the
sphere Sn−1 endowed with the standard metric gSn−1 , the spaceNgb has dimension
n + 1, and it is generated by the functions u(0) = cosh(r), u(α) = xα sinh(r) for
α = 1, . . . , n, where (x(1), . . . , x(n)) are the Euclidean coordinates on Sn−1 induced
by the standard inclusion Sn−1 ⊂ Rn. In this case, the mass functional gives rise
to the vector (

H(u(0)), . . . , H(u(n))
)

. (1.2.12)

For asymptotically hyperbolic manifolds (in the sense of Definition 1.2.11), this
vector is exactly (up to a multiplying factor) the mass vector introduced in
Definition 1.2.12, hence the mass functional extends Definition 1.2.12 to a wider
family of manifolds (although Wang’s definition has still the practical use of
being more easily computed).

Finally, also this second notion of mass satisfies a Positive Mass Theorem.

Theorem 1.2.17 (Positive Mass Theorem for Chart-Dependent Asymptotically
Hyperbolic Manifolds, [CH03, Theorem 4.1]). Let (M, g) be chart-dependent
asymptotically hyperbolic in the sense of Definition 1.2.14with respect to (N, gN) =
(Sn−1, gSn−1). If M has empty boundary, is spin, and the scalar curvature of g sat-
isfies R ≥ −n(n− 1), then the mass vector, defined in (1.2.12), is timelike future
directed or it is zero. If it is zero, then (M, g) is isometric to the hyperbolic space.

Theorem 1.2.17 is an interesting extension of Wang’s Theorem 1.2.13 and seems
to be the right analogue of the Positive Mass Theorem for asymptotically flat
manifold. For further discussions on the comparison between the different
Positive Mass Theorems, we address the reader to [Her05, Her16].

If one looks for extensions of Theorem 1.2.17, a natural and important di-
rection is the study of the case where (M, g) has a nonempty boundary. A first
result in this direction is proved in [CH03].
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Theorem 1.2.18 ([CH03, Theorem 4.7]). Let (M, g) be chart-dependent asymp-
totically hyperbolic in the sense of Definition 1.2.14 with respect to (N, gN) =
(Sn−1, gSn−1). If M is spin, has compact nonempty boundary ∂M whose mean cur-
vature satisfies H ≤ n− 1, and the scalar curvature of g verifies R ≥ −n(n− 1),
then the mass is timelike future directed.

Moreover, in [CH03], it is observed that, if the boundary is not empty, then the
value of the mass is far away from zero. This is exactly what happens in the
asymptotically flat case, where we know that, if the boundary of our manifold is
compact minimal outer minimizing, then the Riemannian Penrose Inequality
holds, see Theorem 1.2.4. We recall that the original proof of this inequality in
the case n = 3 was given by Huisken and Ilmanen in [HI01], and was based on a
weak version of the inverse mean curvature flow and on the monotonicity of the
Hawking mass along that flow. This approach seems to be the most promising
in order to try to find an analogue of Theorem 1.2.4 for asymptotically hyperbolic
manifolds, at least in dimension n = 3. For a discussion on the problems of this
approach and a conjecture about what the right Riemannian Penrose Inequality
should be in the case of asymptotically hyperbolic manifolds, we refer the reader
to [CS01, Section VI].

A general Riemannian Penrose Inequality for asymptotically hyperbolic man-
ifolds seems still out of reach, but a first result in this direction has been proved
by Lee and Neves in [LN15, Theorem 1.1] in the case n = 3 and for negative
masses. As a consequence, combining their result with [CS01, Theorem I.5],
Lee and Neves were able to prove a uniqueness result for 3-dimensional static
spacetimes with negative mass and conformal infinity with genus grater than or
equal to 2, see Theorem 2.4.9 in Subsection 2.4.2.

1.2.3 Min-Oo’s conjecture.
The rigidity cases of the Positive Mass Theorems in the asymptotically flat

and asymptotically hyperbolic setting, discussed in the previous subsections, can
be seen as characterizations of the Euclidean and hyperbolic space forms. We
have also discussed in Theorem 1.2.6 Miao’s characterization of the Euclidean
ball. In analogy with the these results, Min-Oo proposed the following natural
conjecture.

Conjecture (Min-Oo’s conjecture, cf. [MO98, Theorem 4]). Let g be a smooth
metric on the unit hemisphere Sn

+. If the following properties are satisfied

(i) the scalar curvature of g is greater than or equal to n(n− 1) on the whole
Sn
+,

(ii) the metric induced by g on ∂Sn
+ = Sn−1 is the standard round metric,

(iii) the boundary ∂Sn
+ = Sn−1 is totally geodesic with respect to g,

then g is the standard round metric on Sn
+.

Min-Oo’s conjecture can be seen as the natural analogue of the Positive Mass
Theorem in the spherical setting. For several years, this conjecture was thought
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to be true, and several partial results have been proven. For instance, Min-Oo’s
conjecture holds in dimension n = 2 and if the scalar curvature condition is
replaced by a bound on the Ricci tensor, see [HW09]. The conjecture has also
been proved in dimension n = 3 under a suitable isoperimetric condition [Eic09],
and in every dimensions for metrics conformal to the standard spherical met-
ric [HW06]. Other partial results include the works [BM11, HW10, Lis10, Lla98],
for an exhaustive discussion see the introduction of [BMN11]. However, the
conjecture has finally been disproven by Brendle, Marques and Neves [BMN11],
who showed the existence of counterexamples.

Theorem 1.2.19 ([BMN11, Theorem 7]). For any n ≥ 3, there exists a smooth
metric g on the unit hemisphere Sn

+ that satisfies the following properties

(i) the scalar curvature of g is greater than or equal to n(n− 1) on the whole
Sn
+,

(ii) the scalar curvature of g is not constantly equal to n(n− 1),

(iii) the metric g agrees with the standard spherical metric of Sn
+ on a collar

neighborhood of the boundary ∂Sn
+ = Sn−1.

It follows from Theorem 1.2.19 that no straightforward analogue of the Positive
Mass Theorem can be possible in the spherical setting.

As anticipated in the Introduction, Theorem 1.2.19 can be seen as one of the
main motivations of our work. Since the approach of replicating the ADM mass
in the spherical setting seems to have failed, we suggest a different approach.
We will start by analyzing a basic (even if not so simple) case, that is the case of
static spacetimes, which are defined in Chapter 2. On this family of spacetimes,
we will prove in Chapters 3 and 4 that a notion of mass can be defined, and that
it satisfies a Positive Mass Statement and a Riemannian Penrose–like inequality.
These results can be seen as evidences of the validity of our definition. The next
step would be, starting from the definition in the static case, to infer the right
notion of mass on a general compact initial data set. This will be the subject of
further studies.



2
Static spacetimes

2.1 Definitions
In this section we are going to introduce the main topic of this work, that is,

vacuum static spacetimes. In a loose sense, these are models, obeying the laws of
General Relativity and in particular the Einstein Field Equations (2.1.1), which
describe regions of the universe where there is no matter (or where the mass
is “hidden” behind some event horizon), and that are not affected by the flow of
time. The precise definitions will be given later. Here we only want to comment
that vacuum static spacetimes represent indeed the most basic examples of
spacetimes in General Relativity, and a clear understanding of their behavior
will help in the study of more complicated models. Even in this simplified setting,
the analysis is far from trivial and a classification of static vacuum spacetimes
seems still out of reach. However, there are many partial interesting results,
which we will discuss in this chapter. We remind the reader that in what follows
it is always tacitly assumed that the dimension of our manifold is n ≥ 3.

2.1.1 Vacuum spacetimes.
We begin by giving the definition of a general vacuum spacetime. First of all,

let us recall from Subsection 1.1.3 that a Lorentzian manifold is a pair (X, γ),
where X is a (n + 1)-dimensional manifold and γ is a metric such that, at any
point p ∈ M, there exists a coordinate chart (x0, . . . , xn) centered at p with
respect to which it holds

γ|p = − dx0 ⊗ dx0 +
n

∑
i=1

dxi ⊗ dxi .

A vacuum spacetime is a Lorentzian manifold (X, γ) that satisfies the well known
Einstein Field Equations

Ricγ −
Rγ

2
γ + Λ γ = 0 , (2.1.1)

where Λ ∈ R is the cosmological constant. Some comments are in order.

37
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• The general Einstein Field Equations allow the presence of a tensor T,
called stress-energy tensor, on the right hand side of formula (2.1.1). Since
we will be interested only in the vacuum case, we will always assume T ≡ 0.

• By tracing the equation (2.1.1) and then substituting the result back in it,
we find that formula (2.1.1) can be rewritten as

Ricγ =
2Λ

n− 1
γ .

In particular, the Einstein Field Equations are equivalent to requiring
the metric γ to be Einstein. Notice that there are just three relevant
distinct cases, depending onwhether the cosmological constant Λ is positive,
negative or null. In fact, if Λ is not zero, we can rescale the metric γ in
such a way that |Λ| = n(n− 1)/2. We will make use of such a rescaling
later.

• At the moment, we are not making any assumptions on the topology of the
spacetime X. We will see that the natural hypotheses to set vary depending
on whether Λ = 0, Λ > 0 or Λ < 0, hence we will specify them later, when
we will focus on the three cases separately.

2.1.2 Killing vector fields and surface gravity.
In Newtonian physics, the surface gravity of a rotationally symmetric massive

body (e.g. a planet of the solar system) can be physically interpreted as the
intensity of the gravitational field due to the body, as it is measured by amassless
observer sitting on the surface of the body. For example the Newtonian surface
gravity of the Earth is given by the well known value g = 9.8 m/s2, the one of
Jupiter is given by 2.53 g and the one of the Sun is given by 28.02 g. Of course, in
the case of black holes, the Newtonian surface gravity is no longer a meaningful
concept, since it becomes infinite when computed at the horizon, regardless of
the mass of the black hole. To overcome this issue one is led to introduce the
appropriate relativistic concept of surface gravity. It turns out that the surface
gravity is most naturally defined on Killing horizons, whose definition we now
recall. Although we only work in the vacuum case, we mention that most of the
results that we discuss here hold more generally on any spacetime satisfying
the Dominant Energy Condition.

Let (X, γ) be a (n+ 1)-dimensional vacuum spacetime, and suppose that there
exists a Killing vector field K on X, that is, a vector field such that LKγ = 0
on the whole X. A Killing horizon S ⊂ X is a connected n-dimensional null
hypersurface, invariant under the flow of K, such that

|K|2γ = 0 and K 6= 0 , on S .

Notice that K is a null vector on S by definition, and it is tangent to S because
of the invariance of S under the flow of K. Moreover, since |K|2γ is constant on
a Killing horizon S, the vector field ∇|K|2γ, where ∇ is the covariant derivative
with respect to γ, is orthogonal to S (in particular it is orthogonal to K). Since S
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is a null hypersurface, it follows that ∇|K|2γ is a null vector. Therefore, K and
∇|K|2γ are orthogonal null vectors, and Proposition 1.1.2 tells us that they are
necessarily proportional. Therefore we can define the surface gravity of a Killing
horizon S as the quantity κ that satisfies

2 κ K|S = −(∇|K|2γ)|S . (2.1.2)

A priori, κ is a function on S, however, one can show (see [BCH73] or [Heu96,
Theorem 7.1]) that κ is actually constant on any Killing horizon S. The proof
of this fact is based on a nice computation exploiting some interesting general
identities for Killing vector fields. We will avoid to show the general proof, but
in Subsection 2.1.4 we will see an easy argument showing the constancy of the
surface gravity in the case which is most interesting for us, that is, in the case
of static spacetimes.

Concerning the physical interpretation, we point out that the surface gravity
measures the acceleration a experienced along the integral curves of K on our
Killing horizon S (see [Chr15, Remark 1.3.6]), in the sense that it holds a = κK.
In fact, consider a curve σ : τ 7→ σ(τ) such that

σ̇(τ) = K(σ(τ)) , σ(τ) ∈ S , for all values of τ .

The acceleration a of the curve σ is defined as the covariant derivative of σ̇ along
σ, so in coordinates we compute

aα =
∇σ̇α

dτ
= σ̇β∇βKα = Kβ∇βKα = −Kβ∇αKβ = −1

2
∇α|K|2γ = κKα ,

as wished. An alternative way of interpreting the above computation (see for
instance [FNOT96]) is observing that the value of κ measures the failure of K
on being an affine null geodesic. Since the wave vector of a light signal is an
affine null geodesic, the quantity κ measures the frequency decrease (redshift)
of a light signal, or equivalently the energy loss of a photon moving along the
horizon.

We now introduce the following alternative formula to compute the surface
gravity, which will be useful in Subsection 2.1.4.

Proposition 2.1.1. Let S be a Killing horizon with respect to the Killing vector
field K. The surface gravity of S can be explicitly computed as

κ2 = −1
2
(|∇K|2γ)|S . (2.1.3)

Proof. We follow [Chr15] (see also [Wal84, Section 12.5]). The proof is local, and
the computations are made with respect to normal coordinates (x0, . . . , xn). First
of all, since K is a Killing field, from LKγ = 0 it follows

∇αKβ = −∇βKα . (2.1.4)

Moreover, from the definition (2.1.2) of surface gravity, we compute

κKα = −1
2
∇α(KβKβ) = −Kβ∇αKβ . (2.1.5)
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To proceed in the computations, we need one last identity, which is the Frobenius
formula

Kα∇βKη + Kβ∇ηKα + Kη∇αKβ − Kα∇ηKβ − Kβ∇αKη − Kη∇βKα = 0 . (2.1.6)

To prove this identity, let us choose coordinates so that the hypersurface S
coincides with the zero level set of a function f . Since we have shown that K is
orthogonal to S, we have

K = h∇ f , on S ,

for a certain function h. In particular, for any α = 1, . . . , n we have that the func-
tion Kα − h∇α f is zero on S, hence its gradient ∇(Kα − h∇α f ) is perpendicular
to S, and in particular it is a multiple of K. It follows that, on S, it holds

∇αKβ = ∇αh∇β f + h∇2
αβ f + KαZβ =

1
h

Kβ∇αh + h∇2
αβ f + KαZβ

for some vector field Z. Notice that the first and third term on the right hand
side are multiple of K whereas the second term is symmetric. It follows that,
substituting this expression in the left hand side of (2.1.6), everything vanishes.
This establishes formula (2.1.6).

Now we have all the tools to prove our proposition. We start by noticing
that (2.1.6) can be rewritten using (2.1.4) as

Kη∇αKβ = −Kα∇βKη − Kβ∇αKη

Contracting the equation above with ∇αKβ, and using (2.1.4) and (2.1.5) we
obtain

Kη(∇αKβ)(∇αKβ) = −Kα(∇αKβ)(∇βKη)− Kβ(∇αKβ)(∇αKη)

= −Kα(∇αKβ)(∇βKη)− Kβ(∇βKα)(∇αKη)

= −2Kα(∇αKβ)(∇βKη)

= 2κ Kβ∇βKη

= −2κ2 Kη .

This implies that (∇αKβ)(∇αKβ) = −2κ2, as wished.

Another notion of great importance in the study of spacetimes is that of
bifurcate Killing horizon. This is defined as the union of a codimension-2 smooth
submanifold S and four Killing horizons generated by the null geodesics de-
parting from S in the four distinct null directions orthogonal to S. The surface
gravity of each of the four Killing horizons is defined and can be computed using
formula (2.1.2) or (2.1.3). Moreover, looking at the limit when one approaches
the codimension-2 submanifold, one proves that the four Killing horizons have
the same surface gravity. One can then define this common value as the sur-
face gravity of the bifurcate Killing horizon. Furthermore, one can actually
prove that the surface gravity of a bifurcate Killing horizon is always different
from zero. The proof is again based on nice formulæ exploiting the properties
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of Killing vector fields and it remains valid in very general settings, see for
instance [KW91], [RW96] or the survey [Chr15].

It should be noticed that the value of κ in (2.1.2) and (2.1.3) changes when
we rescale the Killing vector K. Therefore, for the notion of surface gravity to be
of some interest, one has to fix the normalization of the Killing vector in some
canonical way. In the next subsection we will specify the normalizations for the
cases of interest for this work.

2.1.3 Static Einstein System.
A spacetime (X, γ) is said to be static if it admits a global irrotational timelike

Killing vector field. This implies that the spacetime splits as

X = R×M , γ = −u2dt⊗ dt + g0 ,

where (M, g0) is a n-dimensional Riemannian manifold and u : M → R is a
smooth function. It follows from [Bes08, Corollary 9.107] that identity (2.1.1)
holds if and only if u satisfies the Static Einstein System

u Ric = D2u +
2Λ

n− 1
u g0, in M,

∆u = − 2Λ
n− 1

u, in M,
(2.1.7)

where Ric, D, and ∆ represent the Ricci tensor, the Levi-Civita connection, and
the Laplace-Beltrami operator of the metric g0, respectively. If the boundary ∂M
is non-empty, we will always assume that it coincides with the zero level set of
u, so that, in particular, u is strictly positive in the interior of M. In the rest of
the work the metric g0 and the function u will be referred to as static metric and
static potential, respectively, whereas the triple (M, g0, u) will be called a static
solution.

In what follows, we will be interested in the classification of static solutions
up to isometry. Although this is a natural notion, to avoid ambiguities we prefer
to specify exactly its meaning in the present setting.

Definition 2.1.2. Let (M, g0, u) and (M′, g′0, u′) be two static triples.

• We say that (M, g0, u) and (M′, g′0, u′) are isometric if there exists a (Rie-
mannian) isometry F : (M, g0)→ (M′, g′0) such that, up to a normalization
of u, it holds u = u′ ◦ F.

• We say that (M, g0, u) is a covering of (M′, g′0, u′) if there exists aRiemannian
covering F : (M, g0) → (M′, g′0) such that, up to a normalization of u, it
holds u = u′ ◦ F.

We now list some of the basic properties of static solutions.

• Concerning the regularity of the function u, we know from [Chr05, zH70]
that u is analytic. This means that the results shown in Subsection 1.1.4
apply. In particular, the critical values of the static potential u are discrete
and the critical set is a stratified (n− 1)-dimensional submanifold.
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• Taking the trace of the first equation and substituting the second one, it is
immediate to deduce that the scalar curvature of the metric g0 is constant,
and more precisely it holds

R = 2Λ . (2.1.8)
In particular, we observe that choosing a normalization for the cosmological
constant corresponds to fixing a scale for the metric g0.

• The boundary ∂M = {u = 0}, if nonempty, satisfies some relevant proper-
ties. First of all, from (2.1.7) we have that D2u = 0 on ∂M, and from this
follows that the quantity |Du| is locally constant on ∂M. Furthermore, the
constant value of |Du| on every connected component of ∂M cannot be zero.
In fact, if |Du| were zero on one connected component of ∂M, then, shooting
geodesics from a point p of that component and then solving the Cauchy
problem given by the first equation in (2.1.7) and the initial conditions
u(p) = Du(p) = 0, one would find that u ≡ 0, on any geodesic. Therefore,
we would have u ≡ 0 on the whole M, against the hypothesis that u is
positive in the interior. This proves that the level set ∂M = {u = 0} is
regular, and in particular we can use formula (1.1.12) to deduce that the
second fundamental form of the components of ∂M is zero. It follows that
∂M is a (possibly disconnected) totally geodesic hypersurface in (M, g0).
The connected components of ∂M will be referred to as horizons.

• The constant value of |Du| on a given connected component of the boundary
can be interpreted as the surface gravity of that horizon. This definition is
coherent with the one given for Killing horizons in Subsection 2.1.2, as it
will be discussed in the next subsection. In this regard, it is important to
notice that on one hand the equations in (2.1.7) are invariant by rescaling
of the static potential, whereas on the other hand the value of |Du| heavily
depends on such a choice. Hence, in order to deal with meaningful objects,
one needs to remove this ambiguity, fixing a normalization of the function
u. This is done in different ways, depending on the sign of the cosmological
constant as well as on some natural geometric assumptions.

– In the case where Λ > 0 and M is compact, which is the one we are
more interested in, we will define the surface gravity of an horizon
S ⊂ ∂M as the quantity

κ(S) =
|Du||S

maxM u
.

This definition coincides with the one suggested in [BH96, PK17]. Of
course, up to normalize u in such a way that maxM u = 1, the above
definition reduces to κ(S) = |Du||S .

– In the case where Λ = 0 and (M, g0, u) is asymptotically flat with
bounded static potential, the surface gravity of an horizon S ⊂ ∂M is
defined as

κ(S) =
|Du||S

supM u
. (2.1.9)
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Again, under the usual normalization supM u = 1, the above definition
reduces to κ(S) = |Du||S .

– In the case where Λ < 0 and (M, g0, u) is a conformally compact static
solution (see Definition 2.4.1 below), such that the scalar curvature
R∂∞ M of the metric induced by (the smooth extension of) g = u−2g
on the boundary at infinity ∂∞ M is constant and nonvanishing, the
surface gravity of an horizon S ⊂ ∂M is defined as

κ(S) =
|Du||S√∣∣∣∣ n R∂∞ M

2(n− 2)Λ

∣∣∣∣
.

In this case, according to [CS01, Section VII], a natural normaliza-
tion for the static potential is the one for which, under the above
assumptions, one has that the constant value of

∣∣R∂∞ M
∣∣ coincides

with −2(n− 2)Λ/n. Having fixed this value, the surface gravity can
be computed as κ(S) = |Du||S .

2.1.4 Surface gravity on static spacetimes.
In Subsection 2.1.2 we have introduced the notion of surface gravity of a

Killing horizon, whereas in Subsection 2.1.3 we have given a different definition
in the static case. Here we show that the two definitions are coherent.

Let (M, g0, u) be a solution to problem (2.1.7) such that u = 0 on ∂M. We
have already observed that any such triple defines a spacetime

(X, γ) =
(
R× (M \ ∂M),−u2dt⊗ dt + g0

)
.

In this case, there is a canonical choice of a Killing vector field, that is

K =
∂

∂t
.

If it were possible to extend the spacetime (X, γ) beyond its boundary R× ∂M,
we would have that the connected components of R× ∂M are Killing horizons.
In fact, they would be null hypersurfaces invariant under the flow of K, and
such that |K|2γ = −u2 = 0 on them. However, notice that, in our coordinates, the
metric γ becomes degenerate on R× ∂M and it is not clear in general how to
perform a change of coordinates in a neighborhood of R× ∂M in such a way that
γ remains Lorentzian. This change of coordinates can be made explicit in some
specific cases. For instance, the Kruskal coordinates extend the Schwarzschild
metric (2.3.3), in such a way that the set {|x| = r0(m)} becomes a bifurcate
Killing horizon (see for instance [Chr15, Section 1.2.3] for the details). More
generally, similar coordinates can be constructed under the hypothesis that
the triple (M, g0, u) is rotationally symmetric, see [Wal70]. However, to the
author’s knowledge, there is not a general way to perform such an extension for
an arbitrary static spacetime. For this reason, in general, it is not convenient to
use identity (2.1.2) to compute the surface gravity of a component of R× ∂M.
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On the other hand, formula (2.1.3) is far easier to apply. In fact, the metric
γ and the Killing vector being smooth, we can compute |∇K|2γ on X, and then
take the limit as we approach the boundary R× ∂M to compute the surface
gravity. To this end, we introduce coordinates (x1, . . . , xn) on an open set of M,
so that (x0 := t, x1, , . . . , xn) are coordinates on an open set of X = R×M. In the
following computations, we will use greek letters for indices that vary between 0
and n, and latin letters for indices that vary from 1 to n. With these conventions,
one has Kα = δα

0 , whereas the Christoffel symbols of γ satisfy

Γβ
0α =

γβη

2
(
∂0γαη + ∂αγ0η − ∂ηγ0α

)
=



∂αu
u

if α 6= 0, β = 0 ,

u gβη
0 ∂ηu if α = 0, β 6= 0 ,

0 otherwise .

Now we compute
∇αKβ = ∂αKβ + Γβ

αηKη = Γβ
0α ,

hence

|∇K|2γ = γαη γβµ∇αKβ∇ηKµ

= γαη γβµ Γβ
0α Γµ

0η

=

[
− 1

u2 g0 jq (u g0
jr ∂ru) (u g0

qs ∂su)− u2 g0
ip ∂iu

u
∂pu
u

]
= −2 |Du|2 .

If S is a connected component of R× ∂M, taking the limit of formula (2.1.3) as
we approach S, we obtain

κ(S) = |Du||S , (2.1.10)

as expected. Formula (2.1.10) justifies in some sense the canonical normaliza-
tions introduced in Subsection 4.1.1, that is, maxM u = 1 for Λ > 0, supM u = 1
for Λ = 0, R∂∞ M = −2(n− 2)Λ/n if Λ < 0. In fact, these normalizations are the
ones under which the surface gravity of an horizon S, coincides precisely with
|Du||S .

It is also worth mentioning that in the static case we can give a further
physical interpretation of the notion of surface gravity. Roughly speaking the
idea is to consider an observer sitting far away from the horizon so that its
measurement of the gravitational field must be corrected by a suitable time
dilation factor, giving rise to a finite number. Such a number turns out to be
related to the mass of the black hole and allows to distinguish between black
holes of large mass and black holes with small mass. Thus, it can reasonably be
interpreted as the surface gravity of the black hole. For further insights about
the physical meaning of this concept, we refer the reader to [Wal84, Section 12.5].

Having this in mind, it is not surprising that the behavior of |Du|, either
at the horizons or along the geometric ends of a static solution, can be put in
relation with the mass aspect of the solution itself. We will come back to this
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point in Section 2.3.2, where we will show that the ADM mass of asymptotically
flat static solutions of (2.1.7) can be explicitly computed in terms of the quantity
|Du|. This will provide our motivation for the definition of the virtual mass of
compact static solutions with Λ > 0, which will be given in Chapter 3.

2.2 Warped product solutions
One of the first ways of finding exact solutions to system (2.1.7) has been to

assume that the Riemannian manifold (M, g0) had a warped product structure.
The reason for this is twofold. First of all, these solutions represent the simplest
solutions to problem (2.1.7) and they can be computed explicitly. Another reason
comes from the following well known characterization of locally conformally flat
solutions, proved independently by Kobayashi and Lafontaine.

Theorem 2.2.1 ([Kob82, Laf83]). Let (M, g0, u) be a locally conformally flat so-
lution to problem (2.1.7). Then (M, g0, u) is covered by a warped product solution
of the form

M = I × E , g0 = dρ⊗ dρ + f 2(ρ) gE , u = v(ρ) ,

where (E, gE) is a (n− 1)-dimensional Riemannian manifold, I ⊂ R is an inter-
val and f : I → R and v : I → R are smooth positive functions.

In this section we follow the analysis in [Kob82] and we classify all the
possible warped product solutions. We start by studying the easiest case, that is
the case of product solutions.

Theorem 2.2.2 (Classification of product solutions). Let (M, g0, u) be a solution
to the Static Einstein System (2.1.7) such that u = 0 on ∂M and u > 0 in the
interior of M. Suppose that (M, g0, u) is isometric to a triple of the form

M = I × E , g0 = dρ⊗ dρ + k2 gE , u = v(ρ) , (2.2.1)

where (E, gE) is a (n − 1)-dimensional Riemannian manifold, I ⊂ R is an in-
terval, v : I → R is a smooth positive function and k > 0 is a constant. Then
necessarily (E, gE) is an Einstein manifold and up to rescaling we can suppose
RicgE = 0 or RicgE = (n− 2)gE or RicgE = −(n− 2)gE. Moreover

(i) if Λ = 0 then RicgE = 0 and (M, g0, u) is isometric to one of the following
triples

(R× E , dr⊗ dr + gE , 1) ,
([0,+∞)× E , dr⊗ dr + gE , r) ,

(ii) if Λ > 0 then RicgE = (n− 2)gE, and (M, g0, u) is isometric to the following
triple (

[0, π]× E ,
n− 1
2Λ

[dr⊗ dr + (n− 2)gE] , sin(r)
)

,
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(iii) if Λ < 0 then RicgE = −(n− 2)gE, and (M, g0, u) is isometric to one of the
following triples(

[0,+∞)× E , −n− 1
2Λ

[dr⊗ dr + (n− 2)gE] , sinh(r)
)

,(
R× E , −n− 1

2Λ
[dr⊗ dr + (n− 2)gE] , cosh(r)

)
,(

R× E , −n− 1
2Λ

[dr⊗ dr + (n− 2)gE] , er
)

,

Proof. Since (M, g0) is a product manifold, it is clear that also the Ricci tensor
splits. This means that, for any p ∈ M

Ric(X, Y)|p =


RicgI (X, Y)|p if X ∈ Tp I, Y ∈ Tp I ,

RicgE(X, Y)|p , if X ∈ TpE, Y ∈ TpE ,

0 , if X ∈ Tp I, Y ∈ TpE ,

where we have denoted by gI = dr ⊗ dr the metric on I, and by Tp I and TpE
the tangent spaces at p to I and E respectively, considered with their natural
inclusions inside Tp M. Moreover, since I is 1-dimensional, we have RicgI ≡ 0. It
follows that the first equation in system (2.1.7) rewrites as

v RicgE =
2Λ

n− 1
v k2 gE ,

0 = v̈ +
2Λ

n− 1
v ,

whereas the second equation in (2.1.7) on the laplacian is just redundant. We
distinguish three cases depending on the sign of Λ:
Case Λ = 0. From the equations above we obtain that E is Ricci flat and that

v is an affine function, that is, v = aρ + b with a, b ∈ R and at least one
between a and b different from zero. Up to rescaling gE, we can suppose
that k = 1. If a 6= 0 we can consider the new coordinate r = aρ + b, so that
we have v = r. If instead a = 0, then v is constant, and up to rescaling
it, we can set v = 1. In the first case (v = r), since we want u > 0 in M
and u = 0 on ∂M we have M = [0,+∞)× E. In the second case (v = 1)
the function u is constant and never zero, hence the manifold M has no
boundary and M = R× E.

Case Λ > 0. The system above gives

RicgE =
2Λ

n− 1
k2 gE ,

v = A sin

(√
2Λ

n− 1
ρ

)
+ B cos

(√
2Λ

n− 1
ρ

)
,

(2.2.2)

where A, B ∈ R are constants. Up to rescaling gE and u, we can set k2 =
(n− 1)(n− 2)/(2Λ), so that RicgE = (n− 2)gE, and

√
A2 + B2 = 1. It follows
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that there exists an angle θ ∈ [0, 2π] such that cos θ = A and sin θ = −B,
and

v = sin

(√
2Λ

n− 1
ρ + θ

)
.

We can now consider the new coordinate r =
√

2Λ/(n− 1) ρ, so that we get
v = sin(r). In particular, we have M = [0, π]× E.

Case Λ < 0. From the two equations in the system we get

RicgE =
2Λ

n− 1
k2 gE ,

v = A sinh

(√
− 2Λ

n− 1
ρ

)
+ B cosh

(√
− 2Λ

n− 1
ρ

)
,

(2.2.3)

where A, B ∈ R are constants. Analogously to the case Λ > 0, we can
rescale gE so that k2 = (n− 1)(n− 2)/(−2Λ) and RicgE = −(n− 2)gE. In
order to find nicer expressions for the function v, we have to distinguish
three cases:

• if |B| > |A|, we first observe that B cannot be negative. In fact, other-
wise we would have u = v(ρ) < 0 for all ρ, and we are not interested in
these kind of solutions. Therefore, we can find a value θ ∈ R such that
cosh θ = B/

√
B2 − A2 and sinh θ = A/

√
B2 − A2. With this choice of

θ, the function v rewrites as

v =
√

B2 − A2 cosh

(√
− 2Λ

n− 1
ρ + θ

)
.

Up to a rescaling of v and setting r =
√
−2Λ/(n− 1) ρ, we can then

achieve v = cosh(r). In particular, v is positive everywhere and so
M = R× E.

• if |A| > |B|, then we can find a value θ ∈ R such that cosh θ =
A/
√

A2 − B2 and sinh θ = B/
√

A2 − B2. The function v can then be
written as

v =
√

A2 − B2 sinh

(√
− 2Λ

n− 1
ρ + θ

)
,

and as usual up to a rescaling of v and a change to a new appropriate
coordinate r we can make it so that v = sinh(r). It follows that the
manifold M has to be chosen as M = [0,+∞)× E.

• if |A| = |B|, then again we necessarily have B > 0, otherwise v < 0 for
all ρ. Moreover, up to change the sign of ρ, we can also suppose A > 0.
Finally, rescaling u and changing to a new coordinate r, we can make
it so that v = sinh(r) + cosh(r) = er. In particular, v is positive for all
r ∈ R, hence M = R× E.
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This concludes the analysis of all the possible static solutions satisfying the
hypotheses of Theorem 2.2.2.

Now we pass to the classification of the warped product solutions with non-
costant warping factor, that is, we want to find all solutions of the form

M = I × E , g0 = dρ⊗ dρ + f 2(ρ) gE , u = v(ρ) . (2.2.4)

Before stating the result, it is convenient to begin with some preliminary com-
putations. Since we are requiring that f is not constant, there exists at least a
value of ρ such that ḟ 6= 0, where ḟ is the first derivative of f . In particular, in a
neighborhood J ⊂ I of that value, we can consider the new coordinate r = f (ρ).
With respect to r, in J × E the metric g0 rewrites as

g0 =
dr⊗ dr

V(r)
+ r2 gE , where V(r) = ḟ 2( f−1(ρ)) . (2.2.5)

This new coordinate system will help to simplify the following computations.
Notice that formula (2.2.5) ceases to be valid when V(r) = 0, which corresponds,
in the old coordinate, to ḟ (ρ) = 0. However, later we will see that u and V
are necessarily related by u2 = V. In particular, V is zero if and only if u is
zero, which means that V = 0 only on ∂M. Therefore, a posteriori, ḟ will be
seen to be different from zero in the interior of M, hence J = I, that is, our
change of coordinates is defined on the whole M. With respect to a metric of the
form (2.2.5), using the formulæ for the Ricci tensor of a warped product shown
in [Bes08, Proposition 9.106], system (2.1.7) rewrites as

v RicgE −
[

1
2

rV̇ + (n− 2)V
]

v gE =

(
rVv̇ +

2Λ
n− 1

v r2
)

gE ,

− n− 1
2

vV̇
r

= Vv̈ +
1
2

V̇v̇ +
2Λ

n− 1
v ,

Vv̈ +

[
(n− 1)

V
r
+

1
2

V̇
]

v̇ = − 2Λ
n− 1

v ,

From the first equation we deduce that RicgE is necessarily proportional to gE,
that is, (E, gE) is Einstein. On the other hand, combining the second and third
equalities, we obtain that the functions v, V satisfy

V̇ v − 2 V v̇ = 0 , or equivalently d
dr

(log V) =
V̇
V

= 2
v̇
v

=
d
dr

(log(v2)) ,

from which we deduce that, up to a normalization of v, it holds v =
√

V. Substi-
tuting in the second or third equation in the system, we find

V̈ +
n− 1

r
V̇ +

4Λ
n− 1

= 0 ,

and this differential equation can be explicitly solved, giving

V = k− 2Λ
n(n− 1)

r2 − 2mr2−n , (2.2.6)
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with k, m ∈ R constants. Now we turn back to the first equation. Putting all
these new informations inside it, we find

RicgE = (n− 2) k gE .

Of course we can also rescale gE in such a way that k is equal to 0, +1 or −1,
depending on its sign. Moreover, notice that our solutions have a singularity
when r = 0. In fact, the restriction of the metric g0 to the slice E is r2gE, thus
the metric becomes singular as we approach r = 0. The same holds for u and
V, because the term −2mr2−n diverges as r → 0. For this reason, the connected
interval of definition of the coordinate r cannot contain zero. Therefore, up to
change the sign of r, we can suppose r > 0. It is clear that the behavior of V and
g0 depends on the signs of Λ, k, m. We are now ready to state our classification
results. In order to simplify the formulæ, it is convenient to introduce the
following notation. According to (2.2.6), given three constants k, Λ, m ∈ R we
will denote by VΛ

k,m the function

VΛ
k,m(r) = k− 2Λ

n(n− 1)
r2 − 2mr2−n .

Since the list of solutions is rather long, we will separate the three cases Λ =
0, Λ < 0, Λ > 0. The proof is essentially just an analysis of all the possible
combinations of m(>,=,< 0) and k(= +1, 0,−1).

Theorem 2.2.3 (Classification of Warped Product Solutions, case Λ = 0). Let
(M, g0, u) be a solution to the Static Einstein System (2.1.7) such that u = 0 on
∂M and u > 0 in the interior of M. Suppose that (M, g0, u) is isometric to a triple

M = I × E , g0 = dρ⊗ dρ + f 2(ρ) gE , u = v(ρ) ,

where (E, gE) is a (n − 1)-dimensional Riemannian manifold, I ⊂ R is an in-
terval and f : I → R and v : I → R are smooth positive functions with f not
constant. Then necessarily (E, gE) is an Einstein manifold and up to rescaling
we can suppose RicgE = 0 or RicgE = (n− 2)gE or RicgE = −(n− 2)gE. We distin-
guish three cases depending on the sign of RicgE :

• if RicgE = 0 then (M, g0, u) is isometric to the triple(
(0,+∞)× E ,

dr⊗ dr
V0

0,m
+ r2gE ,

√
V0

0,m

)
, with m < 0 ,

• if RicgE = (n− 2)gE then (M, g0, u) is isometric to one of the following triples([
(2m)

1
n−2 ,+∞

)
× E ,

dr⊗ dr
V0

1,m
+ r2gE ,

√
V0

1,m

)
, with m > 0 ,(

(0,+∞)× E ,
dr⊗ dr

V0
1,m

+ r2gE ,
√

V0
1,m

)
, with m ≤ 0 ,
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• if RicgE = −(n− 2)gE then (M, g0, u) is isometric to the triple((
0, (−2m)

1
n−2

)
× E ,

dr⊗ dr
V0
−1,m

+ r2gE ,
√

V0
−1,m

)
, with m < 0 .

Proof. With respect to the change of coordinates r = f (ρ) introduced in (2.2.5),
the computations above tell us that necessarily

g0 =
dr⊗ dr

V(r)
+ r2gE , u = v(r) =

√
V(r) , with V(r) = k− 2mr2−n .

The behavior of the function V changes depending on the sign of k and m, so we
distinguish different cases, depending on whether k = +1, 0,−1, m >,=,< 0.

• If m = 0 then, in order for V to be positive, we necessarily have k = 1, and
we obtain the solution

u = v(r) = 1, g0 = dr⊗ dr + r2gE ,

with RicgE = (n− 2)gE. This solution is well defined for all r > 0, hence
M = (0,+∞)× E.

• If m > 0, then the cases k = 0,−1 are not admissible, because V would
be negative for all r > 0. Therefore k = 1 and we have the solution
V(r) = 1 − 2mr2−n, which is only defined on M = [r0,+∞) × E, where
r0 = (2m)1/(n−2). It is easily seen that the obtained metric

g0 =
dr⊗ dr

V(r)
+ r2gE ,

which is a priori defined only in the interior of M because V(r0) = 0, extends
up to the boundary. In fact, one can easily check that V̇(r0) 6= 0, hence the
function V can be rewritten as V(r) = χ(r) · (r− r0), where χ is a function
such that χ(r0) 6= 0. Turning back to the original coordinate ρ = f−1(r),
recalling the relation ḟ 2(ρ) = V(r), one computes that the function f near
f−1(r0) expands as

f (ρ) = r0 +
1
4

χ(r0) ρ2 + o(ρ2) .

In particular, we have f (0) = r0, so the metric g0 is defined for all ρ ∈
[0,+∞), and it behaves near {r = r0} = {ρ = 0} as

g0 = dρ⊗ dρ + r2
0 gE .

It is now clear that the metric g0 is defined on M = [r0,+∞)× E, and it
induces the metric r2

0 gE on the boundary ∂M = {r0} × E.

• If m < 0, we distinguish three cases depending on the sign of k

– if k = 0, we have that V is positive for r > 0, hence M = (0,+∞)× E.
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– if k = +1, then V = 1− 2mr2−n is positive for all r > 0, hence M =
(0,+∞)× E.

– if k = −1, then V = −1 − 2mr2−n is positive for r ∈ (0, r0), with
r0 = (−2m)1/(n−2), hence M = (0, r0]× E. Proceeding as in the case
m > 0 above, one can show that the metric g0 given by (2.2.5) with
respect to these choices of m, k, V, extends smoothly up to the boundary
∂M = {r0} × E.

This concludes the characterization in the case Λ = 0.

Theorem 2.2.4 (Classification of Warped Product Solutions, case Λ > 0). Let
(M, g0, u) be a solution to the Static Einstein System (2.1.7) such that u = 0 on
∂M and u > 0 in the interior of M. Suppose that (M, g0, u) is isometric to a triple
of the form

M = I × E , g0 = dρ⊗ dρ + f 2(ρ) gE , u = v(ρ) ,

where (E, gE) is a (n − 1)-dimensional Riemannian manifold, I ⊂ R is an in-
terval and f : I → R and v : I → R are smooth positive functions with f not
constant. Then necessarily (E, gE) is an Einstein manifold and up to rescaling
we can suppose RicgE = 0 or RicgE = (n− 2)gE or RicgE = −(n− 2)gE. We distin-
guish three cases depending on the sign of RicgE :

• if RicgE = 0 then (M, g0, u) is isometric to the triple((
0,
∣∣∣∣n(n− 1)m

Λ

∣∣∣∣ 1
n
]
× E ,

dr⊗ dr
VΛ

0,m
+ r2gE ,

√
VΛ

0,m

)
, with m < 0 ,

• if RicgE = (n− 2)gE then (M, g0, u) is isometric to one of the following triples(
[r−(m), r+(m)]× E ,

dr⊗ dr
VΛ

1,m
+ r2gE ,

√
VΛ

1,m

)
, with 0 < m < m̄ ,(

(0, r0(m)]× E ,
dr⊗ dr

VΛ
1,m

+ r2gE ,
√

VΛ
1,m

)
, with m ≤ 0 ,

where, for any m ≤ 0 the value r0(m) is the unique positive solution to

1− 2Λ
n(n− 1)

r2
0(m)− 2mr2−n

0 (m) = 0 ,

whereas for m > 0 the numbers 0 < r−(m) < r+(m) are the two positive
solutions to

1− 2Λ
n(n− 1)

r2
±(m)− 2mr2−n

± (m) = 0 ,

which only exist when

m < m̄ :=
1
n

[
(n− 1)(n− 2)

2Λ

] n−2
2

,
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• if RicgE = −(n− 2)gE then (M, g0, u) is isometric to the triple(
(0, r1(m)]× E ,

dr⊗ dr
VΛ
−1,m

+ r2gE ,
√

VΛ
−1,m

)
, with m < 0 ,

where for any m < 0 the value r1(m) is the unique positive solution to

−1− 2Λ
n(n− 1)

r2
1(m)− 2mr2−n

1 (m) = 0 .

Proof. With respect to the change of coordinates r = f (ρ) discussed above, we
have

g0 =
dr⊗ dr

V(r)
+ r2gE , u =

√
V(r) , with V(r) = k− 2Λ

n(n− 1)
r2 − 2mr2−n ,

and we have to study the function V depending on the choices of k = +1, 0,−1
and m >,=,< 0.

• If k = 0, then m has to be negative, otherwise V would be nonpositive for
all r > 0. For m < 0, we have that V is nonnegative when 0 < r ≤ r0, with

r0 =

[
−n(n− 1)m

Λ

] 1
n

.

With these choices, the metric g0 is defined on the whole M = (0, r0]× E,
and extends smoothly up to the boundary {r0} × E as usual.

• If k = −1, then again we need m < 0 in order for V to be positive for some
values of r. If m < 0, then V is positive in M = (0, r0]× E, where r0 is the
unique positive solution to

−1− 2Λ
n(n− 1)

r2
0 − 2mr2−n

0 = 0 .

Again, the metric g0 obtained through (2.2.5) extends up to the boundary
of M.

• If k = 1, then we have to distinguish two cases depending on the sign of m.

– If m > 0, then one can compute that the equation

1− 2Λ
n(n− 1)

r2 − 2mr2−n = 0 ,

has two positive solutions r− ≤ r+ if and only if m < m̄, where

m̄ =
1
n

[
(n− 1)(n− 2)

2Λ

] n−2
2

.

Therefore, for 0 < m < m̄ we have that V is positive in M = [r−, r+]× E,
whereas if m ≥ m+, the function V is everywhere nonpositive.



2.2. WARPED PRODUCT SOLUTIONS 53

– If m ≤ 0, then the function V is positive in 0 < r ≤ r0, where r0 is the
unique positive solution of

1− 2Λ
n(n− 1)

r2
0 − 2mr2−n

0 = 0 .

In the case m = 0, r0 can be explicitated as

r0 =

√
n(n− 1)

2Λ
.

Theorem 2.2.5 (Classification of Warped Product Solutions, case Λ < 0). Let
(M, g0, u) be a solution to the Static Einstein System (2.1.7) such that u = 0 on
∂M and u > 0 in the interior of M. Suppose that (M, g0, u) is isometric to a triple
of the form

M = I × E , g0 = dρ⊗ dρ + f 2(ρ) gE , u = v(ρ) ,

where (E, gE) is a (n − 1)-dimensional Riemannian manifold, I ⊂ R is an in-
terval and f : I → R and v : I → R are smooth positive functions with f not
constant. Then necessarily (E, gE) is an Einstein manifold and up to rescaling
we can suppose RicgE = 0 or RicgE = (n− 2)gE or RicgE = −(n− 2)gE. We distin-
guish three cases depending on the sign of RicgE :

• if RicgE = 0 then (M, g0, u) is isometric to one of the following triples

([∣∣∣∣n(n− 1)m
Λ

∣∣∣∣ 1
n

,+∞

)
× E ,

dr⊗ dr
VΛ

0,m
+ r2gE ,

√
VΛ

0,m

)
, with m > 0 ,(

(0,+∞)× E ,
dr⊗ dr

VΛ
0,m

+ r2gE ,
√

VΛ
0,m

)
, with m ≤ 0 ,

• if RicgE = (n− 2)gE then (M, g0, u) is isometric to one of the following triples(
[r1(m),+∞)× E ,

dr⊗ dr
VΛ

1,m
+ r2gE ,

√
VΛ

1,m

)
, with m > 0 ,(

(0,+∞)× E ,
dr⊗ dr

VΛ
1,m

+ r2gE ,
√

VΛ
1,m

)
, with m ≤ 0 ,

where we have denoted by r1(m), for any m > 0, the unique positive solution
of

1− 2Λ
n(n− 1)

r2
1(m)− 2mr2−n

1 (m) = 0 ,
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• if RicgE = −(n − 2)gE then (M, g0, u) is isometric to one of the following
triples(

[r+(m),+∞)× E ,
dr⊗ dr
VΛ
−1,m

+ r2gE ,
√

VΛ
−1,m

)
, with m > −m̄ ,(

(0, r−(m)]× E ,
dr⊗ dr
VΛ
−1,m

+ r2gE ,
√

VΛ
−1,m

)
, with − m̄ < m < 0 ,((

(nm̄)
1

n−2 ,+∞
)
× E ,

dr⊗ dr
VΛ
−1,−m̄

+ r2gE ,
√

VΛ
−1,−m̄

)
,((

0, (nm̄)
1

n−2

)
× E ,

dr⊗ dr
VΛ
−1,−m̄

+ r2gE ,
√

VΛ
−1,−m̄

)
,(

(0,+∞)× E ,
dr⊗ dr
VΛ
−1,m

+ r2gE ,
√

VΛ
−1,m

)
, with m < −m̄ ,

where we have set

m̄ =
1
n

∣∣∣∣ (n− 1)(n− 2)
2Λ

∣∣∣∣ n−2
2

,

and we have denoted by r+(m), for any m > −m̄, the biggest positive solution of

−1− 2Λ
n(n− 1)

r2
+(m)− 2mr2−n

+ (m) = 0 .

In case there is another positive solution of the equation above (this happens for
−m̄ < m < 0), we have denoted it by r−(m).

Proof. Again, with respect to the change of coordinates r = f (ρ), we have shown
before that necessarily

g0 =
dr⊗ dr

V(r)
+ r2gE , u =

√
V(r) , with V(r) = k− 2Λ

n(n− 1)
r2 − 2mr2−n .

We now study the possible combinations of signs of k and m. We first distinguish
depending on k.

• If k = 0, we have
V = − 2Λ

n(n− 1)
r2 − 2mr2−n .

If m ≤ 0, this solution is defined on the whole M = (0,+∞)× E. If m > 0,
then V is nonnegative only for r > r0, where

r0 =

[
−n(n− 1)m

Λ

] 1
n

.

• If k = +1, then
V = 1− 2Λ

n(n− 1)
r2 − 2mr2−n ,
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which is positive on the whole M = (0,+∞)× E if m ≤ 0. If m > 0, then V
is nonnegative only for r ≥ r0, where r0 is the positive solution of

1− 2Λ
n(n− 1)

r2
0 − 2mr2−n

0 = 0 .

In this case we are not able to provide an explicit formula for r0.

• If k = −1, then
V = −1− 2Λ

n(n− 1)
r2 − 2mr2−n .

If m ≥ 0, then V is positive for r ≥ r0, where r0 is the only positive solution
to

−1− 2Λ
n(n− 1)

r2
0 − 2mr2−n

0 = 0 .

If m < 0, we have to distinguish three cases, depending on whether m is
less than, equal to or greater than −m̄, with

m̄ =
1
n

[
− (n− 1)(n− 2)

2Λ

] n−2
2

.

– If m < −m̄, then one can check that V is always positive for r > 0,
hence our solution is defined on the whole M = (0,+∞)× E.

– If m > −m̄, then V(r) = 0 has two positive solutions r−(m) < r+(m)
and V is nonnegative when 0 < r ≤ r− and when r > r+. Therefore, we
have two choices for the manifold M, that is, we can set M = (0, r−]× E
or M = [r+,+∞)× E. In both cases, the metric g0 defined by (2.2.5)
extends up to the boundaries {r−} × E and {r+} × E in the usual way.

– If m = −m̄, then V is always nonnegative, but it has a zero at

r0 =

[
−n(n− 1)(n− 2)m̄

2Λ

] 1
n

=

√
− (n− 1)(n− 2)

2Λ
.

Therefore, we have again two choices for the manifold M. We can set
M = (0, r0)× E or M = (r0,+∞)× E. However, notice that, contrarily
to the case m > m̄, in the case m = m̄ the metric does not extend up to
the boundary. An easy but indirect way to see this is by observing that,
if g0 could be extended up to the boundary, then that boundary would
have surface gravity |Du| = 0, and this is impossible as discussed in
Subsection 2.1.4. Amore direct way of seeing it is to observe that, since
in this case the derivative of V with respect to r annihilates at r0 (but
not its second derivative, as one can check), then V can be rewritten as
V(r) = χ(r)(r− r0)2, where χ is a function with χ(r0) 6= 0. Returning
to the old coordinate ρ = f−1(r), and recalling that ḟ 2(ρ) = V(r), we
see that f behaves near f−1(r0) as

f (ρ) = r0 + eρ .
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In particular, the value r = r0 corresponds to the limit ρ→ −∞. From
this one easily deduces that the geodesics of M do not reach {r0} × E
in a finite time, hence {r0} × E has to be regarded as an end of the
manifold and not as a boundary.

This concludes the analysis of all the cases, and the classification of the warped
product solutions is now complete.

Looking at the list of solutions in Theorems 2.2.3, 2.2.5 and 2.2.4, one sees
that there are a number of triples with nonzero masses and with a singularity in
zero. For all these solutions, one can check that zero is in fact a naked singularity.
This means that the solution is metrically incomplete, that is, geodesics can
reach zero in a finite time, but the metric cannot be extended beyind it. The
inextensibility of the metric can be shown by observing that the function VΛ

k,m
behaves near r = 0 as r2−n, and using this information to compute that the
norm |Riem |2 of the Riemannian curvature tensor blows up as we approach the
singularity. In the rest of the paper we will concentrate on metrically complete
solutions, and for this reason we are going to ignore this family of solutions.

Among the listed solutions, there are also three triples with zero mass and
with RicgE = (n− 2)gE, which we write down here more explicitly(

(0,+∞)× E , dr⊗ dr + r2gE , 1
)

, with Λ = 0 ,((
0,

√
n(n− 1)

2Λ

]
× E ,

dr⊗ dr
1− 2Λ

n(n−1) r2
+ r2gE ,

√
1− 2Λ

n(n− 1)
r2

)
, with Λ > 0,

(
(0,+∞)× E ,

dr⊗ dr
1− 2Λ

n(n−1) r2
+ r2gE ,

√
1− 2Λ

n(n− 1)
r2

)
, with Λ < 0 .

These three metrics behave near r = 0 as dr ⊗ dr + r2gE. It follows that the
geodesics reach r = 0 in a finite time, but the metric on the second factor,
r2gE, becomes degenerate as we approach r = 0. Therefore, the metric above are
singular, except for one case: when E is isometric to the round sphere (Sn−1, gSn−1),
then we can see the metrics above as polar coordinates and add the point in the
center. In this way, the metrics above becomes complete, and we obtain the flat
space form when Λ = 0, the spherical space form when Λ > 0 and the hyperbolic
space form when Λ < 0.

Finally, in the case Λ < 0, there are two other solutions with m = 0, one with
RicgE = −(n− 2)gE, which we have already shown being metrically complete
during the proof of Theorem 2.2.5, and one with RicgE = 0 that we rewrite here(

(0,+∞)× E ,
dr⊗ dr
− 2Λ

n(n−1) r2
+ r2gE ,

√
− 2Λ

n(n− 1)
r2

)
.

One can easily check that the geodesics do not reach r = 0 in finite time, which
means that this solution does not have a naked singularity in r = 0. Hence, this
solution is metrically complete.
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2.3 Static solutions with Λ = 0

2.3.1 Statement of the problem and main solutions.
Let us start by rewriting system (2.1.7) in the case where Λ = 0. For simplic-

ity, we add the natural request that the boundary of the manifold is compact.
u Ric = D2u , in M ,

∆u = 0 , in M ,
u > 0 , in M \ ∂M ,
u = 0 , on ∂M ,

with ∂M compact . (2.3.1)

The manifold M is usually taken to be noncompact, but let us briefly address
the compact case. If M is compact, then ∂M = {u = 0} in necessarily empty. In
fact, otherwise, since u is harmonic, from the Maximum and Minimum Principle
we would deduce that u ≡ 0 on the whole M, against the hypothesis that u
is positive in the interior. Now that ∂M = ∅, arguing using the Mean Value
Property around a local maximum or minimum point, we obtain that necessarily
u is constant. Therefore, up to a normalization, we have u ≡ 1 on the whole M,
and from the first equation in (2.3.1) we obtain that (M, g0) is Ricci flat. Ricci
flat manifolds are fairly well understood, see for instance [FW74, FW75]. More
generally, we will see later (see Theorem 2.3.1) that any (compact or noncompact)
solution with empty boundary is Ricci flat.

Recalling the classification in Theorem 2.2.3, we now list all the possible
metrically complete warped product solutions of problem (2.3.1), and we discuss
them in some details.

• Minkowski solution (Flat Space Form).(
Rn , d|x| ⊗ d|x|+ |x|2gSn−1 , 1

)
(2.3.2)

It is easy to check that the metric g0, which a priori is well defined only in
M \ {0}, extends smoothly through the origin. This model solution has zero
mass and can be seen as the limit of the following Schwarzschild solutions,
when the parameter m→ 0+.

• Schwarzschild solutions.(
[r0(m),+∞)× E ,

dr⊗ dr
1− 2mr2−n + r2gE ,

√
1− 2mr2−n

)
with m > 0 and (En−1, gE) such that RicgE = (n− 2)gE .

(2.3.3)

Here, the so called Schwarzschild radius r0(m) = (2m)1/(n−2) is the only
positive solution to 1 − 2mr2−n = 0. It is not hard to check that both
the metric g0 and the function u, which a priori are well defined only in
the interior of M, extend smoothly up to the boundary. The solutions of
the form (2.3.3) were found by Schwarzschild [Sch03] just months after
the publication of Einstein’s theory of General Relativity, and they have
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an important hystorical meaning. In fact, they were the first nontrivial
example of static spacetimes and allowed to compute the exact precession
of Mercury, thus providing the first strong proof in support of General
Relativity.

• Boost solutions. (
[0,+∞)× E , dr⊗ dr + gE , r

)
with (En−1, gE) such that RicgE = 0 .

(2.3.4)

Usually E is taken to be a torus, so that the boundary ∂M = {0}× E is com-
pact. The Boost triples (2.3.4) are the simplest solutions to problem (2.3.1)
that are not asymptotically flat in the sense of Definition 2.3.2 below.

• Cylindrical solutions.(
(−∞,+∞)× E , dr⊗ dr + gE , 1

)
with (En−1, gE) such that RicgE = 0 .

(2.3.5)

These solutions are probably the less meaningful among this list. In fact, in
the 3-dimensional case (which is the most important from a physical point
of view) the pair (E, gE) is necessarily a flat torus, so that this solution is
just a quotient of the Minkowski solution (2.3.2).

Aside from the warped solutions described above, another important family
of solutions is that of the Myers/Korotkin-Nicolai black holes [Mye87, KN94].
These solutions are obtained by superposing along an axis an infinite number of
Schwarzschild black holes, separated by a fixed distance `. This way, one obtains
a periodic infinite triple, which can be seen to still be a solution to problem (2.3.1).
This periodic infinite solution is then quotiented by a translation of k` along
the axis (with k positive integer), obtaining solutions that are toroidals, with k
holes corresponding to the original Schwarzschild black holes, all separated by
a distance `.

2.3.2 Main properties.
The case Λ = 0 is the one where the strongest results are known. We will

discuss the main properties here. First of all, we recall the following strong
characterization of the case where M has empty boundary.

Theorem 2.3.1 (Uniqueness of Minkowski spacetime). Let (M, g0, u) be a solu-
tion to problem (2.3.1). If ∂M = ∅, then u ≡ 1 and (M, g0) is Ricci flat. In partic-
ular, in dimension n = 3, (M, g0, u) is covered by the Minkowski solution (2.3.2).

The above theorem was proved by Anderson [And99] in dimension n = 3, and
then generalized by Case [Cas10] to arbitrary dimensions n ≥ 3. Case’s proof
will be discussed in Section 3.1.

When the boundary is not empty the analysis is more complicated. In order
to obtain interesting uniqueness results, it is usually assumed that the triple
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(M, g0, u) is asymptotically flat in the following sense (see for instance [AM17b,
Definition 1]).

Definition 2.3.2 (Asymptotically flat static triples). A triple (M, g0, u) that solves
problem (2.3.1) is said to be asymptotically flat if the following conditions hold

(i) There exists a compact set K ⊂ M such that, for each connected component
U of M \K, there exists a diffeomorphism x(U) = (x1, . . . , xn) : U → Rn \Bn,
where Bn is the unit ball. The component U is called end of M, whereas the
diffeomorphism x(U) is called chart at infinity of U.

(ii) In each connected component U of M \ K, the metric g0 and the potential u
can be expressed with respect to the coordinates induced by the diffeomor-
phism x(U) as

g(0)αβ = δαβ + ηαβ , u = 1− 2m
|x|n−2 + w ,

with ηαβ = o(|x| 2−n
2 ) ,

∂ηαβ

∂xγ
= o(|x|− n

2 ) ,
∂2ηαβ

∂xγxσ
= o(|x|−2−n

2 )

and w = o(|x|2−n) ,
∂w
∂xγ

= o(|x|1−n) ,
∂2w

∂xγxσ
= o(|x|−n)

for every α, β, γ, σ = 1, . . . , n.

Notice that any asymptotically flat triple (M, g0, u) is such that the manifold
(M, g0) is asymptotically flat in the sense of Definition 1.2.1. Conversely, it was
proved by Beig [Bei80] that, if (M, g0, u) is a solution to problem (2.3.1) such that
(M, g0) is asymptotically flat in the sense of Definition 1.2.1 and if u is bounded
in M, then, up to a normalization of u, (M, g0, u) is asymptotically flat in the
sense of Definition 2.3.2.

For asymptotically flat static triples (M, g0, u), one can introduce the following
(Newtonian-like) notion of mass

m(M, g0, u) =
1

(n− 2)|Sn−1|

ˆ
Σ
〈Du | ν 〉 dσ ,

where Σ is any closed two sided regular hypersurface enclosing the compact
boundary of M and ν its exterior unit normal (see for instance [Ced12, Corol-
lary 4.2.4] and the discussion below). Using the Divergence Theorem and the
fact that ∆u = 0, one has that the above quantity may also be computed in the
following two ways

m(M, g0, u) =
1

(n− 2)|Sn−1|

ˆ
∂M
|Du|dσ

=
1

(n− 2)|Sn−1| lim
R→+∞

ˆ
SR

〈Du | ν 〉 dσ ,
(2.3.6)

where the set SR that appears in the rightmost hand term is a coordinates sphere
of radius R. In other words, if x1, . . . , xn are asymptotically flat coordinates, then
SR = {|x| = R}. In particular, we notice that the last expression makes sense
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even if M has no boundary and agrees (up to a constant factor) with the more
general concept of Komar mass (or KVMmass) as it is defined in [Bei79, Formula
(4)]. In the same paper, it is proven that the above definition agrees with the
notion of ADM mass of the asymptotically flat manifold (M, g0), which we have
introduced in Definition 1.2.2 and which we recall here

mADM(M, g0) =
1

2(n− 1)|Sn−1| lim
R→+∞

ˆ
SR

∑
i,j

[
∂(g0)ij

∂xi −
∂(g0)ii

∂xj

]
νj dσ .

On the other hand, when the boundary of M is non-empty, the first expression
in (2.3.6) is also of some interest, since it can be employed to prove that, when
∂M is connected, surface gravity and mass are simply proportional to each
other. Summarising the above discussion, we have that for a static vacuum
asymptotically flat solution (M, g, u) to (2.1.7) with Λ = 0 and compact connected
boundary ∂M, one has that

|∂M|
(n− 2)|Sn−1| κ(∂M) = mADM(M, g0) .

This kind of considerations will be extremely important for the discussion in
Chapters 3 and 4, where, based on the concept of surface gravity, we are going
to propose a definition of mass for static solutions with positive cosmological
constant. In fact, unlike for the cases Λ = 0 and Λ < 0, where natural asymptotic
conditions (i.e., asymptotical flatness and asymptotical hyperbolicity) can be
imposed to the solutions in order to deal with objects for which efficient notions
of mass are available and fairly well understood (see Section 1.2), there is no
clear definition of mass in the case where the cosmological constant is taken to
be positive, at least to the authors’ knowledge.

Going back, to solutions of problem (2.3.1), we have already shown the strong
characterization of the boundaryless case given in Theorem 2.3.1. In the case
where ∂M 6= ∅, the classical requirement of asymptotic flatness allows to prove
the following well known uniqueness result for the Schwarzschild solution.

Theorem 2.3.3 (Black Hole Uniqueness Theorem for Λ = 0). Let (M, g0, u) be
an asymptotically flat solution to problem (2.3.1), in the sense of Definition 2.3.2.
Then the triple (M, g0, u) is isometric to the Schwarzschild solution.

This very general result was first proved in dimension n = 3 thanks to
the works of Israel [Isr67], Robinson [Rob77] and Bunding and Masood-ul-
Alam [BMu87]. In particular, the argument in the proof of [BMu87] was gen-
eralized in [GIS02, Hwa98] to dimensions n ≥ 3, provided the Positive Mass
Theorem 1.2.3 of Schoen and Yau was in force. Since the Positive Mass Theorem
has recently been proved for any n ≥ 3, Theorem 2.3.3 is now known to hold in
all dimensions.

An improvement of Theorem 2.3.3 has been proposed by Reiris [Rei15], who
relaxed the hypothesis of asymptotic flatness to the notion of geodesic complete-
ness.

Theorem 2.3.4 ([Rei15, Theorem 1.2]). Let (M, g0, u) be a 3-dimensional solu-
tion to problem (2.3.1) with ∂M 6= ∅. If the following conditions hold
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• the spacetime
(X, γ) =

(
R×M ,

dt⊗ dt
u2 + u2g0

)
is geodesically complete, that is, every geodesic is either infinite or it stops
at the boundary R× ∂M,

• there exists a compact set K such that a connected component of M \ K is
diffeomorphic to Rn \Bn,

then (M, g0, u) is isometric to the Schwarzschild solution (2.3.3)

Building on this result, Reiris proposed a classification of 3-dimensional static
spacetimes with Λ = 0 without any condition on the asymptotics. It is stated
in [Rei, Theorem 1.0.2] that a 3-dimensional metrically complete static solution
to problem (2.3.1) with nonempty boundary, is

(i) either isometric to the Schwarzschild solution (2.3.3), or

(ii) covered by a Boost (2.3.4), or

(iii) it has the same topology and asymptotic behavior of the Myers/Korotkin-
Nicolai black holes [Mye87, KN94].

It follows that, in order to complete the study of 3-dimensional static spacetimes
with zero cosmological constant, it only remains to classify the static solutions
of type (iii).

2.4 Static solutions with Λ < 0

2.4.1 Statement of the problem and main solutions.
In this section we study static solutions (M, g0, u) of problem (2.1.7) in the

case where the cosmological constant Λ is negative. First of all, let us rescale
the metric g0 in such a way that Λ = −n(n− 1)/2. We recall that the static
potential u is taken to be positive in the interior of M and zero at the boundary
∂M. As in the case Λ = 0, it is also usual to require that ∂M is compact. On the
other hand, we observe that M has at least one end. In fact, if M were compact,
since from the second equation in (2.1.7) we have ∆u = −nu < 0, arguing exactly
as in the case Λ = 0, we would find that the function u is constant and nonzero
on M. But this is in contradiction with the second equation in (2.1.7). Finally,
we observe that the static potential of the solutions listed in Theorem 2.2.5 is
usually unbounded. From these considerations, we are led to study the following
problem

u Ric = D2u − n u g0 , in M ,
∆u = n u , in M ,

u > 0 , in M \ ∂M ,
u = 0 , on ∂M ,

u(x) → +∞ , as x → ∞ ,

with ∂M compact , (2.4.1)
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where we recall that the notation x → ∞ means that we are taking the limit
as we approach an end of the manifold. More precisely, u(x) → +∞ as x → ∞
means that, for any number C > 0, we can find a compact set K ⊂ M such that
u > C in M \ K.

Recalling Theorem 2.2.5, we now write down all the metrically complete
warped product solutions to problem (2.4.1). For complete solutions with empty
boundary, we adopt the notations

umin = min
M

u and MIN(u) = {p ∈ M : u(p) = umin} .

It is also convenient to set

mmax =

√
(n− 2)n−2

nn . (2.4.2)

• Anti de Sitter solution (Hyperbolic Space Form).(
Rn ,

d|x| ⊗ d|x|
1 + |x|2 + |x|2gSn−1 ,

√
1 + |x|2

)
. (2.4.3)

It is easy to check that the metric, which a priori is well defined only in
M \ {0}, extends smoothly through the origin. This model solution has
zero mass and can be seen as the limit of the following Schwarzschild–Anti
de Sitter solutions (2.4.5), when the parameter m→ 0+. The Anti de Sitter
solution has one end, empty boundary, and the set MIN(u) consists of a
single point, the origin. Moreover, both the function u and the quantity |Du|
tend to +∞ as one approaches the end of the manifold and more precisely
they obey the following simple relation

lim
|x|→∞

(
u2 − u2

min − |Du|2
)

= 0 . (2.4.4)

This fact will be of some relevance for the classification results presented
in Section 3.3.

• Schwarzschild–Anti de Sitter solutions.(
[r0(m),+∞)× E ,

dr⊗ dr
1 + r2 − 2mr2−n + r2gE ,

√
1 + r2 − 2mr2−n

)
with m > 0 and (En−1, gE) such that RicgE = (n− 2)gE .

(2.4.5)

Here, r0(m) is the only positive solution to 1 + r2 − 2mr2−n = 0. It is not
hard to check that both the metric g0 and the function u, which a priori are
well defined only in the interior of M, extend smoothly up to the boundary

∂M = {r = r0(m)} .

The triple (2.4.5) is conformally compact in the sense of Definition 2.4.1
below. Moreover, in the rotationally symmetric case, that is, when E =
Sn−1, the triple (2.4.5) is also asymptotically Anti de Sitter in the sense of
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Definition 2.4.4 below. The metric ḡ = u−2g0 induces the metric gE on the
conformal boundary ∂∞ M (for the definition of conformal infinity, see below
Definition 1.2.7). It follows that the scalar curvature R∂∞ M of the metric
induced by g on ∂∞ M is constant and equal to (n − 1)(n − 2) = −2(n −
2)Λ/n, hence, according to the normalization suggested in Subsection 2.1.3,
the surface gravity of the horizon ∂M can be computed as

κ(∂M) = |Du||∂M
= r0(m)

[
1 + (n− 2)m r−n

0 (m)
]

.

In formal analogy with (2.4.4) one has that the quantities u and |Du| obey
the following relation

lim
|x|→∞

(
u2 − R∂∞ M

(n− 1)(n− 2)
− |Du|2

)
= 0 . (2.4.6)

This is due to the fact that the asymptotic behavior of the Schwarzschild–
Anti de Sitter solution is very similar to the one of the Anti de Sitter solu-
tion (2.4.3). However, an important distinction is that since the boundary
of the Schwarzschild–Anti de Sitter solution is non-empty and it coincides
with the zero level set of the static potential, one is not allowed to replace
the constant R∂∞ M/(n− 1)(n− 2) with the quantity u2

min in the above limit.

• Schwarzschild–Anti de Sitter solutions with flat topology.(
[r0(m),+∞)× E ,

dr⊗ dr
r2 − 2mr2−n + r2gE ,

√
r2 − 2mr2−n

)
with m > 0 and (En−1, gE) such that RicgE = 0 .

(2.4.7)

Here r0(m) = (2m)1/n is the positive solution of r2 − 2mr2−n = 0. As usual,
the metric g0 and the function u extend smoothly up to the boundary, and
it holds

|Du| = (n− 1)m
1
n on ∂M .

The triple (2.4.5) is conformally compact in the sense of Definition 2.4.1
below, and the metric ḡ = u−2g0 induces the metric gE on the conformal
boundary ∂∞ M (for the definition of conformal boundary see below Defini-
tion 1.2.7). In particular, the scalar curvature R∂∞ M of the metric induced
by ḡ on ∂∞ M is constant and equal to 0. In this case, according to the dis-
cussion in Subsection 2.1.3, we have not a standard way of renormalizing
u in order to obtain an unambiguous notion of surface gravity.
Finally, the functions u and |Du| go to ∞ as we approach the conformal
infinity, and more precisely we have the following asymptotic behavior

lim
r→∞

(
u2 − R∂∞ M

(n− 1)(n− 2)
− |Du|2

)
= lim

r→∞

(
u2 − |Du|2

)
= 0 .
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• Schwarzschild–Anti de Sitter solutions with hyperbolic topology.(
[r0(m),+∞)× E ,

dr⊗ dr
−1 + r2 − 2mr2−n + r2gE ,

√
−1 + r2 − 2mr2−n

)
with m > −mmax and (En−1, gE) such that RicgE = −(n− 2)gE .

(2.4.8)

Here r0(m) is the greatest positive solution of −1 + r2 − 2mr2−n = 0. We
remark that, in order for such an r0(m) to exits, it is sufficient to set
m > −mmax, where mmax is defined as in (2.4.2). In particular, negative
masses are acceptable. The triple (2.4.8) is conformally compact in the
sense of Definition 1.2.7 below, and the metric ḡ = u−2g0 induces the
metric gE on the conformal boundary ∂∞ M (for the definition of conformal
boundary see below Definition 1.2.7). In particular, the scalar curvature
R∂∞ M of the metric induced by u−2g0 on ∂∞ M is constant and equal to
−(n− 1)(n− 2) = 2(n− 2)Λ/n, hence, according to the definition given in
Subsection 2.1.3, the surface gravity of the horizon ∂M can be computed as

|Du||∂M
= r(m)

[
1 +

(n− 2)m
rn(m)

]
.

Finally, the quantities u and |Du| obey the following asymptotic behavior

lim
r→∞

(
u2 − R∂∞ M

(n− 1)(n− 2)
− |Du|2

)
= 0 .

• Anti Nariai solutions (Complete non-compact Cylinders).(
(−∞,+∞)× E ,

1
n
[
dr⊗ dr + (n− 2) gE

]
, cosh(r)

)
with (En−1, gE) such that RicgE = −(n− 2)gE .

(2.4.9)

(
[0,+∞)× E ,

1
n
[
dr⊗ dr + (n− 2) gE

]
, sinh(r)

)
with (En−1, gE) such that RicgE = −(n− 2)gE .

(2.4.10)

Solution (2.4.9) has empty boundary and the set

MIN(u) = {p ∈ M : u(p) = 1} ,

coincides with the sphere {0} ×Hn−1. Moreover, this solution has two
ends, where the function u goes to infinity, and

u2 − 1− 1
n
|Du|2 = 0

holds pointwise on M. Concerning solution (2.4.9), it has a boundary
component corresponding to r = 0, where it holds |Du| =

√
n. It also has

one end and the identity

u2 + 1− 1
n
|Du|2 = 0
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holds pointwise. In particular, in contrast with the (Schwarzschild–)Anti
de Sitter solutions, both solutions (2.4.9) and (2.4.10) satisfy

lim
r→∞

(u2 − |Du|2) = −∞ .

• Solutions with different asymptotics.(
(−∞,+∞)× E ,

1
n
[
dr⊗ dr + (n− 2) gE

]
, er

)
with (En−1, gE) such that RicgE = −(n− 2)gE .

(2.4.11)

(
(0,+∞)× E ,

dr⊗ dr
r2 + r2gE , r

)
with (En−1, gE) such that RicgE = 0 .

(2.4.12)

((
(nmmax)

1
n−2 ,+∞

)
,

dr⊗ dr
−1 + r2 + 2mmaxr2−n + r2gE ,

√
−1 + r2 + 2mmaxr2−n

)
with (En−1, gE) such that RicgE = −(n− 2)gE .

(2.4.13)

These solutions are all metrically complete, but their asymptotic behavior
is not the one prescribed in problem (2.4.1). In fact, they have two ends,
one at which u → +∞, and one at which u → 0. The end where u → 0 is
usually referred to as a degenerate horizon, in the sense that it can be seen
as a boundary component of M, that cannot be reached by finite lenght
geodesics and where |Du| vanishes pointwise. The triple (2.4.12) can be
interpreted as the limit of the Schwarzschild–Anti de Sitter solutions with
flat topology as m→ 0, whereas the triple (2.4.13) can be seen as the limit
of the Schwarzschild–Anti de Sitter solutions with hyperbolic topology as
m→ −mmax. In turn, the triple (2.4.11) can be thought as representing the
asymptotic behavior of (2.4.13) near −∞, and, in this respect, it is in some
sense the natural analogue of the Nariai solution. The existence of these
“strange” solutions testifies once again that the realm of solutions with
Λ < 0 is much richer than the cases Λ = 0 and Λ > 0. The presence of all
these different solutions complicate the analysis and the characterization
of the most interesting ones.

2.4.2 Main properties.

Here we collect the main known properties of static spacetimes with negative
cosmological constant. To this end, we proceed in analogy with Subsection 1.2.2
and we define the corresponding notions of conformal compactness and asymp-
totic hyperbolicity (Definitions 1.2.7 and 1.2.11) in the static case.

Definition 2.4.1. Let (M, g0, u) be a solution to problem (2.4.1). The triple
(M, g0, u) is said to be conformally compact if (M, g0) is conformally compact
in the sense of Definition 1.2.7, and 1/u is a defining function of the conformal
boundary ∂∞ M.
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As already observed below Definition 1.2.7, in general the conformal bound-
ary ∂∞ M is not connected. We also notice that static metrics allow for a good
control of the scalar curvature, but not of the Ricci tensor, which means that
Theorem 1.2.8 is not directly applicable. Nevertheless, the next result shows
that the connectedness of the conformal boundary is granted under opportune
hypotheses.

Proposition 2.4.2 ([CS01, Theorem I.1], [HM14, Proposition 2]). Let (M, g0, u)
be a conformally compact solution to problem (2.4.1). If

• either n = 3,

• or the metric (u−2g0)|∂∞ M
has nonnegative scalar curvature and ∂M = ∅,

then the conformal infinity ∂∞ M is connected.

Recalling formula (1.2.5), we obtain that if (M, g0, u) is conformally compact,
then the Riemannian tensor of g0 satisfies

Rαβγη = −|d(u−1)|2ḡ
[

g(0)αγ g(0)βη − g(0)αη g(0)βγ

]
+O(u−3) ,

as u→ ∞. In particular, since the scalar curvature of g0 is constant and equal
to −n(n − 1), it follows that |d(u−1)|ḡ goes to 1 as we approach the infinity.
Therefore, the sectional curvature of g converge to −1, and the manifold (M, g0)
is asymptotically locally hyperbolic in the sense of Definition 1.2.9. In particular,
Lemma 1.2.10 tells us that there exists a special defining function r with |dr|ḡ ≡ 1
in a whole collar neighborhood of ∂∞ M. The special defining function allows to
prove the following asymptotic formula for the static potential u.

Lemma 2.4.3 ([HM14, Lemma 3]). Let (M, g0, u) be an asymptotically locally
Anti de Sitter solution of problem (2.4.1), r be the special defining function of the
conformal boundary ∂∞ M with respect to the restriction of the metric ḡ = u−2g0
to ∂∞ M. Then it holds

u =
1
r
+

$

4
r ,

where $ ∈ C 2,α(M) ∩ C 0(M̄) is a function such that

$|∂∞ M
=

R∂∞ M
ḡ

(n− 1)(n− 2)
, |D$| = O(r α

2 ) ,

for some α > 0, where R∂∞ M
ḡ is the scalar curvature of (∂∞ M, ḡ|∂∞ M

).

As a consequence, if (M, g0, u) is asymptotically locally Anti de Sitter, one eas-
ily computes the following asymptotic behavior of the potential u as we approach
the conformal infinity

lim
u→+∞

(
u2 − |Du|2

)
=

R∂∞ M
ḡ

(n− 1)(n− 2)
. (2.4.14)

Despite these interesting properties, the hypothesis of conformal compactness
alone is not strong enough to characterize the Anti de Sitter solution. In fact, it is
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proven in [ACD02, Theorem 1.1] that, for any Riemannianmetric γ on S2 with the
property that the Lorentzian manifold (R× S2,−dt⊗ dt + γ) has positive scalar
curvature, there exists a conformally compact 3-dimensional solution (M, g0, u)
of (3.3.1) such that the metric induced by ḡ = u−2g0 on the conformal infinity
coincides with γ. Such a general result is not available in higher dimensions,
however the existence of an infinite family of solutions to (3.3.1) for any n ≥ 4
has been proven in [ACD05, Theorem 1.1], showing for instance that any small
perturbation of the standard metric on Sn−1 can be realised as the metric induced
on the conformal infinity of a conformally compact static solution through the
usual formula.

It follows that, in order to prove a clean uniqueness result for solutions of
problem (2.4.1), one needs to require a more precise asymptotic behavior, as
well as some topological condition on the conformal infinity, as in the following
classical definition, which is the static counterpart of the notion of asymptotic
hyperbolicity (Definitions 1.2.11 and 1.2.14).

Definition 2.4.4. The triple (M, g0, u) is said to be asymptotically Anti de Sitter
if it is conformally compact, the conformal boundary ∂∞ M is diffeomorphic to a
sphere Sn−1 and the metric u−2g0 extends to the standard spherical metric gSn−1

on ∂∞ M.

It is easily seen (see for instance [Wan01]) that the Anti de Sitter solution (2.4.3)
and all the Schwarzschild–Anti de Sitter solutions (2.4.5), (2.4.7) and (2.4.8)
are conformally compact, but of course only the Anti de Sitter triple (2.4.3)
and the Schwarzschild–Anti de Sitter triple with spherical topology (2.4.5) are
asymptotically Anti de Sitter, because they are the only ones whose conformal
infinity is isometric to a sphere.

Notice that, from (2.4.14), it follows that an asymptotically Anti de Sitter
triple (M, g0, u) satisfies

lim
u→+∞

(
u2 − 1− |Du|2

)
= 0 .

To highlight the connection between the notion of asymptotically Anti de Sitter
and asymptotically hyperbolic, we observe that in [Wan05] it is shown, following
a computation in [Gra00], that if ∂∞ M is diffeomorphic to the sphere Sn−1 and
the metric (u−2g0)|∂∞ M

is conformal to the standard spherical metric gSn−1 , then
the expansion (1.2.7) is always in force. Therefore the following holds.

Proposition 2.4.5. If (M, g0, u) is an asymptotically Anti de Sitter solution of
problem (2.4.1), then (M, g0) is asymptotically hyperbolic.

The following theorem shows an application of the Positive Mass Theo-
rem 1.2.13 to the proof of an uniqueness statement for the Anti de Sitter triple,
which generalizes a classical result in [BGH84].

Theorem 2.4.6 ([Wan05, Theorem 1]). Let (M, g0, u) be an asymptotically Anti
de Sitter solution of problem (2.4.1) such that M has empty boundary. If M is
spin, then (M, g0, u) is isometric to the Anti de Sitter triple (2.4.3).
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In particular, since every 3-manifold is spin, this proves the uniqueness of the
Anti de Sitter solution among asymptotically Anti de Sitter triples for n = 3.
This result has been further extended by Qing in [Qin04], who was able to drop
the spin assumption. The idea of [Qin04] is to glue an asymptotically flat end to
the conformally compactified manifold, so that it is possible to use the Positive
Mass Theorem of Schoen-Yau, more precisely the version with corners due to
Miao (see Theorem 1.2.5). For completeness, we also recall that Chruściel and
Herzlich have given a different definition of mass (see Definition 1.2.15), and
as a consequence they were able to give an alternative proof of Theorem 2.4.6
(see [CH03, Theorem 4.3]).

Another extension of Theorem 2.4.6, stated below, allows for a different
topology of the conformal infinity provided that an opportune spinor field exists
on the conformal boundary.

Theorem 2.4.7 ([HM14, Theorem 8]). Let (M, g0, u) be a conformally compact
solution of problem (2.4.1) and let ḡ = u−2g0. If M has empty boundary, is spin
and its conformal infinity (∂∞ M, ḡ|∂∞ M

) admits a nontrivial Killing or parallel
spinor field, then (M, g0, u) is isometric to the Anti de Sitter triple (2.4.3).

It is important to remark that, when our static triple is not asymptotically
Anti de Sitter, in general the mass introduced by Wang [Wan01] and Chruściel-
Herzlich [CH03] is not defined. For this reason, one is led to investigate other
possible definitions of mass which allow for less rigid behaviours at infinity,
while preserving some interesting properties. We cite one of the most important
of these alternative masses, which we have already introduced, in a slightly
different form, for asymptotically flat manifolds in Subsection 1.2.1. Given a
3-dimensional solution (M, g0, u) to problem (2.4.1) and a closed compact surface
Σ in M, the Hawking mass of Σ is defined as

mH(Σ) =

√
|Σ|
16π

[
1− genus(Σ)− 1

16π

ˆ
Σ
(H2 − 4)dσ

]
,

where H is the mean curvature of Σ. The following result of Chruściel and Simon
compares the Hawking mass with another definition of mass, which is very much
in the spirit of the virtual mass that we are going to define in Chapter 3 for the
case Λ > 0.

Theorem 2.4.8 ([CS01, Theorem I.5]). Let (M, g0, u) be a 3-dimensional solu-
tion of system (2.4.1). Suppose that (M, g0, u) is conformally compact, that the
conformal infinity ∂∞ M (which is connected thanks to Proposition 2.4.2) satisfies
genus(∂∞ M) ≥ 2, and that the scalar curvature R∂∞ M induced by u−2g0 on ∂∞ M
is constant and equal to −6. Suppose further that

0 ≤ κ := max
∂M
|Du| ≤ 1 .

Then there is a unique value µ = µ(M, g0, u) ≤ 0 such that the boundary of the
Schwarzschild–Anti de Sitter triple with hyperbolic topology (2.4.8) has surface
gravity equal to κ, and it holds

mH({u = t}) ≤ µ , (2.4.15)
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for all t. Moreover, if the equality mH({u = t}) = µ holds for some t, then the
triple (M, g0, u) is isometric to the Schwarzschild–Anti de Sitter solution with
hyperbolic topology (2.4.8).

We emphasize that the parameter µ in the above theorem is the natural analogue
of the virtual mass that we will define in Chapter 3 in the case Λ > 0. For-
mula (2.4.15) shows a connection between µ and the Hawking mass. Moreover,
as it will be discussed below, the parameter µ plays an important role in the proof
of an area bound and a Black Hole Uniqueness Theorem for Schwarzschild–Anti
de Sitter solutions with hyperbolic topology in dimension n = 3. These results
are in line with the ones that will be proven for solutions with Λ > 0 in Chapter 4.
We stress that the hypothesis µ ≤ 0 (or equivalently κ ≤ 1) in Theorem 2.4.8
above is necessary. In fact, the crucial step of the proof is the application of the
Maximum Principle to the differential inequality [BS92, formula (V.4)], which is
elliptic only if µ ≤ 0.

Under the same hypotheses of Theorem 2.4.8 and with the same notations,
Chruściel and Simon also prove that, for any boundary component S ⊂ ∂M with
maximum surface gravity κ, it holds

|S| ≥ genus(S)− 1
genus(∂∞ M)− 1

4π r2(µ) , (2.4.16)

where r(µ) is the largest positive solution of 1− x2 − 2µ/x = 0. Building on
this, Lee and Neves proved the following Black Hole Uniqueness Theorem for
Schwarzschild–Anti de Sitter solutions with hyperbolic topology (2.4.8) and with
nonpositive virtual mass.

Theorem 2.4.9 ([LN15, Theorem 2.1]). In the same hypotheses and notations of
Theorem 2.4.8, suppose also that there exists a component S ⊂ ∂M with largest
surface gravity κ and with

genus(S) ≥ genus(∂∞ M) .

Then (M, g0, u) is isometric to the Schwarzschild–Anti de Sitter solution with
hyperbolic topology (2.4.8) and with mass µ.

The proof of this theorem is based on the monotonicity of the Hawking mass
under inverse mean curvature flow, in the spirit of the classical work of Huisken-
Ilmanen [HI01] in the asymptotically flat case. This monotonicity is used to prove
a bound from above on |S|, which combined with inequality (2.4.16), recalling
from (2.4.15) that the Hawking mass is controlled by µ, gives the thesis.

2.5 Static solutions with Λ > 0

2.5.1 Statement of the problem and main solutions.

Here we focus on the case Λ > 0. First of all, it is convenient to normalize
g0 so that Λ = n(n− 1)/2. Contrarily to the case Λ ≤ 0, when Λ > 0 the most
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(a) de Sitter (b) Schwarzschild–de Sitter (c) Nariai

Figure 2.1: Rotationally symmetric solutions to problem (4.1.1). The red dot and red
lines represent the set MAX(u) for the three models.

interesting warped product solutions are compact, as shown in Theorem 2.2.4.
For this reason, we are led to consider the following problem

u Ric = D2u + n u g0 , in M ,
∆u = − n u , in M ,

u > 0 , in M \ ∂M ,
u = 0 , on ∂M ,

with M compact . (2.5.1)

According to (2.1.8), these solutions are normalized to have constant scalar
curvature equal to R ≡ n(n− 1). We also adopt the notations

umax = max
M

u and MAX(u) = {p ∈ M : u(p) = umax} ,

for the static potential u. Moreover, from (2.4.2) we recall the notation

mmax =

√
(n− 2)n−2

nn .

• de Sitter solution (Spherical Space Form), Figure 2.1(a).(
B(0, 1) ⊂ Rn ,

d|x| ⊗ d|x|
1− |x|2 + |x|2gSn−1 ,

√
1− |x|2

)
(2.5.2)

It is not hard to check that both the metric g0 and the static potential
u, which a priori are well defined only in the interior of M \ {0}, extend
smoothly up to the boundary and through the origin. This model solution
can be seen as the limit of the following Schwarzschild–de Sitter solu-
tions (2.5.3), when the parameter m→ 0+. The de Sitter solution is such
that the maximum of the potential is umax = 1, achieved at the origin, and
it has only one connected horizon with surface gravity

|Du| ≡ 1 on ∂M .

Hence, according to Definition 3.2.3 below, one has that this horizon is of
cosmological type.
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• Schwarzschild–de Sitter solutions, Figure 2.1(b).(
[r−(m), r+(m)]× E ,

dr⊗ dr
1− r2 − 2mr2−n + r2gE ,

√
1− r2 − 2mr2−n

)
with 0 < m < mmax and (En−1, gE) such that RicgE = (n− 2)gE .

(2.5.3)

Here r−(m) and r+(m) are the two positive solutions to 1− r2−2mr2−n = 0.
We notice that, for r−(m), r+(m) to be real and positive, one needs (2.4.2).
It is not hard to check that both the metric g0 and the function u, which
a priori are well defined only in the interior of M, extend smoothly up to
the boundary. This latter has two connected components with different
character

∂M+ = {|x| = r+(m)} and ∂M− = {|x| = r−(m)} .

In fact, it is easy to check (see formulæ (2.5.6) and (2.5.7)) that the surface
gravities satisfy

κ(∂M+) =
|Du|
umax

<
√

n on ∂M+ ,

κ(∂M−) =
|Du|
umax

>
√

n on ∂M− .

Hence, according to Definition 3.2.3 below, one has that ∂M+ is of cosmo-
logical type, whereas ∂M− is of black hole type. We also notice that it
holds

umax =

√
1−

(
m

mmax

) 2
n

, MAX(u) =

{
|x| =

[
(n− 2)m

] 1
n

}
, (2.5.4)

and M \MAX(u) has exactly two connected components: M+ with boundary
∂M+ and M− with boundary ∂M−. According to Definition 3.2.3, we have
that M+ is an outer region, whereas M− is an inner region.

• Nariai solution (Compact Round Cylinder), Figure 2.1(c).(
[0, π]× E ,

1
n
[
dr⊗ dr + (n− 2) gE

]
, sin(r)

)
with m > 0 and (En−1, gE) such that RicgE = −(n− 2)gE .

(2.5.5)

This model solution can be seen as the limit of the previous Schwarzschild–
de Sitter solutions, when the parameter m approaches mmax, after an
appropriate rescaling of the coordinates and of the potential u. This was
shown for n = 3 in [GP83] and then extended to all dimensions n ≥ 3
in [CDL04], see also [Bou03, BH96] and Subsection 2.5.3. The Nariai solu-
tion has umax = 1 and MAX(u) = {π/2} × Sn−1. Moreover, the boundary
of M has two connected components with the same constant value of the
surface gravity, namely

|Du| ≡
√

n on ∂M = {0} × Sn−1 ∪ {π} × Sn−1 .
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Figure 2.2: Plot of the surface gravities |Du|/umax of the two boundaries of the
Schwarzschild–de Sitter solution (2.5.3) as functions of the mass m for n = 3. The
red line represents the surface gravity of the boundary ∂M+ = {r = r+(m)}, whereas
the blue line represents the surface gravity of the boundary ∂M− = {r = r−(m)}. Notice
that for m = 0 we recover the constant value |Du| ≡ 1 of the surface gravity on the (con-
nected) cosmological horizon of the de Sitter solution (2.5.2). The other special situation
is when m = mmax. In this case the plot assigns to mmax = 1/(3

√
3) the unique value√

3 achieved by the surface gravity on both the connected components of the boundary
of the Nariai solution (2.5.5).
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In Subsection 3.2.2, we are going to use the above listed solutions as reference
configurations in order to define the concept of virtualmass of a solution (M, g0, u)
to (3.2.1). For this reason it is useful to introduce since now the functions k+
and k−, whose graphs are plotted, for n = 3, in Figure 2.2. They represent the
surface gravities of the model solutions as functions of the mass parameter m.

• The outer surface gravity function

k+ : [ 0, mmax) −→ [ 1,
√

n ) (2.5.6)

is defined by

k+(0) = 1 , for m = 0 ,

k+(m) =

√√√√ r2
+(m)

[
1− (n− 2)mr−n

+ (m)
]2

1− (m/mmax)
2/n , if 0 < m < mmax ,

where r+(m) is the largest positive solution to 1− r2− 2mr2−n = 0. Loosely
speaking, k+(m) is nothing but the constant value of |Du|/umax at {|x| =
r+(m)} for the Schwarzschild–de Sitter solution with mass parameter
equal to m. We also observe that k+ is continuous, strictly increasing and
k+(m)→

√
n, as m→ m−max.

• The inner surface gravity function

k− : (0, mmax ] −→ [
√

n,+∞ ) (2.5.7)

is defined by

k−(mmax) =
√

n , for m = mmax ,

k−(m) =

√√√√ r2
−(m)

[
1− (n− 2)mr−n

− (m)
]2

1− (m/mmax)
2/n , if 0 < m < mmax ,

where r−(m) is the smallest positive solution to 1− r2− 2mr2−n = 0. Loosely
speaking, k−(m) is nothing but the constant value of |Du|/umax at {|x| =
r−(m)} for the Schwarzschild–de Sitter solution with mass parameter
equal to m. We also observe that k− is continuous, strictly decreasing and
k−(m)→ +∞, as m→ 0+.

2.5.2 Main properties.
One of the first result concerning the properties of static solutions with

positive cosmological constant was the following classical area bound proven by
Boucher-Gibbons-Horowitz.
Theorem 2.5.1 (Boucher-Gibbons-Horowitz Inequality [BGH84]). Let (M, g0, u)
be a 3-dimensional solution to problem (2.5.1). If ∂M is connected, then

|∂M| ≤ 4π , (2.5.8)

and the equality holds if and only if (M, g0, u) is isometric to the de Sitter solu-
tion (2.5.2).
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In the same paper, the authors proposed the following strong characterization
of the de Sitter solution.

Conjecture (Cosmic No Hair Conjecture). The only solution to problem (2.5.1)
with connected boundary ∂M is the de Sitter spacetime.

This conjecture has been disproven, at least for dimensions 4 ≤ n ≤ 8, where
an infinite family of solutions with connected boundary diffeomorphic to Sn has
been provided by Gibbons, Hartnoll and Pope in [GHP03]. The construction of
this family will be discussed in Subsection 2.5.4. For the moment, let us only
observe that, as a consequence, for n ≥ 4 we cannot expect a topological condition
on the boundary to be sufficient to prove a classification result for solutions of
problem (2.5.1). Not many results are known for general dimensions, we only cite
the following generalization of Theorem 2.5.1, due to Chruściel [Chr] exploiting
some early computations by Lindblom [Lin88].

Theorem 2.5.2. Let (M, g0, u) be a solution to problem (2.5.1). Then it holds
ˆ

∂M
|Du|

[
R∂M − (n− 1)(n− 2)

]
dσ ≥ 0 , (2.5.9)

where R∂M is the scalar curvature of the metric induced by g0 on ∂M.

We recall that the quantity |Du| is constant on every component of ∂M. Therefore,
if ∂M is connected, inequality (2.5.9) becomes

ˆ
∂M

R∂M

(n− 1)(n− 2)
dσ ≥ |∂M| .

In particular, in dimension n = 3, using the Gauss-Bonnet Formula we obtain
again Theorem 2.5.1. Moreover, notice that, in particular, the equality in (2.5.9)
is achieved when ∂M, endowed with the metric induced by g0, is isometric to a
standard round sphere. In particular, we have the following partial version of
the Cosmic No Hair Conjecture.

Theorem 2.5.3 ([Chr]). Let (M, g0, u) be a solution to problem (2.5.1). Suppose
that the boundary ∂M is connected and diffeomorphic to a sphere Sn−1, and that
the metric induced by g0 is the standard round metric gSn−1 . Then (M, g0, u) is
isometric to the de Sitter triple (2.5.2).

Concerning the three-dimensional case, a couple of interesting recent results
have been shown by Ambrozio in [Amb15]. The following theorem can be seen
as a refinement of the Boucher-Gibbons-Horowitz Inequality.

Theorem 2.5.4 ([Amb15, Theorem C]). Let (M, g0, u) be a 3-dimensional solu-
tion to problem (2.5.1). If (M, g0, u) is not isometric to the de Sitter triple or to
the Nariai triple, then

p

∑
i=1

κi|Si| <
4π

3

p

∑
i=1

κi , (2.5.10)

where S1, . . . , Sp are the connected components of ∂M and κ1, . . . , κp are their sur-
face gravities.
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Notice that, when ∂M is connected, inequality (2.5.10) becomes

|∂M| < 4π

3
,

which is much stronger than the analogue result by Boucher, Gibbons and
Horowitz. In the same paper, the following strong topological result is also
proven.

Theorem 2.5.5 ([Amb15, Theorem B]). Let (M, g0, u) be a 3-dimensional ori-
entable solution to problem (2.5.1). Then it holds

(i) the universal cover of M is compact,

(ii) the connected components of ∂M are all diffeomorphic to spheres,

(iii) there is at most one unstable connected component of ∂M. Moreover, if there
is an unstable component of ∂M, then M is simply connected.

2.5.3 Limits of the Schwarzschild–de Sitter solution.
Here we show that the Nariai solution can be obtained as the limit of the

Schwarzschild–de Sitter solution when m→ mmax. To this end, it is convenient
to set

r0 =
[
(n− 2)m

] 1
n .

The static potential of the Schwarzschild–de Sitter solution with mass m satisfies
the following chain of equalities

rn−2 u2 = rn−2 − rn − 2m

= (rn−2 − rn−2
0 )− (rn − rn

0 ) + (rn−2
0 − rn

0 − 2m)

= (r− r0)

(
n−3

∑
i=0

ri
0rn−3−i

)
− (r− r0)

(
n−1

∑
i=0

ri
0rn−1−i

)
+
[
(n− 2)m

] n−2
n − nm

= (r− r0) A(r) +
[
(n− 2)m

] n−2
n − nm .

The function A(r) can be written as

A(r) =
n−3

∑
i=0

ri
0rn−3−i −

n−1

∑
i=0

ri
0rn−1−i

=
n−3

∑
i=0

ri
0

(
rn−3−i − rn−3−i

0

)
−

n−1

∑
i=0

ri
0

(
rn−1−i − rn−1−i

0

)
+ (n− 2)rn−3

0 − nrn−1
0

= (r− r0)

[
n−3

∑
i=0

ri
0

(
n−4−i

∑
j=0

rj
0rn−4−i−j

)
−

n−1

∑
i=0

ri
0

(
n−2−i

∑
j=0

rj
0rn−2−i−j

)]
+

+ (n− 2)rn−3
0 − nrn−1

0

= (r− r0)B(r) +
n− 2

r0

{[
(n− 2)m

] n−2
n − nm

}
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where B(r) is a polynomial function in r. Finally, one can compute

B(r0) =
n−3

∑
i=0

ri
0

(
n−4−i

∑
j=0

rj
0rn−4−i−j

0

)
−

n−1

∑
i=0

ri
0

(
n−2−i

∑
j=0

rj
0rn−2−i−j

0

)

=
n−3

∑
i=0

(n− 3− i)rn−4
0 −

n−1

∑
i=0

(n− 1− i)rn−2
0

=
(n− 2)(n− 3)

2
rn−4

0 − n(n− 1)
2

rn−2
0

=
1

2r2
0

[
(n− 2)(n− 3)[(n− 2)m]

n−2
n − n(n− 1)(n− 2)m

]
=

n− 2
2r2

0

[
(n− 3)

(
[(n− 2)m]

n−2
n − nm

)
− 2nm

]
.

When m approaches mmax, we have that [(n− 2)m]
n−2

n − nm goes to zero, hence
for big enough values of m, the quantity B(r0) is strictly negative. To recap, we
have obtained

rn−2u2 = (r− r0)
2B(r) +

{[
(n− 2)m

] n−2
n − nm

} [
1 + (n− 2)

r− r0

r0

]
, (2.5.11)

with B(r) polynomial function of r, depending on m, such that for big values of m
we have B(r0) < 0. Now we want to study the behavior of the Schwarzschild–de
Sitter potential (2.5.11) as m→ mmax. This is equivalent to study the behavior
of (2.5.11) as ε→ 0, where ε > 0 is related to the mass by

−B(r0)ε
2 =

[
(n− 2)m

] n−2
n − nm .

Notice that the right hand side is negative for all 0 < m < mmax, therefore the
observation that B(r0) < 0 for big values of m is important for ε to be well defined.
Consider now the change of coordinates

r = r0 + ε cos χ .

The new coordinate χ is defined for the values [0, π] such that

r−(m) ≤ r0 + ε cos χ ≤ r+(m) .

However, one can check that, at the limit ε → 0, the value of u(χ± ε) goes to
zero up to the second order in ε, and as a consequence r0 ± ε converge to r±(m),
so that at the limit the change of coordinates will be defined for any χ ∈ [0, π].
In fact, in the new coordinate, from (2.5.11) we find that the potential satisfies
the following identity

u2 = r2−nε2
[

B(r) cos2 χ− B(r0)− (n− 2)
ε cos χ

r0
B(r0)

]
= −B(r0)r2−n

0 ε2 sin2 χ +O(ε3) . (2.5.12)

In particular
u2

maxM(u)
= sin2 χ +O(ε) ,
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so that at the limit u/ maxM(u) annihilates at χ = 0 and χ = π, as wished.
From (2.5.12) it follows that the Schwarzschild–de Sitter metric can be rewritten
as

g0 =
dr⊗ dr

u2 + r2gSn−1

=
dχ⊗ dχ

−B(r0)r2−n
0 +O(ε)

+
[
r2

0 +O(ε)
]

gSn−1

and at the limit m→ mmax, one has

ε→ 0 , r0 →
√

n− 2
n

, −B(r0)r2−n
0 → n ,

therefore, at the limit we obtain precisely the Nariai metric. Concerning the
static potential, we have already observed that we can normalize it at will.
Therefore, dividing formula (2.5.12) by −B0(r0)r2−n

0 ε2 we obtain that u converges
to sin χ when ε→ 0. This proves that the Nariai solution is indeed the limit of
the Schwarzschild–de Sitter solution.

Before concluding this subsection, it is worth mentioning that the limit
procedure described above is not the only possible one. We take a step back and
we recall that, if we do not fix Λ via a normalization of g0, then the metric of the
Schwarzschild–de Sitter spacetime writes as

−Vdt⊗ dt +
dr⊗ dr

V
+ r2gE , with V = 1− 2Λ

n(n− 1)
− 2mr2−n

where 0 < m < m̄, RicgE = (n− 2)gE and the quantity

m̄ =
1
n

[
(n− 1)(n− 2)

2Λ

] n−2
2

,

coincides with mmax, given by (2.4.2), when Λ = n(n − 1)/2. We also recall
that the function V is nonnegative for r ∈ [r−(m), r+(m)], where r−(m), r+(m)
are the two positive solutions of V(r) = 0. In particular, since m < m̄, the
Schwarzschild–de Sitter solution is defined for all m > 0 such that

m2Λn−2 <
1
n

[
(n− 1)(n− 2)

2

] n−2
2

. (2.5.13)

Now one can ask more generally what happens at the limit when the left hand
side of (2.5.13) converges to the right hand side. The Nariai spacetime represents
only one of the possible limits, that is obtained by fixing Λ and varying m, as
explained above. However, this is not the only possibility. Another interesting
limit is the extreme Schwarzschild–de Sitter spacetime, which is obtained by
fixing m and varying Λ. However, we will not be interested in this solution,
since this limit is not a static spacetime. In fact, one can see that, at the limit,
the static part of the solution (r−(m) ≤ r ≤ r+(m)) just collapse, whereas for
r < r−(m) and r > r+(m) the function V is negative, meaning that r becomes
a time coordinate and t becomes a space coordinate. For more details on this
subject, we refer the reader to [Gey80, LR77, Pod99].
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2.5.4 Counterexamples to the Cosmic No Hair Conjecture.
Here we discuss a family of solutions to problem (2.5.1) described in [GHP03]

for dimensions 4 ≤ n ≤ 8, which are obtained starting from a family of Einstein
metrics on the sphere Sn+1, found by Bohm in [Böh99]. The construction of Bohm
exploits a foliation of Sn−1 that we now describe. First of all, take 2 ≤ p ≤ n− 1
and consider the following map

Θ : [0, 2π]× [0, π]p−1 −→ Sp ⊂ Rp+1

(θ1, . . . , θp) 7−→ (sin θ1 . . . sin θp , cos θ1 sin θ2 . . . sin θp ,

cos θ2 sin θ3 . . . sin θp , . . . , cos θp−1 sin θp , cos θp) .

The function Θ is a surjective map on Sp. However, Θ is not injective. More pre-
cisely, the restriction of Θ to (0, 2π)× (0, πp−1) is injective, whereas concerning
the rest of the points we have that for each j = 2, . . . , p the sets Θ({θ j = 0}) and
Θ({θ j = π}) are two hemispheres of dimension p− j, so that the set

Θ
(
{θ j = 0} ∪ {θ j = π}

)
is homeomorphic to a (p− j)-dimensional sphere. Moreover, the set Θ({θ1 =
0}) = Θ({θ1 = 2π}) is homeomorphic to a sphere of dimension p− 1, and we
have the inclusions

Θ
(
{θp = 0} ∪ {θp = π}

)
⊂ Θ

(
{θp−1 = 0} ∪ {θp−1 = π}

)
⊂ · · ·

· · · ⊂ Θ
(
{θ2 = 0} ∪ {θ2 = π}

)
⊂ Θ

(
{θ1 = 0}

)
.

A similar map, with analogous properties, can be constructed for the sphere Sq,
q = n− p

Φ : [0, 2π]× [0, π]q−1 −→ Sq ⊂ Rq+1

(φ1, . . . , φq) 7−→ (sin φ1 . . . sin φq , cos φ1 sin φ2 . . . sin φq ,

cos φ2 sin φ3 . . . sin φq , . . . , cos φq−1 sin φq , cos φq) .

Let now c > 0 and consider the map

Ψ : [0, c]×
(
[0, 2π]× [0, π]p−1

)
×
(
[0, 2π]× [0, π]q−1

)
−→ Sn+1 ⊂ Rn+2

(ρ, θ1, . . . , θp, φ1, . . . , φq) 7−→
(

ρ2 ·Θ(θ1, . . . , θp) , (c2 − ρ2) ·Φ(φ1, . . . , φq)
)

.

Again, this map is surjective, and when restricted to the interior of the domain, it
is also injective. Notice that {ρ = 0} maps into a sphere of dimension q, whereas
{ρ = c} maps into a sphere of dimension p. For any other value x ∈ (0, c), the
set {ρ = x} is mapped by Ψ into a product Sp × Sq. Therefore, the map Ψ can be
interpreted as a foliation of Sp × Sq on Sn+1 \ (Sp t Sq). Using this map, we can
define the following ansatz metric on Sn+1

g = dρ⊗ dρ + a2(ρ) gSp + b2(ρ) gSq , (2.5.14)
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on [0, c]× Sp × Sq, where a and b are functions of the coordinate ρ and gSp , gSq

are the standard spherical metrics on Sp and Sq. In order for g to be a metric on
Sn+1, we have to require that g behaves nicely at the endpoints of the coordinate
ρ. This can be achieved by requiring

a(0) = 0 , ȧ(0) = 1 , ȧ(c) = 0 ,

b(c) = 0 , ḃ(0) = 0 , ḃ(c) = −1 ,
(2.5.15)

where we have denoted by ȧ, ḃ the derivatives of a and b with respect to ρ. In
fact, when ρ→ 0+, the factor Sp collapses and a(ρ)→ 0, so the metric looks like

dρ⊗ dρ + ρ2gSq .

Therefore, the behavior of the metric g near ρ = 0 looks like the one at the origin
of a spherical coordinate system. The same argument works also when ρ→ c−,
and we conclude that, if a, b satisfy the conditions (2.5.15), then the metric g is a
metric on Sn+1.

We now require the metric g to be Einstein, more precisely we ask Ricg = ng.
Then (see the computations in [GHP03, Subsection 3.1]) the functions a, b must
satisfy the differential equations

ä
a
+ q

ȧ
a

ḃ
b
+ (p− 1)

ȧ2 + 1
a2 + n = 0 ,

b̈
b
+ p

ȧ
a

ḃ
b
+ (q− 1)

ḃ2 + 1
b2 + n = 0 ,

p(p− 1)
ȧ2 + 1

a2 + q(q− 1)
ḃ2 + 1

b2 + 2pq
ȧ
a

ḃ
b
+ n(n− 1) = 0 .

(2.5.16)

where we have denoted by ȧ, ä, ḃ, b̈ the first and second derivatives of a and b,
as usual. Conversely, if we can find functions a, b that satisfy the equations
in (2.5.16) and that behave nicely when ρ → 0 and ρ → c, then the metric g
defined as in (2.5.14) gives us an Einstein metric on Sn+1. The result by Bohm
can be stated as follows

Theorem 2.5.6 ([Böh99, Theorem 7.3]). Let 4 ≤ n ≤ 8, and let p ≥ 2, q ≥ 2
be integers such that p + q = n. Then there exists an infinite family of triples
(a, b, c), where a, b : [0, c] → R are functions that solve (2.5.16) with initial con-
ditions (2.5.15). In particular, for each of these triples, the corresponding met-
ric (2.5.14) is an Einstein metric on the sphere Sn+1.

Remark 2.5.7. The construction by Böhm is quite more general, and it allows
to find families of Einstein metrics on several manifolds. In turn, this allowed
Gibbons, Hartnoll and Pope [GHP03] to find other families of static solutions,
this time with boundary diffeomorphic to a product of spheres. The construction
of these other families is very similar to the one that we describe in this subsection,
and we will avoid to give the details.

The simplest solution to system (2.5.14) is

a(ρ) = sin(ρ) , b(ρ) = cos(ρ) , ρ ∈ [0, π/2] ,
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and the corresponding metric (2.5.14) is just the standard round metric. The
other solutions a, b cannot be explicitated, and they all give rise to inhomo-
geneus Einstein metrics. Some numerical calculations are shown in [GHP03,
Appendix A].

We want to use the family of Riemannian Einstein metrics on Sn+1 given in
Theorem 2.5.6 in order to obtain vacuum spacetimes, that is, Lorentzian Einstein
metrics. To this end, recalling the explicit expression of gSp , gSq with respect to
the coordinates θ1, . . . , θp, φ1, . . . , φq (see for instance [AT11, Esempio 6.5.22]),
we observe that the metric g can be written as

g = dρ⊗ dρ + a2(ρ)

[
p

∑
i=1

(
sin θi+1 . . . sin θp

)2
dθi ⊗ dθi

]

+ b2(ρ)

[
q

∑
i=1

(
sin φi+1 . . . sin φp

)2
dφi ⊗ dφi

]
.

In particular, the metric g is diagonal and its coefficients do not depend on θ1.
This allows us to use the formal operation of analytic continuation, that is, in
our chart we substitute the real coordinate θ1 with the immaginary coordinate
t = iθ1. This way, the term dθ1 ⊗ dθ1 becomes −dt⊗ dt, whereas the rest of the
metric remains unchanged. We obtain the metric

gL = − a2(ρ)
(
sin θ2 . . . sin θp)2

dt⊗ dt + dρ⊗ dρ

+ a2(ρ)

[
p

∑
i=2

(
sin θi+1 . . . sin θp

)2
dθi ⊗ dθi

]

+ b2(ρ)

[
q

∑
i=1

(
sin φi+1 . . . sin φp

)2
dφi ⊗ dφi

]
.

The next lemma tells us that the metric gL is indeed Einstein.
Lemma 2.5.8. Let g be a Riemannian metric and let x1, . . . , xn be a chart in
which the metric is diagonal, that is

g =
n

∑
i=1

fi dxi ⊗ dxi .

Suppose also that all the coefficients fi do not depend on x1, that is ∂ fi/∂x1 = 0
for all i, at all points. Then the Lorentzian metric

gL = − f1dx1 ⊗ dx1 +
n

∑
i=2

fi dxi ⊗ dxi .

is such that the coefficients RL
ij of its Ricci tensor RicgL are related to the coefficients

Rij of the Ricci tensor Ric of g by

RL
ij =

{
−Rij , if i = j = 1 ,
Rij , if i 6= 1 or j 6= 1 .

In particular, if Ric = λg for some λ ∈ R, then RicgL = λgL for the same λ.



2.5. STATIC SOLUTIONS WITH Λ > 0 81

Proof. To ease the notation, in this proof we drop the subscript 1 from f1, and
we denote by ḡ the metric ḡ = ∑n

i=2 fi dxi ⊗ dxi, so that

g = f dx1 ⊗ dx1 + ḡ , gL = − f dx1 ⊗ dx1 + ḡ .

Let us denote by Γγ
αβ and Γ̄γ

αβ the Christoffel symbols of g and ḡ, respectively. We
easily computes

Γγ
αβ =



Γ̄γ
αβ if α > 1, β > 1, γ > 1 ,

0 if {α, β, γ} = {1, i, j} with i > 1, j > 1 ,
1

2 f
∂j f if {α, β} = {1, i}, γ = 1 with i > 1 ,

− ḡγk

2
∂k f if α = β = 1, γ 6= 1 ,

0 if α = β = γ = 1 ,

In particular, since gL is obtained from g by changing the sign of f , the Christoffel
symbols of gL are the same as the ones of g, with the only exception of Γγ

11, γ > 1,
that changes sign. Therefore, to prove the thesis, it is enough to show that this
change of sign only affects the component 1, 1 of the Ricci tensor. We recall that
the Ricci tensor of g can be computed from the Christoffel symbols by

Rαβ = ∂ηΓη
αβ − ∂βΓη

αη + Γη
ηµ Γµ

αβ − Γµ
αη Γη

βµ . (2.5.17)

If α > 1 and β > 1, the term Γγ
11 never appears in the formula above, hence we

immediately have Rαβ = RL
αβ for any α > 1, β > 1. If α = 1 and β > 1 then the

Christoffel symbol Γγ
11 appears only in the last term −Γµ

αη Γη
βµ when η = 1. In

that case one obtains −Γµ
αη Γη

βµ = −Γµ
11 Γ1

βµ. For Γµ
11 to be nonzero, one needs

µ 6= 1, but if µ 6= 1 then Γ1
βµ is zero. Therefore, the term −Γµ

11 Γ1
βµ is zero for all µ,

and it follows R1β = RL
1β. Finally, in the case α = β = 1, identity (2.5.17) becomes

R11 = ∂ηΓη
11 − ∂βΓη

1η + Γη
ηµ Γµ

11 − Γµ
1η Γη

1µ .

The first and third term on the right hand side change sign if we change sign of
f , while the second one is zero for all η’s. Concerning the last term Γµ

1η Γη
1µ, for

it to be nonzero we need η = 1, µ 6= 1 or viceversa, hence it also changes sign.
Therefore, the change of sign of f implies the change of sign of R11 as wished.

Let us write gL in a more confortable form. The coordinate t, who came from
the old angular coordinate θ1, will now be allowed to take values in all the real
line. The remaining angular coordinates (θ2, . . . , θp) parametrize, via the map
Θ, a (p− 1)-dimensional hemisphere S

p−1
+ , whose boundary coincides with the

set where θ2 = 0. The metric
p

∑
i=2

(
sin θi+1 . . . sin θp

)2
dθi ⊗ dθi
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is the spherical metric on the hemisphere S
p−1
+ , so we can denote it by g

S
p−1
+

. It
follows that the metric gL can be written as

gL = − a2(ρ)
(
sin θ2 . . . sin θp)2

dt⊗ dt + dρ⊗ dρ + a2(ρ)g
S

p−1
+

+ b2(ρ)gSq ,

for any t ∈ R, ρ ∈ [0, c], (θ2, . . . , θp) ∈ [0, π]p−1, (φ1, . . . , φq) ∈ [0, 2π]× [0, π]q−1.
Now we notice that the coordinates (ρ, θ2, . . . , θp, φ1, . . . , φq) parametrize, via Ψ,
an hemisphere Sn

+, whose boundary coincides again with the points where θ2 = 0.
Moreover, with a discussion analogue as the one given above for g, we observe
that

g0 = dρ⊗ dρ + a2(ρ)g
S

p−1
+

+ b2(ρ)gSq

is a metric on the whole Sn
+. Summing all up, we have obtained that the pair

(X, gL), with

X = R× Sn
+ , gL = −u2dt⊗ dt + g0 , where u = a(ρ) sin θ2 . . . sin θp ,

is a Lorentzian manifold with RicgL = ngL. In particular, (X, gL) is a static
spacetime with positive cosmological constant Λ = n(n− 1)/2, the hemisphere
Sn
+ endowed with the metric g0 is the space manifold and u is its static potential.

The function u = a(ρ) sin θ2 . . . sin θp is everywhere nonnegative, since θ2, . . . , θp

all take values in [0, π], and it is zero on

{ρ = 0} ∪ {θ2 = 0} ∪ · · · ∪ {θp = 0} ∪ {θ2 = π} ∪ · · · ∪ {θp = π} .

If one looks again at themap Ψ, it is clear that this set simply coincides with {θ2 =
0}. In particular, u is positive in the interior of Sn

+ and it is zero on its boundary,
which is a (n− 1)-dimensional sphere. Therefore, the triple (Sn

+, g0, u) is a static
solution with connected horizon diffeomorphic to Sn−1. The construction of the
triple (Sn

+, g0, u) can be done starting from any Einstein metric on Sn+1 of the
form (2.5.14), and it is clear that two different Einstein metrics give rise to two
different static solutions. Therefore, as a consequence of Theorem 2.5.6 we obtain
the main result of this subsection.

Theorem 2.5.9. In dimensions 4 ≤ n ≤ 8, there exist infinite static solutions
of (2.5.1) with a connected horizon diffeomorphic to Sn−1.



3
Characterization of massless solutions

Looking at the physical literature, it can be easily checked that there is a
general agreement about the fact that the mass parameter m that shows up in
the Schwarzschild triple (2.3.3), the Schwarzschild–de Sitter triple (2.5.3) and
the Schwarzschild–Anti de Sitter triples (2.4.5), (2.4.7) and (2.4.8), should be
physically interpreted as the mass of the solution. In particular, the solutions
with m 6= 0 represent the basic models for static black holes. These solutions are
usually listed among static vacua, since the massive bodies which are responsible
for the curvature of the space can be thought as hidden beyond some connected
components of the boundary of the manifolds (horizons of black hole type). On
the other hand, the solutions with zero mass should be regarded as the true
static vacua. Their curvature does not depend on the presence of – possibly
hidden – matter but it is only due to the presence of a cosmological constant. For
this reasons they represent the most basic solutions to (2.1.7) and correspond to
the three fundamental geometric shapes (space forms).

The aim of the present chapter is to propose a possible characterisation
of the rotationally symmetric static solutions with zero mass in presence of a
cosmological constant, namely the de Sitter triple (2.3.3) and the Anti de Sitter
triple (2.4.3). As it will be made precise in the following sections, we are going
to prove that these are in fact the only possible solutions to system (2.1.7) which
satisfy respectively a natural bound on the surface gravity, in the Λ > 0 case,
and a growth condition inspired by (2.4.4), in the Λ < 0 case. For Λ > 0, we will
also give, in Subsection 3.2.2, an interpretation of the above mentioned result in
terms of a Positive Mass Statement (see Theorem 3.2.5 below). The contents of
this chapter are based on the work [BM17a], which in turn is inspired by the
analysis started in [BM16]. In the whole chapter, the dimension of our manifolds
is assumed to be n ≥ 3.

3.1 Characterization of the Minkowski solution

Before stating the main results, which deal with a nonzero cosmological
constant, in this section we retrace the proof of Case’s classification of static
solutions with zero cosmological constant and with empty boundary. For conve-

83
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nience, we rewrite here the problem that we want to study, that is system (2.3.1),
and we add the additional condition of empty boundary

u Ric = D2u , in M ,
∆u = 0 , in M ,

u > 0 , in M ,

with ∂M = ∅ . (3.1.1)

We also write down the statement that we want to prove, that is, Theorem 2.3.1.

Theorem 3.1.1 ([And99, Cas10]). If (M, g0, u) is a solution to problem (3.1.1),
then u ≡ 1 and (M, g0) is Ricci flat.

When M is compact, we have already proved Theorem 3.1.1 in Subsection 2.3.1,
so it remains to discuss the noncompact case. As anticipated, we will follow
Case’s proof and we will keep the same notations as much as possible. It should
be noticed that the analysis and the results presented in [Cas10] are quite more
general, as they apply to the family of the Bakry-Émery tensors Ricm

f , which are
defined by

Ricm
f = Ric +D2 f − 1

m
d f ⊗ d f , (3.1.2)

for a fixed function f ∈ C ∞(M) and a constant 0 < m ≤ ∞. This family of
tensors is well studied, see for instance the survey [WW07] and the references
therein. One of the reasons for their interest lies in the fact that manifolds
with nonnegative Bakry-Émery tensor (Ricm

f ≥ 0) share strong analogies with
manifolds with nonnegative Ricci tensor (Ric ≥ 0). For instance, later we will
need the following laplacian comparison theorem, which is a direct analogue of
the well known laplacian comparison theorem for manifolds with nonnegative
Ricci tensor. The statement given here is enough for our purposes but it can be
improved, see [BQ05, Theorem 4.2] or [WW07, Theorem A.1] for a more general
version.

Theorem 3.1.2 (Laplacian comparison). Let (M, g0) be a n-dimensional Rie-
mannian manifold such that Ricm

f ≥ 0, for some f ∈ C ∞(M), 0 < m < ∞. Con-
sider a point x ∈ M and a geodesically complete neighborhood x ∈ U ⊂ M, and
denote by r : U → R the distance function from the point x with respect to the
metric g0. Then, at any point which is not in the cut locus of x, it holds

∆ f r ≤ m + n− 1
r

.

In the theorem above we have denoted by ∆ f the drifted laplacian defined by

∆ f w = ∆w − 〈D f |Dw〉 , for w ∈ C ∞(M) . (3.1.3)

We also recall that the cut locus of a point x ∈ M is the set of the points which are
images via the exponential map expx of vectors v ∈ Tx M such that the geodesic
t 7→ expx(tv) is minimizing for all t ≤ 1 but it is not minimizing for t > 1.

Our interest in the Bakry-Émery tensor is due to the fact that it is naturally
related to our original problem (3.1.1) by the following lemma, which follows
from an immediate computation.
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Lemma 3.1.3. If the triple (M, g0, u) is a solution to problem (3.1.1) then the
function f = − log u satisfies

Ric1
f = 0 and ∆ f f = 0 on M , (3.1.4)

where Ric1
f , ∆ f are defined as in (3.1.2), (3.1.3).

Following Case, in the next subsection we are going to prove that a function f
satisfying (3.1.4) is necessarily constant. This in turn will immediately imply
that u is constant and, recalling the first equation in (3.1.1), that (M, g0) is Ricci
flat, thus concluding the proof of Theorem 3.1.1.

3.1.1 Proof of Theorem 3.1.1.
Let (M, g0, u) be a solution of problem (3.1.1), and let f = − log u. As observed

above, in order to prove Theorem 3.1.1, it is enough to show that f has to be
constant. To this end, we start by writing the Bochner formula for f

∆|D f |2 = 2 |D2 f |2 + 2 Ric(D f , D f ) + 2 〈D∆ f |D f 〉 .

On the other hand, from (3.1.4) and the definition of Ric1
f we compute

0 = 2 Ric1
f (D f , D f ) = 2 Ric(D f , D f ) + 2 D2 f (D f , D f ) − 2 |D f |4

= 2 Ric(D f , D f ) + 〈D|D f |2 |D f 〉 − 2 |D f |4 ,

and also
0 = ∆ f f = ∆ f − |D f |2 .

Moreover, from the Cauchy-Schwartz inequality we have |D2 f |2 ≥ (∆ f )2/n =
|D f |4/n. Substituting these informations inside the Bochner formula, we obtain

∆|D f |2 ≥ 2(n + 1)
n

|D f |4 − 〈D|D f |2 |D f 〉 . (3.1.5)

Now let us fix x ∈ M and let r be the distance function from the point x with
respect to the metric g0. Let us also suppose for the moment that the point
x0 is not in the cut locus of x, so that r is smooth at x0. Consider the ball
B(x, a) = {r < a} ⊂ M for some radius a > 0. On that ball, we define the
function F : B(x, a)→ R as

F = (a2 − r2)2 |D f |2 .

By definition, F ≥ 0 in the whole ball B(x, a), and F = 0 on its boundary. In
particular, F admits an interior maximum, that we will call x0. In particular, at
the point x0 it holds

0 = DF = (a2 − r2)2 D|D f |2 − 2 (a2 − r2) |D f |2 Dr2 ,

0 ≥ ∆F = 2 |D f |2 |Dr2|2 − 4 (a2 − r2) 〈D|D f |2 |Dr2〉+
+ (a2 − r2)2∆|D f |2 − 2 (a2 − r2)|D f |2∆r2 .
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From the first of the two formulæ we obtain that at x0 it holds

2
Dr2

a2 − r2 =
D|D f |2
|D f |2 .

Using this relation and the fact that |Dr| ≡ 1, the second formula simplifies to
0 ≥ ∆F = − 24 r2 |D f |2 + (a2 − r2)2∆|D f |2 − 2 (a2 − r2)|D f |2∆r2 . (3.1.6)

Moreover, at x0 we have the following estimate
∆r2 = 2 r ∆r + 2 |Dr|2 = 2 r [∆ f r + 〈D f |Dr〉] + 2 ≤ 2(n + 1) + 〈D f |Dr2〉 ,

where in the latter inequality we have used Theorem 3.1.2. Usign this inequality,
and recalling also formula (3.1.5), we have that (3.1.6) simplifies to

0 ≥ − 24 r2 |D f |2 − 4(n + 1) (a2 − r2)|D f |2 +
2(n + 1)

n
(a2 − r2)2|D f |4

≥
[
− 24 a2 − 4(n + 1) a2 +

2(n + 1)
n

F
]
|D f |2

=

[
−4(n + 7) a2 +

2(n + 1)
n

F
]
|D f |2 . (3.1.7)

We recall that the above formula holds at x0, and that we have used the informa-
tion that x0 is not in the cut locus in order to obtain it.

Now we want to prove that formula (3.1.7) holds also when x0 is in the cut
locus of x. To this end, one can use the support functions method as described
for instance in the proof of [Pet06, Lemma 42], that we now briefly recap. Let
σ : [0, `]→ M be a unit speed minimizing geodesic with σ(0) = x and σ(`) = x0.
It is not hard to see that for any 0 < ε < `, the point x0 is not in the cut
locus of σ(ε). In fact, if this were the case, this would easily imply that the
restriction σ| : [σ(ε), `]→ M, which is minimizing by construction, should stop
being minimizing when prolonged in any of the two directions. In particular, the
whole geodesic σ : [0, `]→ M wuold not be minimizing, against our hypothesis.
Since we have proved that x0 is not in the cut locus of σ(ε), it follows that
Theorem 3.1.2 applies to the function rε(y) = d(σ(ε), y), which is the distance
function from the point σ(ε), for any fixed 0 < ε < `. In particular, one can
retrace the computations above using rε in place of r, and then take the limit as
ε→ 0 to recover formula (3.1.7).

This proves that inequality (3.1.7) always holds at the point x0. Since x0 is
the maximum of F, it follows that on the whole ball B(x, a) it holds

(a2 − r2)2|D f |2 = F ≤ 2n(n + 7)
n + 1

a2 .

Finally, evaluating this inequality in the point x, we have

|D f |2(x) ≤ 2n(n + 7)
(n + 1)a2 .

Since our manifold (M, g0) is unbounded, we can take the value a as big as we
wish. In particular, for a→ ∞ we obtain D f (x) = 0. Since the same argument
can be made at any point of M, it follows that f is constant. This concludes the
proof.
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3.2 Characterization of the de Sitter solution
3.2.1 Statement of the main results.

For static solutions with positive cosmological constant, it is physically rea-
sonable to assume, according to the explicit examples listed in Subsection 2.5.1
above, that M is compact with non-empty boundary. As usual u will be strictly
positive in the interior of M and such that ∂M = {u = 0}. In order to get rid of
the scaling invariance of system (2.1.7), we adopt the usual normalization for
the static metric g0, so that we are led to study system (2.5.1), that we rewrite
here for reference

u Ric = D2u + n u g0, in M
∆u = −n u, in M

u > 0, in M
u = 0, on ∂M

with M compact . (3.2.1)

Our first result is the following characterization of the de Sitter solution in terms
of the surface gravity of the boundary. To state the result, we recall the notation
umax = maxM u introduced in Subsection 2.5.1 and for a given S ∈ π0(∂M) (i.e.,
for a given connected component S ⊂ ∂M of the boundary) we let

κ(S) =
|Du||S

maxM u
∈ R (3.2.2)

be the surface gravity of the horizon S, according to the normalization proposed
in Subsection 2.1.3.
Theorem 3.2.1. Let (M, g0, u) be a solution to problem (3.2.1). Then

max
S∈π0(∂M)

κ(S) ≥ 1 .

Moreover, if the equality holds, then the triple (M, g0, u) is isometric to the de
Sitter solution (2.5.2).
Recalling that the de Sitter solution (2.5.2) satisfies κ(∂M) = |Du|/umax =
|Du| ≡ 1 on ∂M, the above result implies that the de Sitter triple has the least
possible surface gravity among all the solutions to problem (3.2.1) with connected
boundary. The proof of the above statement is an elementary argument based
on the Maximum Principle and will be presented in Section 3.4. More precisely,
what we will prove in Theorem 3.4.2 below is that, if a solution (M, g0, u) to (3.2.1)
satisfies the inequality

|Du|
umax

≤ 1 on ∂M ,

then (M, g0, u) is necessarily isometric to the de Sitter solution (2.5.2). Combin-
ing this Maximum Principle argument together with the Monotonicity Formula
of Subsection 3.5.2, we obtain a relevant enhancement of Theorem 3.2.1, whose
importance will be clarified in a moment. To introduce this result, we let MAX(u)
be the set where the maximum of u is achieved, namely

MAX(u) = {p ∈ M : u(p) = umax} ,
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and we observe that every connected component of M \MAX(u) has non-empty
intersection with ∂M. This follows easily from the Weak Minimum Principle
and it is proven in the No Island Lemma 3.5.1 below. Our main result in the
case Λ > 0 reads:

Theorem 3.2.2. Let (M, g0, u) be a solution to problem (3.2.1), let N be a con-
nected component of M \MAX(u), and let ∂N = ∂M ∩ N be the non-empty and
possibly disconnected boundary portion of ∂M that lies in N. Then

max
S∈π0(∂N)

κ(S) ≥ 1 .

Moreover, if the equality holds, then the triple (M, g0, u) is isometric to the de
Sitter solution (2.5.2).

In other words, Theorem 3.2.2 is a localized version of Theorem 3.2.1. In fact,
what we will actually prove (see Theorem 3.5.5 in Section 3.5) is that if on a
single connected component N of M \MAX(u) it holds

|Du|
umax

≤ 1 on ∂N ,

then the entire solution (M, g0, u) must be isometric to the de Sitter solution, in
particular the boundary ∂M and the set MAX(u) are both connected a posteriori.

3.2.2 Surface gravity and mass.
We are now in the position to present an interpretation of both Theorem 3.2.1

and Theorem 3.2.2 in terms of the mass aspect of a static solution (M, g0, u).
As already observed, the main conceptual issue lies in the fact that, unlike for
asymptotically flat and asymptotically hyperbolic manifolds, there is no clear
notion of mass, when the cosmological constant is positive. To overcome this
difficulty, we are going to exploit some very basic relationships between surface
gravity and mass in the case of static solutions. In doing this we are motivated by
the exemplification given in Subsection 2.3.1 for Λ = 0 as well as by the explicit
role played by the mass parameter m in the model solutions (see Subsection 2.5.1).
In particular these latter are used as reference configuration in the following
definition of virtual mass. As it will be clear from the forthcoming discussion, it
is also useful to use them in order to distinguish between the different characters
of boundary components. For this reasons we give the following definitions.

Definition 3.2.3. Let (M, g0, u) be a solution to problem (3.2.1). A connected
component S of ∂M is called an horizon. An horizon is said to be:

• of cosmological type if: κ(S) <
√

n,

• of black hole type if: κ(S) >
√

n,

• of cylindrical type if: κ(S) =
√

n,

where κ(S) is the surface gravity of S defined in (3.2.2). A connected component
N of M \MAX(u) is called:
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• an outer region if all of its horizons are of cosmological type, i.e., if

max
S∈π0(∂N)

κ(S) <
√

n ,

• an inner region if it has at least one horizon of black hole type, i.e., if

max
S∈π0(∂N)

κ(S) >
√

n ,

• a cylindrical region if there are no black hole horizons and there is at least
one cylindrical horizon, i.e., if

max
S∈π0(∂N)

κ(S) =
√

n .

We introduce now the concept of virtual mass of a given connected component of
M \MAX(u).

Definition 3.2.4 (Virtual Mass). Let (M, g0, u) be a solution to (3.2.1) and let N
be a connected component of M \MAX(u). The virtual mass of N is denoted by
µ(N, g0, u) and it is defined in the following way:

(i) If N is an outer region, then we set

µ(N, g0, u) = k−1
+

(
max

∂N

|Du|
umax

)
, (3.2.3)

where k+ is the outer surface gravity function defined in (2.5.6).

(ii) If N is an inner region, then we set

µ(N, g0, u) = k−1
−

(
max

∂N

|Du|
umax

)
, (3.2.4)

where k− is the inner surface gravity function defined in (2.5.7).

In other words, the virtual mass of a connected component N of M \MAX(u)
can be thought as the mass (parameter) that on a model solution would be
responsible for (the maximum of) the surface gravity measured at ∂N. In this
sense the rotationally symmetric solutions described in Subsection 2.5.1 are
playing here the role of reference configurations. As it is easy to check, if
(M, g0, u) is either the de Sitter, or the Schwarzschild–de Sitter, or the Nariai
solution, then the virtual mass coincides with the explicit mass parameter m
that appears in Subsection 2.5.1. In dimension n = 3 these are the only known
solutions to problem (3.2.1). To discuss some other examples, let us consider
the 4-dimensional case. We recall that in Subsection 2.5.4 we have discussed
other solutions to problem (3.2.1) found by Gibbons, Hartnoll and Pope [GHP03]
for 4 ≤ n ≤ 8. Among these solutions, there is a sequence of 4-dimensional
triples (Mi, gi, ui) with connected horizon diffeomorphic to S3. These triples are
not explicit, but it is easily seen that they converge quickly to a limit singular
solution, which corresponds to a double cone singular metric on the sphere S4,
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see the discussion and the figures in [GHP03, Appendix]. As a consequence, one
can infer that the value κi of the surface gravity of the connected boundary ∂Mi
rapidly converge to the value

√
3 as i→ +∞. In particular, the virtual masses

of this solutions can be computed as

µi := µ(Mi, gi, ui) = k−1
+ (κi) ,

and we have µi → k−1
+ (
√

3) ≈ 0, 1136 as i→ +∞. Since the convergence is very
fast, the virtual mass µi is actually approximately equal to 0, 1136 for any i ≥ 3.
A similar qualitative analysis can be employed to estimate the virtual masses of
the other families of solutions provided in [GHP03].

It is very important to notice that the well–posedness of Definition 3.2.4 for
outer regions is not a priori guaranteed. In fact, one would have to check that,
for any given solution (M, g0, u) to (3.2.1), the quantity max∂N |Du|/umax lies in
the domain of definition of the function k−1

+ , namely in the real interval [1,
√

n).
This is the content of the following Positive Mass Statement, whose proof is a
direct consequence of Theorem 3.2.2.

Theorem 3.2.5 (Positive Mass Statement for Static Metrics with Positive Cos-
mological Constant). Let (M, g0, u) be a solution to problem (3.2.1). Then, every
connected component of M \MAX(u) has well defined and thus nonnegative vir-
tual mass. Moreover, as soon as the virtual mass of some connected component
vanishes, the entire solution (M, g0, u) is isometric to the de Sitter solution (2.5.2).

In order to justify the terminology employed, it is useful to put the above result
in correspondence with the classical statement of the Positive Mass Theorem
for asymptotically flat manifolds with nonnegative scalar curvature. In this per-
spective it is clear that in our context the connected components of M \MAX(u)
play the same role as the asymptotically flat ends of the classical situation. In
fact, the virtual mass is well defined and nonnegative on every single connected
component, in perfect analogy with the ADM mass of every single asymptotically
flat end. This correspondence holds true also for the rigidity statements. In fact,
as soon as the mass (either virtual or ADM) annihilates on one single piece, the
whole manifold must be isometric to the model solution with zero mass (either
de Sitter or Minkowski).

Another important observation comes from the fact that the above state-
ment should be put in contrast with the so called Min-Oo’s conjecture (see
Subsection 1.2.3 ), which, we recall, asserts that a compact Riemannian mani-
fold (Mn, g), whose boundary is isometric to Sn−1 and totally geodesic, must be
isometric to the standard round hemisphere (Sn

+, gSn), provided Rg ≥ n(n− 1).
For long time, this conjecture has been considered as the natural counterpart
of the rigidity statement of the Positive Mass Theorem in the case of positive
cosmological constant. However, as already discussed, this conjecture has finally
been disproved in a remarkable paper [BMN11] by Brendle, Marques and Neves,
see Theorem 1.2.19. In contrast with this, our Positive Mass Statement seems to
indicate – at least in the case of static solutions – a different possible approach
towards the extension of the classical Positive ADMMass Theorem to the context
of positive cosmological constant. In this perspective, it would be very interesting
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to see if the above statement could be extended to a broader class of metrics of
physical relevance, leading to a more comprehensive definition of mass. The first
step in this direction would be to consider the case of stationary solutions to the
Einstein Field Equations with Killing horizons, so that the concept of surface
gravity is well defined (see Subsection 2.1.2). This will be the object of further
investigations.

3.2.3 Area bounds.
Further evidences in favour of the virtual mass will be presented in Chap-

ter 4, where sharp area bounds will be obtained for horizons of black hole and
cosmological type, the equality case being characterised by the Schwarzschild–
de Sitter solution (2.5.3). In order to anticipate these results, we discuss in
this subsection a local version of inequality (2.5.9), which we recall was proved
by Chruściel [Chr] (see also [HMR15]) generalizing the approach of Boucher,
Gibbons and Horowitz [BGH84].

Theorem 3.2.6. Let (M, g0, u) be a solution to problem (3.2.1), let N be a con-
nected component of M \MAX(u), and let ∂N = ∂M ∩ N be the non-empty and
possibly disconnected boundary portion of ∂M that lies in N. Then it holds

0 ≤
ˆ

∂N
|Du|

[
R∂N − (n− 1)(n− 2)

]
dσ , (3.2.5)

where R∂N is the scalar curvature of the metric induced by g0 on ∂N. Moreover,
if the equality holds, then the triple (M, g0, u) is isometric to the de Sitter solu-
tion (2.3.3).

The proof of this result follows closely the one presented in [Chr, Section 6], see
Subsection 3.4.3 for the details.

In order to emphasize the analogy with the forthcoming results in the case
of conformally compact static solutions with negative cosmological constant (see
Corollary 3.3.3 below), it is useful to single out the following straightforward
consequence of the above theorem.

Corollary 3.2.7. Let (M, g0, u) be a solution to problem (3.2.1), let N be a con-
nected component of M \MAX(u), and let ∂N = ∂M ∩ N be the non-empty and
possibly disconnected boundary portion of ∂M that lies in N. Then, if the in-
equality

R∂N ≤ (n− 1)(n− 2)

holds on ∂N, where R∂N is the scalar curvature of the metric induced by g0 on
∂N, then the triple (M, g0, u) is isometric to the de Sitter solution (2.3.3).

If in Theorem 3.2.6 we also assume that ∂N is connected and orientable, and
that n = 3, then |Du| is constant on the whole ∂N, and from the Gauss-Bonnet
Theorem we have

´
∂N R∂Ndσ = 4πχ(∂N). Therefore, with these additional

hypotheses, the thesis of Theorem 3.2.6 translates into

|∂N| ≤ 2π χ(∂N) ,
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where |∂N| is the hypersurface area of ∂N with respect to the metric g0. In
particular, χ(∂N) has to be positive, which implies that ∂N is diffeomorphic to a
sphere and χ(∂N) = 2. This proves the following corollary.

Corollary 3.2.8. Let (M, g0, u) be a 3-dimensional orientable solution to prob-
lem (3.2.1), let N be a connected component of M \MAX(u), and suppose that
∂N = ∂M ∩ N is connected. Suppose also that |Du|2 ≤ C(umax − u) on the whole
M, for some constant C ∈ R. Then ∂N is a sphere and it holds

|∂N| ≤ 4π . (3.2.6)

Moreover, if the equality holds then the triple (M, g0, u) is isometric to the de
Sitter solution (2.3.3).

This corollary is a local version of the well known Boucher-Gibbons-Horowitz
inequality, see Theorem 2.5.1.

In Chapter 4, we are going to prove stronger versions of both inequality (3.2.5)
and (3.2.6), see Theorems 4.1.1 and 4.1.3. These will then be used to prove a
Black Hole Uniqueness Statement, provided e.g. the set MAX(u) is a two sided
regular hypersurface that divides M into an inner region and an outer region,
whose virtual mass is controlled by the one of the inner region, see Theorem 4.1.8.

3.3 Characterization of the Anti de Sitter solution
In this section we discuss the case Λ < 0. The results that we will show in this

section, namely Theorems 3.3.1 and 3.3.2, seem to be in line with Theorem 3.1.1
for the case Λ = 0, shown in Section 3.1. We observe that, while in the case Λ = 0
no hypothesis on the behavior at infinity of the solutions was required, in the case
Λ < 0 we cannot expect our uniqueness results to remain true without additional
assumptions. In fact, the Anti de Sitter triple is not the only solution to (3.3.1).
Another one is the Anti Nariai triple (2.4.9) described in Subsection 2.4.1, and
we also point out that the existence of an infinite family of conformally compact
solutions has been proven in [ACD02, ACD05] (see Subsection 3.3.2 for some
more details). To rule these solutions out and obtain uniqueness statements
for the Anti de Sitter triple, we suggest the following possibility. Recalling the
asymptotic behaviour (2.4.4) that is expected on the model solution (2.4.3)

lim
|x|→∞

(
u2 − u2

min − |Du|2
)

= 0 ,

and looking at this formula as to a necessary condition, we are going to show that
it also yields a fairly neat sufficient condition in order to conclude that a complete
static triple with Λ < 0 is isometric to the Anti de Sitter solution. Formally,
this translates in the characterisation of the equality case in formulæ (3.3.2)
and (3.3.3) below.

3.3.1 Statement of the main results.
In analogy with the properties of the Anti de Sitter triple (2.4.3) described

in Subsection 2.4.1, it is natural to restrict our attention to static solutions
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Figure 3.1: The ends of the solutions to (3.3.1) are usually assumed to be diffeomorphic
to a product. However, our analysis does not exclude a priori more peculiar topologies,
like the end represented on the left hand side of the figure.

(M, g0, u) with negative cosmological constant such that the manifold M is non-
compact and with empty boundary. We point out that the latter assumption,
which is unavoidable in the present framework, excludes a priori the family of the
Schwarzschild–Anti de Sitter solutions (2.4.5) from our treatment. For simplicity,
we will also suppose that the number of ends of M is finite. We recall (see for
instance [Gui16, Section 3.1]) that the ends of M are defined as the sequences
U1 ⊃ U2 ⊃ . . . , where, for every i ∈N, Ui is an unbounded connected component
of M \ Ki and {Ki} is an exhaustion by compact sets of M. It is easy to see that
the definition of end does not really depend on the choice of the exhaustion
by compact sets, in the sense that there is a clear one-to-one correspondence
between the ends of M defined with respect to two different exhaustions. We
emphasize the fact that – in contrast with other characterisations of the Anti
de Sitter solution – we are not making any a priori assumption on the topology
of the ends, as it is explained in Figure 3.1 and the discussion below. Starting
from system (2.1.7), and rescaling g0 as in Subsection 2.4.1, we are led to study
problem (2.4.1), that we rewrite here, explicitating also the additional hypothesis
of empty boundary

u Ric = D2u− n u g0, in M
∆u = n u, in M

u > 0, in M
u(x)→ +∞ as x → ∞

with ∂M = ∅ . (3.3.1)

We recall that, with the notation u(x) → +∞ as x → ∞, we mean that, given
an exhaustion of M by compact sets {Ki}i∈N, we have that for any sequence of
points xi ∈ M \ Ki, i ∈ N, it holds limi→+∞ u(xi) = +∞. Recalling the notation
umin = minM u introduced in Subsection 2.4.1, we are now able to state our
first result in the Λ < 0 case. The proof follows the same line as the one of
Theorem 3.2.1 in the Λ > 0 case.
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Theorem 3.3.1. Let (M, g0, u) be a solution to problem (3.3.1). Then

lim inf
x→∞

(
u2 − u2

min − |Du|2
)
(x) ≤ 0 . (3.3.2)

Moreover, if the equality holds then the triple (M, g0, u) is isometric to the Anti
de Sitter solution (2.4.3).

To avoid ambiguity, we recall that inequality (3.3.2) means that, taken an ex-
haustion of M by compact sets {Ki}i∈N, we have that for any sequence of points
xi ∈ M \ Ki, i ∈ N, it holds lim infi→+∞(u2 − u2

min − |Du|2)(xi) ≤ 0. We have
already observed in (2.4.4) that the Anti de Sitter triple (2.4.3) is such that
u2 − u2

min − |Du|2 goes to zero as one approaches the end of the manifold. There-
fore, Theorem 3.3.1 characterizes the Anti de Sitter triple among the solutions
to (3.3.1) as the one that maximises the left hand side of (3.3.2). In fact, what we
will actually prove (see Theorem 3.4.3 below) is that the only solution to (3.3.1)
that satisfies

lim inf
x→∞

(
u2 − u2

min − |Du|2
)
(x) ≥ 0 ,

is the Anti de Sitter triple (2.4.3).
We are now going to state a local version of Theorem 3.3.1. To this end, we

recall the notation

MIN(u) = {p ∈ M : u(p) = umin} ,

for the set of the minima of u and we notice that any connected component N
of M \MIN(u) must contain at least one of the ends of M by the No Island
Lemma 3.6.1. In particular, the lim infx→∞ in formula (3.3.3) below is completely
justified.

Arguing as in the case Λ > 0, we obtain through a Maximum Principle and
a suitable Monotonicity Formula the following analogue of Theorem 3.2.2.

Theorem 3.3.2. Let (M, g0, u) be a solution to problem (3.3.1), and let N be a
connected component of M \MIN(u). Then

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)
(x) ≤ 0 . (3.3.3)

Moreover, if the equality holds then the triple (M, g0, u) is isometric to the Anti
de Sitter solution (2.4.3).

Theorem 3.3.2 is a stronger version of Theorem 3.3.1, in the sense that the asymp-
totic behavior of the quantity in (3.3.3) has to be checked only along the ends of N.
In this sense, the relation between Theorem 3.3.1 and Theorem 3.3.2 is the same
as the one between Theorem 3.2.1 and Theorem 3.2.2. In the next subsection,
we are going to compare Theorem 3.3.2 with other known characterisations of
the Anti de Sitter solution.
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3.3.2 Comparison with other known characterizations.
Classically, the study of static solutions with Λ < 0 has been tackled by

requiring some additional information on the asymptotic behavior of the triple
(M, g0, u). These assumptions, albeit natural, are usually very strong, in the
sense that they restrict the topology of the ends as well as the asymptotic behavior
of the function u. We have already discussed the main definitions and known
results in Subsection 2.4.2. Here, we quickly recall them in order to draw the
state of the art and put our results in perspective.

The most widely used assumption is to ask for the triple (M, g0, u) to be
conformally compact in the sense of Definition 2.4.1. This hypothesis forces
(M, g0) to be isometric to the interior of a compact manifold M∞ = M ∪ ∂∞ M,
where ∂∞ M is the boundary of M∞ and is called the conformal infinity of M. It
also requires the metric ḡ = u−2g0 to extend to the conformal infinity with some
regularity. Despite this being a somewhat standard assumption, almost nothing
being known without requiring it, it still imposes some strong topological and
analytical a priori restrictions on a mere solution to (3.3.1). For instance, if
n = 3, we know from [CS01] (see also Proposition 2.4.2) that the conformal
infinity ∂∞ M is necessarily connected, that is, M has a unique end. Therefore,
for 3-dimensional conformally compact triples, Theorems 3.3.1 and 3.3.2 are
completely equivalent. Nevertheless, as already explained in Subsection 2.4.2,
the results in [ACD02, ACD05] show that the conformal compactness per se is
not strong enough to characterize the Anti de Sitter solution.

This implies that additional assumptions are needed in order to prove a
rigidity statement. To introduce our next result, we recall that, for conformally
compact solutions, the quantity u2− u2

min− |Du|2 extends smoothly to a function
on the whole M∞ = M ∪ ∂∞ M and it holds (see formula (2.4.14))

u2 − u2
min − |Du|2 =

R∂∞ M

(n− 1)(n− 2)
− u2

min on ∂∞ M , (3.3.4)

where R∂∞ M is the scalar curvature of the metric induced by ḡ on ∂∞ M.
In order to introduce the next result, we first fix a couple of notations. Given a

connected component N of M \MAX(u), we denote by ∂∞N the conformal infinity
of N, that is,

∂∞N = ∂∞ M ∩ NM∞ ,

where NM∞ is the closure of N in M∞. From formula (3.3.4) and Theorem 3.3.2
we deduce the following corollary, that represents the precise analogue of Corol-
lary 3.2.7, proven in the case Λ > 0.

Corollary 3.3.3. Let (M, g0, u) be a conformally compact solution to problem
(3.3.1) and let N be a connected component of M \MIN(u). Suppose that the
scalar curvature R∂∞ N of the metric induced by ḡ = u−2g0 on the conformal in-
finity of N satisfies the following inequality

R∂∞ N ≥ (n− 1)(n− 2) u2
min (3.3.5)

on the whole ∂∞N. Then the triple (M, g0, u) is isometric to the Anti de Sitter
solution (2.4.3).
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Imposing stronger assumptions on the asymptotics of the triple (M, g0, u) leads
to even cleaner statements. The fee for this is that the class of solutions where
the uniqueness can be proven is a priori much smaller than the ones considered
above. For example, if one requires the triple (M, g0, u) to be asymptotically
Anti de Sitter in the sense of Definition 2.4.4, then it is possible to conclude
uniqueness as in Corollary 3.3.4 below. However, this assumption forces the
conformal infinity of M – endowed with the metric induced on it by g = u−2g –
to be connected and isometric to the standard sphere. In particular the quantity
R∂∞ N in Corollary 3.3.3 is equal to (n− 1)(n− 2) on the whole ∂∞N = ∂∞ M.

Corollary 3.3.4. Let (M, g0, u) be an asymptotically Anti de Sitter solution to
problem (3.3.1) such that M has empty boundary. If umin ≤ 1, then the triple
(M, g0, u) is isometric to the Anti de Sitter solution (2.4.3).

We remark that a stronger version of Corollary 3.3.4 is already known. In fact,
from the works of Wang [Wan05] and Qing [Qin04] it follows that the same
thesis holds without the need of the assumption umin ≤ 1, see Theorem 2.4.6
and the discussion below. It is worth mentioning that the methods employed to
obtain these uniqueness results heavily rely on (some kind of) the Positive Mass
Theorem. More precisely, Wang’s result relies on the Positive Mass Theorem for
asymptotically hyperbolic manifolds, proved in [Wan01], whereas Qing’s result
exploit the Positive Mass Theorem for asymptotically flat manifolds, proved by
Schoen-Yau [SY79, SY17].

3.4 Shen’s Identity and its consequences

In this section we give the proofs of Theorems 3.2.1 and 3.3.1, which consist on
the analysis via the Strong Maximum Principle of Shen’s Identity (3.4.1).

3.4.1 Computations via Bochner formula.

In order to prove our theorems, we need the following preparatory result,
which is a simple application of the Bochner formula.

Proposition 3.4.1 (Shen’s Identity [Amb15, formula (8)], [She97, formula (12)]).
Let (M, g0, u) be a solution of either system (3.2.1) or system (3.3.1). Then it holds

div
[

1
u

(
D|Du|2 − 2

n
∆uDu

)]
=

2
u

[
|D2u|2 − (∆u)2

n

]
≥ 0 . (3.4.1)

Proof. Since the two cases are very similar, we will do the computations for
both solutions of (3.2.1) and (3.3.1) at the same time. We first recall that, from
the first and second equation in (3.2.1) and (3.3.1), we have ∆u = ∓nu, and
Ric = D2u± nug0. Using these equalities together with the Bochner formula, we
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compute

∆|Du|2 = 2 |D2u|2 + 2 Ric(Du, Du) + 2〈D∆u |Du〉

= 2 |D2u|2 + 2
[ 1

u
D2u(Du, Du) ± n |Du|2

]
∓ 2n |Du|2

= 2 |D2u|2 +
1
u
〈D|Du|2 |Du〉 . (3.4.2)

Letting
Y = D|Du|2 − 2

n
∆u Du ,

and using (3.4.2), we compute

div(Y) = ∆|Du|2 − 2
n
〈D∆u |Du〉 − 2

n
(∆u)2

= 2
[
|D2u|2 − (∆u)2

n

]
+

1
u
〈D|Du|2 |Du〉 ± 2 |Du|2 .

More generally, for every nonzero C 1 function α = α(u), it holds

1
α

div(αY) = div(Y) +
α̇

α
〈Y |Du〉

= 2
[
|D2u|2 − (∆u)2

n

]
+
( α̇

α
+

1
u

)(
〈D|Du|2 |Du〉 ± 2u |Du|2

)
.

where α̇ is the derivative of α with respect to u. The computation above suggests
us to choose

α(u) =
1
u

.

so that α̇/α = −1/u, and we obtain

div
( 1

u
Y
)

=
2
u

[
|D2u|2 − (∆u)2

n

]
. (3.4.3)

The square root in the right hand side of (3.4.3) coincides with the g0-norm
of the trace-free part of D2u, in particular it is always positive, and the thesis
follows.

Proposition 3.4.1 is already well known, and it has a number of applications. The
most significant one is a proof of the Boucher-Gibbons-Horowitz inequality, see
Theorem 2.5.1, for which we refer the reader to the following Subsection 3.4.3. An-
other interesting application of formula (3.4.1) has appeared recently in [Amb15],
where it is used to deduce some relevant topological features of the solutions to
system (3.2.1), see Theorem 2.5.5.

3.4.2 Proof of Theorems 3.2.1 and 3.3.1.
In this subsection, we combine Proposition 3.4.1 with the Strong Maximum

Principle, in order to recover Theorems 3.2.1 and 3.3.1. Despite the two proofs
present some analogies, we prefer to prove each theorem independently. We
start with Theorem 3.2.1, that we rewrite here in an alternative – but equivalent
– form, for the reader’s convenience.
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Theorem 3.4.2. Let (M, g0, u) be a solution to problem (3.2.1), and suppose that
|Du|
umax

≤ 1 on ∂M .

Then the triple (M, g0, u) is isometric to the de Sitter solution (2.5.2). In partic-
ular, ∂M is connected.
Proof. Combining the equation ∆u = −nu with formula (3.4.1) in Proposi-
tion 3.4.1, we get

0 ≤ 2
[
|D2u|2 − (∆u)2

n

]
= ∆

(
|Du|2 + u2) − 1

u
〈

Du
∣∣D
(
|Du|2 + u2) 〉 . (3.4.4)

We claim that
(
|Du|2 + u2) is constant and its value coincides with u2

max. This
follows essentially from the Maximum Principle, however some attention should
be payed to the coefficient 1/u, since it blows up at ∂M. Hence, for the sake of
completeness, we prefer to present the details.

As it is pointed out in Subsection 2.1.3, the function u is analytic, and thus
its critical level sets as well as its critical value are discrete. On the other hand,
one has that |Du| > 0 on ∂M, so that the zero level set of u is regular. Moreover,
it is possible to choose a positive number η > 0 such that each level set {u = ε}
is regular (and diffeomorphic to ∂M), provided 0 < ε ≤ η. Setting Mε = {u ≥ ε},
it is immediate to observe that the coefficient 1/u is now bounded above by 1/ε
in Mε, moreover we have that

max
Mε

(|Du|2 + u2) ≤ max
∂Mε

(|Du|2 + u2) ,

by the Maximum Principle. In particular, for every 0 < ε ≤ η it holds
max
∂Mη

(|Du|2 + u2) ≤ max
∂Mε

(|Du|2 + u2) .

Moreover, it is easily seen that limε→0+ max∂Mε
(|Du|2 + u2) = |Du||∂M, so that,

using the assumption |Du| ≤ umax on ∂M, one gets
max
∂Mη

(|Du|2 + u2) ≤ u2
max .

On the other hand, it is clear that MAX(u) = {p ∈ M : u(p) = umax} ⊂ Mη

and that for every p ∈ MAX(u) it holds (|Du|2 + u2)(p) = u2
max. The Strong

Maximum Principle implies that |Du|2 + u2 ≡ u2
max on Mη. Since η > 0 can be

chosen arbitrarily small, we conclude that |Du|2 + u2 ≡ u2
max on M.

Plugging the latter identity in formula (3.4.4), we easily obtain |D2u|2 =
(∆u)2/n, from which it follows D2u = −ug and in turns that Ric = (n − 1)g,
where in the last step we have used the first equation of system (3.2.1). Now
we can conclude by exploiting the results in [Oba62]. To this end, we double
the manifold along the totally geodesic boundary, obtaining a closed compact
Einstein manifold (M̂, ĝ) with Ricĝ = (n− 1)ĝ. On M̂ we define the function
û as û = u on one copy of M and as û = −u on the other copy. Since D2u = 0
on ∂M, after the gluing the function û is easily seen to be C 2 on M̂. Moreover,
û is an eigenvalue of the laplacian, and more precisely it holds −∆ĝ0 û = nû.
Therefore [Oba62, Theorem 2] applies and we conclude that (M̂, ĝ) is isometric
to a standard sphere.
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We pass now to the proof of Theorem 3.3.1, that we restate here in an alternative
form. Albeit its strict analogy with the above argument, we will present the
proof of Theorem 3.3.1 in full details, since this will give us the opportunity
to show how the required adjustments are essentially related to the different
topology of the manifold M.

Theorem 3.4.3. Let (M, g0, u) be a solution to problem (3.3.1), and suppose

lim inf
x→∞

(
u2 − u2

min − |Du|2
)
(x) ≥ 0 .

Then the triple (M, g0, u) is isometric to the Anti de Sitter solution (2.4.3). In
particular, M has a unique end.

Proof. Recalling ∆u = nu and formula (3.4.1) in Proposition 3.4.1, we obtain

0 ≤ 2
[
|D2u|2 − (∆u)2

n

]
= ∆

(
|Du|2 − u2) − 1

u
〈

Du
∣∣D
(
|Du|2 − u2) 〉 . (3.4.5)

We want to proceed in the same spirit as in the proof of Theorem 3.4.2 above.
In this case the boundary is empty and the quantity 1/u is bounded from above
by 1/umin on the whole M. On the other hand, this time the manifold M is
complete and noncompact, so we have to pay some attention to the behavior of
our solution along the ends. Let then {Ki}i∈N be an exhaustion by compact sets
of M. Without loss of generality, we can assume that the exhaustion is ordered
by inclusion, namely Ki ⊂ Kj, whenever i < j. Applying the Weak Maxiimum
Principle to the differential inequality (3.4.5) one gets(

|Du|2 − u2 + u2
min
)
(x) ≤ max

∂Ki

(
|Du|2 − u2 + u2

min
)

, (3.4.6)

for every x ∈ Ki and every i ∈N. On the other hand, the assumption is clearly
equivalent to lim supx→∞(|Du|2 − u2 + u2

min)(x) ≤ 0. This implies that, for any
given ε > 0, there exists a large enough jε ∈N so that

max
∂Kj

(
|Du|2 − u2 + u2

min
)
≤ ε , for every j ≥ jε . (3.4.7)

Combining the last two inequalities, we easily conclude that

|Du|2 − u2 + u2
min ≤ 0 ,

on the whole M. In particular, as soon as a compact subset K of M contains
MIN(u) = {p ∈ M : u(p) = umin} in its interior, we have that max∂K(|Du|2 −
u2 + u2

min) ≤ 0. Since on MIN(u) it clearly holds |Du|2 − u2 + u2
min = 0, the

Strong Maximum Principle implies that |Du|2 − u2 + u2
min ≡ 0 on K. From the

analyticity of u, it follows that |Du|2 − u2 + u2
min ≡ 0 on the whole M. Plugging

this information in (3.4.5), we easily obtain |D2u|2 = (∆u)2/n, from which we
deduce D2u = ug0 and we can conclude using [Qin04, Lemma 3.3].
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3.4.3 Boucher-Gibbons-Horowitz method revisited.
In this subsection we illustrate another consequence of Proposition 3.4.1,

namely, we prove a local version of the Boucher-Gibbons-Horowitz inequality.
To do that we are going to retrace the approach used in [Chr, Section 6], which
essentially consists in integrating identity (3.4.1) on M and using the Divergence
Theorem. The main difference is that instead of working on the whole M, we
will focus on a single connected component N of M \MAX(u). This will lead
us to the proof of Theorem 3.2.6, which we have restated here for the reader’s
convenience.
Theorem 3.4.4. Let (M, g0, u) be a solution to problem (3.2.1), let N be a con-
nected component of M \MAX(u), and let ∂N = ∂M ∩ N be the non-empty and
possibly disconnected boundary portion of ∂M that lies in N. Then it holds

0 ≤
ˆ

∂N
|Du|

[
R∂N − (n− 1)(n− 2)

]
dσ ,

where R∂N is the scalar curvature of the restriction of the metric g0 to ∂N. More-
over, if the equality holds then (M, g0, u) is isometric to the de Sitter solution (2.3.3).
Proof. From Proposition 3.4.1 we have

div
[

1
u
(
|Du|2 + u2)] =

2
u

[
|D2u|2 − (∆u)2

n

]
≥ 0 .

To simplify the computations, we are going to integrate by parts the inequality

div
[

1
u
(
|Du|2 + u2)] ≥ 0 . (3.4.8)

Proceeding in this way, we are going to prove the validity of the inequality
mentioned in the statement of the theorem. In order to deduce the rigidity one
has to keep into account also the quadratic term[

|D2u|2 − (∆u)2

n

]
.

However, since this part of the argument is completely similar to what we
have done in the previous subsection, we omit the details, leaving them to the
interested reader.

In Subsection 2.1.3 we have shown that |Du| 6= 0 on ∂M = {u = 0}, and that
the critical values of u are always discrete. Therefore, from the compactness
of M and the properness of u, it follows that we can choose ε > 0 so that the
level sets {u = t} are regular for all 0 ≤ t ≤ ε and for all umax − ε ≤ t < umax.
Integrating inequality (3.4.8) on the domain {ε < u < umax − ε} ∩ N and using
the Divergence Theorem, we obtain
ˆ
{u=umax−ε}∩N

〈
D
(
|Du|2+ u2)

u

∣∣∣∣∣ ν

〉
dσ ≥

≥
ˆ
{u=ε}∩N

〈
D
(
|Du|2+ u2)

u

∣∣∣∣∣ ν

〉
dσ , (3.4.9)
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where we have used the short hand notation ν = Du/|Du|, for the unit normal
to the set {ε < u < umax − ε} ∩ N. Using the first equation in (3.2.1), we get〈

D
(
|Du|2+ u2)

u

∣∣∣∣∣ ν

〉
= 2

[
D2u(Du, Du) + u|Du|2

u |Du|

]
= 2

[
Ric(Du, Du) − n |Du|2 + |Du|2

|Du|

]
= 2 |Du| [Ric(ν, ν) − (n− 1) ] .

In view of this identity, inequality (3.4.9) becomes
ˆ
{u=umax−ε}∩N

|Du| [Ric(ν, ν)− (n− 1) ] dσ ≥

≥
ˆ
{u=ε}∩N

|Du| [Ric(ν, ν)− (n− 1)] dσ . (3.4.10)

We now claim that the lim inf of the left hand side vanishes when ε→ 0. Since
M is compact and g0 is smooth, the quantity Ric(ν, ν)− (n− 1) is continuous,
thus bounded, on M. Therefore, to prove the claim, it is sufficient to show that

lim inf
t→umax

ˆ
{u=t}∩N

|Du| dσ = 0 .

If this is not the case, then we can suppose that the lim inf in the above formula
is equal to some positive constant δ > 0. This means that up to choose a small
enough α > 0, we could insure thatˆ

{u=t}∩N
|Du| dσ ≥ δ

2
, for umax − α < t < umax .

Combining this fact with the coarea formula, one has that for every 0 < ε < α, it
holdsˆ

{umax−α<u<umax−ε}∩N

(
|Du|2

umax − u

)
dµ =

ˆ umax−ε

umax−α

dt
umax − t

ˆ
{u=t}∩N

|Du|dσ ≥

≥ δ

2

ˆ umax−ε

umax−α

dt
umax − t

=
δ

2

ˆ α

ε

dτ

τ
.

Now we make use of the inequality |Du|2 ≤ C(umax − u), which will be proven
in the following chapter, see Proposition 4.2.8 and Remark 4.2.9. From this it
follows that the leftmost hand side is bounded above by C |N|. On the other
hand, the rightmost hand side tends to +∞, as ε→ 0. Since we have reached a
contradiction, the claim is proven. Hence, taking the lim infε→0 in (3.4.10), we
arrive at ˆ

∂N
|Du| [− Ric(ν, ν) + (n− 1)] dσ ≥ 0 . (3.4.11)

To conclude, we observe that, on the totally geodesic boundary ∂N of our con-
nected component, the Gauss equation reads

−Ric(ν, ν) =
R∂N − R

2
=

R∂N − n(n− 1)
2

.

Substituting the latter identity in formula (3.4.11) we obtain the thesis.
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3.5 Local lower bound for the surface gravity
In this section we focus on the case Λ > 0, and we are going to present the
complete proof of Theorem 3.2.2. As discussed in Subsection 3.2.2, the local
nature of this lower bound for the surface gravity is at the basis of our definition
of virtual mass, as explained in Theorem 3.2.5.

3.5.1 Some preliminary results.
As usual, we denote by N a connected component of M \MAX(u). The next

lemma shows that the set ∂N = ∂M ∩ N is always nonempty, and thus it is
necessarily given by a disjoint union of horizons.

Lemma 3.5.1 (No Islands Lemma, Λ > 0). Let (M, g0, u) be a solution to prob-
lem (3.2.1) and let N be a connected component of M \MAX(u). Then N ∩ ∂M 6=
∅.

Proof. Let N be a connected component of M \MAX(u) and assume by contradic-
tion that N ∩ ∂M = ∅. Since MAX(u)∩ ∂M = ∅, one has that N \ N ⊆ MAX(u),
where we have denoted by N the closure of N in M. On the other hand, the scalar
equation in (3.2.1) implies that ∆u ≤ 0 in N and thus, by the Weak Minimum
Principle , one can deduce that

min
N

u = min
N\N

u ≥ min
MAX(u)

u = umax .

In other words u ≡ umax on N. Since N has non-empty interior, u must be
constant on thewhole M, by analyticity. This yields the desired contradiction.

As an easy application of the Maximum Principle, we obtain the following gradi-
ent estimate, which is the first step in the proof of the main result.

Lemma 3.5.2. Let (M, g0, u) be a solution to problem (3.2.1), let N be a connected
component of M \MAX(u), and let ∂N = ∂M ∩ N be the non-empty and possibly
disconnected boundary portion of ∂M that lies in N. If |Du| ≤ umax on ∂N, then
it holds |Du|2 ≤ u2

max − u2 on the whole N.

Proof. The thesis will essentially follow by the Maximum Principle applied
to the equation (3.4.4) on the whole domain N. However, as in the proof of
Theorem 3.4.3, we have to pay attention to the coefficient 1/u, which blows up
at the boundary ∂N. We also notice that in general the set N ∩MAX(u) is not
necessarily a regular hypersurface. Albeit this does not represent a serious issue
for the applicability of the Maximum Principle, we are going to adopt the same
treatment for both ∂N and N ∩MAX(u), considering subdomains of the form
Nε = N ∩ {ε ≤ u ≤ umax− ε}, for ε sufficiently small. To be more precise, we first
recall from Subsection 2.1.3 that the function u is analytic and then the set of
its critical values is discrete. Therefore, there exists η > 0 such that, for every
0 < ε ≤ η the level sets {u = ε} and {u = umax − ε} are regular. Applying the
Maximum Principle to equation (3.4.4), we get

max
Nε

(|Du|2 + u2) ≤ max
∂Nε

(|Du|2 + u2) .
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On the other hand we have that |Du|2 + u2 = u2
max on MAX(u), and |Du|2 + u2 ≤

u2
max on ∂N, by our assumption. Hence, letting ε→ 0 in the above inequality, we

get the desired conclusion.

3.5.2 Monotonicity formula.
Let (M, g0, u) be a solution to problem (3.2.1), and let N be a connected

component of M \MAX(u). Proceeding in analogy with [AM17b, BM16], we
introduce the function U : [0, umax)→ R given by

t 7−→ U(t) =
( 1

u2
max − t2

)n
2
ˆ

{u=t}∩N

|Du|dσ . (3.5.1)

We remark that the function t 7→ U(t) is well defined, since the integrand is
globally bounded and the level sets of u have finite hypersurface area. In fact,
since u is analytic (see [Chr05, zH70]), the level sets of u have locally finite
H n−1–measure by the results in [KP02]. Moreover, they are compact and thus
their hypersurface area is finite. To give further insights about the definition
of the function t 7→ U(t), we note that, using the explicit formulæ (2.5.2), one
easily realizes that the quantities

M 3 x 7−→ |Du|√
u2

max − u2
(x) and [0, umax) 3 t 7−→

ˆ

{u=t}

( 1
u2

max − u2

)n−1
2

dσ

(3.5.2)
are constant on the de Sitter solution. We notice that the function t 7→ U(t) can
be rewritten in terms of the above quantities as

U(t) =

ˆ

{u=t}∩N

(
|Du|√

u2
max − u2

)( 1
u2

max − u2

)n−1
2

dσ ,

hence the function t 7→ U(t) is constant on the de Sitter solution. In the next
proposition we are going to show that, for a general solution, the function U
is monotonically nonincreasing, provided the surface gravity of the connected
component of ∂N is bounded above by 1.

Proposition 3.5.3 (Monotonicity, case Λ > 0). Let (M, g0, u) be a solution to
problem (3.2.1), let N be a connected component of M \MAX(u), and let ∂N =
∂M ∩ N be the non-empty and possibly disconnected boundary portion of ∂M
that lies in N. If |Du| ≤ umax on ∂N, then the function U(t) defined in (3.5.1) is
monotonically nonincreasing.

Proof. Recalling ∆u = −nu, we easily compute

div
[

Du
(u2

max − u2)
n
2

]
=

∆u
(u2

max − u2)
n
2
+ n u

|Du|2

(u2
max − u2)

n
2 +1

= − n u
(u2

max − u2)
n
2 +1

(
u2

max − u2 − |Du|2
)
≤ 0 , (3.5.3)
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where the last inequality follows from Lemma 3.5.2. Integrating by parts inequal-
ity (3.5.3) in {t1 ≤ u ≤ t2} ∩ N for some t1 < t2, and applying the Divergence
Theorem, we deduce

ˆ

{u=t1}∩N

〈
Du

(u2
max − u2)

n
2

∣∣∣∣ n
〉

dσ +

ˆ

{u=t2}∩N

〈
Du

(u2
max − u2)

n
2

∣∣∣∣ n
〉

dσ =

−
ˆ

{t1≤u≤t2}∩N

n u
(u2

max − u2)
n
2 +1

(
u2

max − u2 − |Du|2
)
≤ 0 , (3.5.4)

where n is the outer g0-unit normal to the boundary of the set {t1 ≤ u ≤ t2}. In
particular, one has n = −Du/|Du| on {u = t1} and n = Du/|Du| on {u = t2},
thus formula (3.5.4) rewrites asˆ

{u=t2}∩N

|Du|
(u2

max − u2)
n
2

dσ ≤
ˆ

{u=t1}∩N

|Du|
(u2

max − u2)
n
2

dσ ,

from which it follows U(t2) ≤ U(t1), as wished.

3.5.3 Proof of Theorem 3.2.2.
In the previous subsection, we have shown the monotonicity of the function

U. In order to prove Theorem 3.2.2, we also need an estimate of the behavior of
U(t) as t approaches umax. This is the content of the following proposition.
Proposition 3.5.4. Let (M, g0, u) be a solution to problem (3.2.1). Let N be a con-
nected component of M \MAX(u) and let U be the function defined as in (3.5.1).
If H n−1(MAX(u) ∩ N

)
> 0, then limt→u−max

U(t) = +∞.

Proof. From the Łojasiewicz inequality (see [Łoj63, Théorème 4] or [KP94]), we
know that for every point p ∈ MAX(u) there exists a neighborhood p 3 Vp ⊂ M
and real numbers cp > 0 and 0 < θp < 1, such that for each x ∈ Vp it holds

|Du|(x) ≥ cp [umax − u(x)]θp .

Up to possibly restricting the neighborhood Vp, we can suppose umax − u < 1 on
Vp, so that for every x ∈ Vp it holds

|Du|(x) ≥ cp [umax − u(x)] .

Since MAX(u) is compact, it is covered by a finite number of sets Vp1 , . . . , Vpk .
In particular, setting c = min{cp1 , . . . , cpk}, the set V = Vp1 ∪ · · · ∪ Vpk is a
neighborhood of MAX(u) and the inequality

|Du| ≥ c (umax − u) (3.5.5)

is fulfilled on the whole V. Now we notice that the function U(t) can be rewritten
as follows

U(t) =

(
1

u2
max − t2

)n−2
2
ˆ

{u=t}∩N

|Du|
(umax − u)(umax + u)

dσ .
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Thanks to the compactness of M and to the properness of u, it follows that for t
sufficiently close to umax we have {u = t} ∩ N ⊂ V. For these values of t, using
inequality (3.5.5) we obtain the following estimate

U(t) ≥ c
2umax

(
1

u2
max − t2

)n−2
2

·
∣∣{u = t} ∩ N

∣∣ .

Therefore, in order to prove the thesis, it is sufficient to show that ifH n−1(MAX(u)∩
N
)
> 0, then

lim sup
t→u−max

∣∣{u = t} ∩ N
∣∣ > 0 . (3.5.6)

To this end, we recall that, since u is analytic and H n−1(MAX(u) ∩ N
)
> 0, it

follows from [Łoj91] (see also [KP02, Theorem 6.3.3]) that the set MAX(u) ∩
N contains a smooth non-empty, relatively open hypersurface Σ such that
H n−1((MAX(u) ∩ N) \ Σ

)
= 0. In particular, given a point p on Σ, we are

allowed to consider an open neighbourhood Ω of p in M, where the signed dis-
tance to Σ

r(x) =

{
+ d(x, Σ) if x ∈ Ω ∩ N ,
− d(x, Σ) if x ∈ Ω \ N .

is a well defined smooth function (see for instance [Foo84, KP81], where this re-
sult is discussed in full details in the Euclidean setting, however, as it is observed
in [Foo84, Remarks (1) and (2)], the proofs extend with small modifications to
the Riemannian setting). In order to prove (3.5.6), we are going to perform a
local analysis, in a compact cylindrical neighborhood Cδ ⊂ Ω of p. Let us define
such a neighborhood and set up our framework:

• First consider a smooth embedding F0 of the (n− 1)-dimensional closed
unit ball Bn−1 into M

F0 : Bn−1 ↪→ M , (θ1, . . . , θn−1) 7→ F0(θ
1, . . . , θn−1)

such that Σ0 = F0(Bn−1) is strictly contained in the interior of Σ ∩Ω.

• Given a small enough real number δ > 0, use the flow of Dr to extend the
map F0 to the cartesian product [−δ, δ]× Bn−1, obtaining a new map

F : [−δ, δ]× Bn−1 ↪→ M , (ρ, θ1, . . . , θn−1) 7→ F(ρ, θ1, . . . , θn−1)

satisfying the initial value problem

dF
dρ

= Dr ◦ F , F(0, · ) = F0( · ) .

It is not hard to check that the relation r
(

F(ρ, θ1, . . . , θn−1)
)
= ρ must be

satisfied, so that for every ρ ∈ [−δ, δ], the image Σρ = F(ρ, Bn−1) belongs to
the level set {r = ρ} of the signed distance.
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Lumax

{δ} × Bn−1

Lt
πt

Luδ

{0} × Bn−1

Figure 3.2: A section of the cylinder [−δ, δ]× Bn−1. The arrow shows the action of the
function πt, that sends the points of Lt to their projection on Lumax = {0} × Bn−1.

• Define the cylindrical neighbourhood Cδ of p simply as F
(
[−δ, δ]× Bn−1

)
.

By construction, the map F is a parametrisation of Cδ. Moreover, still
denoting by g the metric pulled-back from M through the map F, we have
that

g0 = dρ⊗ dρ + gij(ρ, θ1, . . . , θn−1)dθi ⊗ dθ j ,

where the gij’s are smooth functions of the coordinates (ρ, θ1, . . . , θn−1) of
[−δ, δ]× Bn−1. In particular, for any fixed 0 < ε < 1, we can suppose that,
up to diminishing the value of δ > 0, the following estimates hold true

(1− ε)2 gij(0, θ) ≤ gij(ρ, θ) ≤ (1 + ε)2 gij(0, θ) , (3.5.7)

for every θ = (θ1, . . . , θn−1) ∈ Bn−1 and every ρ ∈ [−δ, δ].

• Finally, let uδ = maxΣδ
u. It follows from the construction that uδ < umax.

For uδ ≤ t ≤ umax, we are going to consider the (pulled-back) level sets of u
given by

Lt = F−1({u = t} ∩ N
)
⊂ [0, δ]× Bn−1 ,

together with their natural projection on Lumax = {0} × Bn−1. These are
defined by

πt : Lt −→ {0} × Bn−1 , πt : (ρ, θ) 7−→ (0, θ) .

It is not hard to see that for uδ ≤ t ≤ umax, the projection πt is surjective.
This follows from the fact that for any given θ ∈ Bn−1 the assignment

[0, δ] 3 ρ 7−→ (u ◦ F)(ρ, θ)

is continuous and its range contains the closed interval [uδ, umax].

With the notations introduced above, we claim that for every uδ ≤ t ≤ umax and
every connected open set S ⊂ Lt, we have

diamg0(S) ≥ (1− ε) diamg0(πt(S)) . (3.5.8)
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Since we have already shown that πt is surjective, it follows from the very
definition of the Hausdorff measure that the claim implies the inequality

H n−1(Lt
)
≥ (1− ε)n−1 H n−1(Lumax

)
,

which is clearly equivalent to (3.5.6). To prove (3.5.8), let us fix t ∈ [uδ, umax] and
consider a C 1 curve

γ : I −→ Lt , s 7−→ γ(s) =
(
ρ(s), θ(s)

)
,

where I ⊂ R is an interval. We want to show that the lenght of γ is controlled
from below by the lenght of its projection πt ◦ γ, which is the curve on Lumax

defined by (πt ◦ γ)(s) = (0, θ(s)) for every s ∈ I. Recalling the expression of g0
with respect to the coordinates (ρ, θ) and the estimate (3.5.7), we compute∣∣∣∣dγ

ds

∣∣∣∣2
g
(s) =

∣∣∣∣dρ

ds

∣∣∣∣2
g
(s) + gij

(
ρ(s), θ(s)

) dθi

ds
(s)

dθ j

ds
(s)

≥ (1− ε)2 gij
(
0, θ(s)

) dθi

ds
(s)

dθ j

ds
(s)

= (1− ε)2
∣∣∣∣d(πt ◦ γ)

ds

∣∣∣∣2
g
(s) .

In particular, the same inequality holds between the lenghts of γ and its projec-
tion πt ◦ γ. Claim (3.5.8) follows.

Combining Propositions 3.5.3 and 3.5.4 we easily obtain Theorem 3.2.2, that we
restate here – in an alternative form – for the ease of reference.

Theorem 3.5.5. Let (M, g0, u) be a solution to problem (3.2.1), let N be a con-
nected component of M \MAX(u), and let ∂N = ∂M∩N be the boundary portion
of ∂M that lies in N. Suppose that

|Du|
umax

≤ 1 on ∂N .

Then the triple (M, g0, u) is isometric to the de Sitter solution (2.5.2). In partic-
ular ∂M and M \MAX(u) are both connected.

Proof. Let us consider the function t 7→ U(t) defined in (3.5.1). Thanks to the
assumption |Du| ≤ umax on ∂N, we have that Proposition 3.5.3 is in force, and
thus t 7→ U(t) is monotonically nonincreasing. In particular, we get

lim
t→u−max

U(t) ≤ U(0) =

ˆ

∂N

|Du|dσ ≤ umax |∂N| < ∞ .

In light of Proposition 3.5.4, this fact tells us that H n−1(MAX(u)∩N
)
= 0. This

means that MAX(u) ∩ N cannot disconnect the domain N from the rest of the
manifold M. In other words, N is the only connected component of M \MAX(u).
In particular particular, ∂M ∩ N = ∂M and Theorem 3.2.1 applies, giving the
thesis.
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3.6 A characterization of the Anti de Sitter solution
In this section we focus on the case Λ < 0 and, proceeding in analogy with
Section 3.5, we prove Theorem 3.3.2.

3.6.1 Some preliminary results.
Here we prove the analogues of Lemmata 3.5.1 and 3.5.2. For a connected
component N of M \MIN(u), we will denote by N the closure of N in M. Notice
that N is a manifold with boundary ∂N = MIN(u) ∩ N. Since MIN(u) might
be singular, the boundary ∂N is not necessarily smooth in general. Another
important feature of N is that it must be noncompact, as we are going to show
in the following lemma.

Lemma 3.6.1 (No Islands Lemma, Λ < 0). Let (M, g0, u) be a solution to prob-
lem (3.3.1) and let N be a connected component of M \MIN(u). Then N has at
least one end.

Proof. Let N be a connected component of M \MIN(u) and assume by contra-
diction that N has no ends. In particular, N is compact, and since also MIN(u)
is compact, one has that N \ N ⊆ MIN(u). On the other hand, from (3.3.1) we
have ∆u ≥ 0 in N, hence, by the Weak Maximum Principle, one obtains

max
N

u = max
N\N

u ≤ max
MIN(u)

u = umin .

This implies that u ≡ umin on N. Since N has non-empty interior, u must be
constant on thewhole M, by analyticity. This yields the desired contradiction.

A similar application of the Maximum Principle leads to the following result,
which is the analogue of Lemma 3.5.2 in the case Λ < 0.

Lemma 3.6.2. Let (M, g0, u) be a solution to problem (3.3.1), and let N be a
connected component of M \MIN(u). If

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)
≥ 0 ,

then it holds |Du|2 ≤ u2 − u2
min on the whole N.

Proof. We recall from Subsection 2.1.3 that the function u is analytic and its
critical level sets are discrete. It follows that there exists η > 0 such that the
level sets {u = umin + ε} and {u = 1/ε} are regular for any 0 < ε ≤ η. For any
0 < ε ≤ η, let Nε = N ∩ {umin + ε ≤ u ≤ 1/ε}. We have |Du|2 − u2 = −u2

min on
MIN(u) and from the hypothesis

lim sup
x∈N,x→∞

(|Du|2 − u2 + u2
min) ≤ 0 .

In particular, for any δ > 0, there exists ε > 0 small enough so that |Du|2 −
u2 + u2

min ≤ δ on {u = 1/ε}. In fact, if this were not the case, it would exist a
sequence {ε i}i∈N of positive real numbers converging to zero such that for every
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i ∈ N there exists pi ∈ {u = 1/ε i} with (|Du|2 − u2 + u2
min)(pi) > δ, and the

superior limit of this sequence would be greater than δ, in contradiction with
the hypothesis. We have thus proved that

lim
ε→0+

max
∂Nε

(|Du|2 − u2 + u2
min) ≤ 0 . (3.6.1)

On the other hand, we can apply the Maximum Principle to (3.4.5) inside Nε for
an arbitrarily small ε > 0, and using (3.6.1) we find

max
N

(|Du|2 − u2) = lim
ε→0+

max
Nε

(|Du|2 − u2) = lim
ε→0+

max
∂Nε

(|Du|2 − u2) ≤ −u2
min .

The thesis follows.

3.6.2 Proof of Theorem 3.3.2.
The strategy of the proof of Theorem 3.3.2 is completely analogue to the one

employed in Section 3.5 for the proof of Theorem 3.2.2. For this reason, we will
avoid to give some details, that can be easily recovered by the interested reader.
First of all, we introduce the function U : (umin,+∞)→ R defined as

t 7−→ U(t) =
( 1

t2 − u2
min

)n
2
ˆ

{u=t}∩N

|Du|dσ. (3.6.2)

Reasoning as in Subsection 3.5.3, one sees that the function U is well defined
and constant on the Anti de Sitter solution. Furthermore, now we prove that U
is always nondecreasing in t.
Proposition 3.6.3 (Monotonicity, case Λ < 0). Let (M, g0, u) be a solution to
problem (3.3.1). Let N be a connected component of M \MIN(u) and let U be the
function defined as in (3.6.2). If

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)
≥ 0 ,

then the function U is monotonically nondecreasing.
Proof. Recalling ∆u = nu, we easily compute

div

[
Du

(u2 − u2
min)

n
2

]
=

∆u
(u2 − u2

min)
n
2
− n u

|Du|2

(u2 − u2
min)

n
2 +1

=
n u

(u2 − u2
min)

n
2 +1

(
u2 − u2

min − |Du|2
)
≥ 0 , (3.6.3)

where the last inequality follows from Lemma 3.6.2. Integrating by parts inequal-
ity (3.6.3) in {t1 ≤ u ≤ t2} ∩ N for some t1 < t2, and applying the Divergence
Theorem, we deduce

ˆ

{u=t1}∩N

〈
Du

(u2 − u2
min)

n
2

∣∣∣∣ n
〉

dσ +

ˆ

{u=t2}∩N

〈
Du

(u2 − u2
min)

n
2

∣∣∣∣ n
〉

dσ =

ˆ

{t1≤u≤t2}∩N

n u
(u2 − u2

min)
n
2 +1

(
u2 − u2

min − |Du|2
)
≥ 0 , (3.6.4)
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where n is the outer g0-unit normal to the set {t1 ≤ u ≤ t2}. In particular,
one has n = −Du/|Du| on {u = t1} and n = Du/|Du| on {u = t2}. Therefore,
formula (3.6.4) rewrites as

ˆ

{u=t2}∩N

|Du|
(u2 − u2

min)
n
2

dσ ≥
ˆ

{u=t1}∩N

|Du|
(u2 − u2

min)
n
2

dσ ,

which implies U(t2) ≥ U(t1), as wished.

Combining Theorem 3.3.2 with some approximations near the extremal points of
the static potential u, we are able to characterize the set MIN(u) and to estimate
the behavior of the U(t)’s as t approaches umin.

Proposition 3.6.4. Let (M, g0, u) be a solution to problem (3.3.1). Let N be a
connected component of M \MIN(u) and let U be the function defined by (3.6.2).
If H n−1(MIN(u) ∩ N

)
> 0, then limt→u+

min
U(t) = +∞.

Proof. The proof is completely analogue to the proof of Propopsition 3.5.4. From
the Łojasiewicz inequality one deduces that there is a neighborhood V of MIN(u)
such that the inequality

|Du| ≥ c (u− umin) (3.6.5)
holds on the whole V. The second step is to rewrite U(t) as

U(t) =

(
1

t2 − u2
min

) n−2
2

ˆ

{u=t}∩N

(
|Du|

(u− umin)(u + umin)

)
dσ .

Thanks to the compactness of M and to the properness of u, for t sufficiently close
to umin we have {u = t} ∩ N ⊂ V. For these values of t, using inequality (3.6.5),
we have the following estimate

U(t) ≥ c
t + umin

(
1

t2 − u2
min

) n−2
2

·
∣∣{u = t} ∩ N

∣∣ .

Proceeding exactly an in the proof of Proposition 3.5.4, one can show that

lim
t→u+

min

∣∣{u = t} ∩ N
∣∣ > 0 , (3.6.6)

and this concludes the proof.

We are now in a position to prove Theorem 3.3.2, that we restate here, in an
alternative – but equivalent – form, for reference.

Theorem 3.6.5. Let (M, g0, u) be a solution to problem (3.3.1), and let N be a
connected component of M \MIN(u). Suppose that

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)
(x) ≥ 0 .

Then the triple (M, g0, u) is isometric to the Anti de Sitter solution (2.4.3). In
particular, M \MIN(u) is connected and M has a unique end.
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Proof. On N, consider the function U defined as in (3.6.2) and fix t0 ∈ (umin, ∞).
From Proposition 3.6.3 we know that U is nondecreasing, hence we have

lim
t→u+

min

U(t) ≤ U(t0) =
( 1

t2
0 − u2

min

)n
2
ˆ

{u=t0}∩N

|Du|dσ < +∞ ,

where in the latter inequality we have used the fact that |Du| is a continuous
function and {u = t0} is compact (because u is proper and u→ +∞ at the infinity
of N). Therefore, Proposition 3.6.4 tells us that H n−1(MIN(u) ∩ N

)
= 0. This

means that MIN(u)∩ N cannot disconnect the manifold M, which in turn proves
that M \MIN(u) is connected. Therefore, we can apply Theorem 3.3.1 to deduce
the thesis.
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4
Features of the virtual mass

In this chapter we focus on the case of a positive cosmological constant, con-
tinuing the study started in Chapter 3 about the notion of virtual mass of a static
metric. In particular, we will prove that the virtual mass satisfies a Riemannian
Penrose–like inequality and allows to prove a Black Hole Uniqueness Theorem.
The results in this chapter are based on [BM17b]. As usual, we stress that in the
whole chapter it is always tacitly assumed that the dimension of our manifolds
is n ≥ 3.

4.1 Introduction and statement of the main results
4.1.1 Setting of the problem.
As anticipated, in this chapter we are interested in the study of static space-
times with positive cosmological constant, or equivalently, of solutions to prob-
lem (3.2.1). In order to simplify the exposition of some of the results, it is
convenient to suppose that the manifold M is orientable. This of course is not
restrictive. In fact, if the manifold is not orientable, we can consider its ori-
entable double covering DM, and the results found on DM can be transfered to
the original manifold by means of the projection. Notice that an orientation of
M induces an orientation on the horizons, which are the connected components
of ∂M. Therefore, in particular, if M is orientable so are the horizons. For the
reader convenience, let us rewrite here problem (3.2.1), while explicitating the
orientability assumption


u Ric = D2u + n u g0, in M

∆u = −n u, in M
u > 0, in M \ ∂M
u = 0, on ∂M

with M compact orientable . (4.1.1)

We recall from Definition 3.2.3 that an horizon S ∈ π0(∂M) is said to be
of cosmological, black hole or cylindrical type depending of whether its surface
gravity κ(S) is less than, greater than or equal to

√
n, respectively. Analogously,

113
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we also recall that a region N ⊂ M \MAX(u) is said to be outer if all its horizons
are cosmological, inner if it contains at least one horizon of black hole type and
cylindrical if it has at least one horizon of cylindrical type and it has no horizon
of black hole type. As we will see, the analysis of these three cases will be slightly
different, although in the end we will obtain similar results, that are stated in
the next subsections.

4.1.2 Area bounds.
An important feature of Theorem 3.2.5, that we have proved in the previous

chapter, is that it gives a complete characterisation of the zero mass solutions.
Another very interesting and nowadays classical characterisation of the de Sitter
solution is given by the Boucher-Gibbons-Horowitz area bound discussed in
Theorem 2.5.1. Having at hand Theorem 2.5.1 and Theorem 3.2.5, it is natural
to ask if in the case where the virtual mass is strictly positive and the boundary
of M is allowed to have several connected components, it is possible to provide a
refined version of both statements, whose rigidity case characterises now the
Schwarzschild–de Sitter solutions described in (2.5.3) instead of the de Sitter
solution. In accomplishing this program, we are inspired by the well known
relation between the Positive Mass Theorem and the Riemannian Penrose In-
equality as they are stated in the classical setting, where M3 is an asymptotically
flat Riemannian manifold with nonnegative scalar curvature. We have already
discussed these result in Subsection 1.2.1. To introduce our first main result, we
recall the three-dimensional version of the Riemannian Penrose Inequality and
we observe that, using the definition of the Schwarzschild radius given below
formula (2.3.3), it can be rephrased as follows

|∂M| ≤ 16πm2 = 4π(2m)2 = 4πr2
0(m) , (4.1.2)

where m = mADM(M3, g). Having these considerations in mind, we can now
state one of the main results of the present chapter.

Theorem 4.1.1 (Refined Area Bounds). Let (M3, g0, u) be a 3-dimensional so-
lution to problem (4.1.1), and let N be a connected component of M3 \MAX(u)
with connected smooth compact boundary ∂N. We then let m ∈ (0, 1/(3

√
3)] be

the virtual mass of N, namely

m = µ(N, g0, u) .

Then, ∂N is diffeomorphic to the sphere S2. Moreover, the following inequalities
hold:

(i) Cosmological Area Bound. If N is an outer region, then

|∂N| ≤ 4πr2
+(m) , (4.1.3)

and the equality is fulfilled if and only if the triple (M3, g0, u) is isometric
to the Schwarzschild–de Sitter solution (2.5.3) with mass m.
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(ii) Riemannian Penrose Inequality. If N is an inner region, then

|∂N| ≤ 4πr2
−(m) , (4.1.4)

and the equality is fulfilled if and only if the triple (M3, g0, u) is isometric
to the Schwarzschild–de Sitter solution (2.5.3) with mass m.

(iii) Cylindrical Area Bound. If N is a cylindrical region, then

|∂N| ≤ 4π

3
, (4.1.5)

and the equality is fulfilled if and only if the triple (M3, g0, u) is covered by
the Nariai solution (2.5.5).

Remark 4.1.2. Concerning the rigidity statement in point (iii) of the above the-
orem, we observe that there is only one orientable triple which is not isometric to
the 3-dimensional Nariai solution but that is covered by it, which is the quotient
of the Nariai triple by the involution

ι : [0, π]× S2 → [0, π]× S2 , ι(t, x) = (π − t,−x) ,

where we have denoted by −x the antipodal point of x on S2. The existence of this
solution was pointed out in [Amb15, Section 7].

About the previous statement some comments are in order. First, the fact that
∂N is necessarily diffeomorphic to a sphere is not a new result. In fact, a stronger
result is already known from [Amb15, Theorem B], see Theorem 2.5.5, where it
is shown that every connected component of the boundary of a static solution to
problem (4.1.1) is diffeomorphic to a sphere. Our approach allows to prove the
same topological result, but only in the case where the horizons of (M3, g0, u) are
somehow separated from each other by the locus MAX(u). Concerning the area
bounds, we observe that, conceptually speaking, the inequality (4.1.3) should
be compared with the Boucher-Gibbons-Horowitz Area Bound (2.5.8), since it
involves the cosmological horizons of the solution, whereas, the inequality (4.1.4)
should be compared with (4.1.2) since it is a statement about horizons of black
hole type.

An analogous result holds in higher dimension, giving the natural analog of
the inequality

|∂M| ≤
ˆ

∂M

R∂M

(n− 1)(n− 2)
dσ , (4.1.6)

which has been obtained by Chrus̀ciel in [Chr, Section 6] in the case of connected
boundary, extending the Boucher-Gibbons-Horowitz method to every dimension
n ≥ 3. Of course, in the above inequality R∂M stands for the scalar curvature of
the boundary. Moreover, the equality is fulfilled if and only if (M, g0, u) coincides
with the de Sitter solution.
Theorem 4.1.3. Let (M, g0, u) be a solution to problem (4.1.1) of dimension n ≥
3, and let N be a connected component of M \MAX(u) with connected smooth
compact boundary ∂N. We then let m ∈ (0, mmax] be the virtual mass of N, namely

m = µ(N, g0, u) .
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Then, the following inequalities hold:

(i) If N is an outer region, then

|∂N| ≤
(ˆ

∂N

R∂N

(n− 1)(n− 2)
dσ

)
r2
+(m) , (4.1.7)

and the equality is fulfilled if and only if the triple (M, g0, u) is isometric to
the Schwarzschild–de Sitter solution (2.5.3) with mass m.

(ii) If N is an inner region, then

|∂N| ≤
(ˆ

∂N

R∂N

(n− 1)(n− 2)
dσ

)
r2
−(m) , (4.1.8)

and the equality is fulfilled if and only if the triple (M, g0, u) is isometric to
the Schwarzschild–de Sitter solution (2.5.3) with mass m.

(iii) If N is a cylindrical region, then

|∂N| ≤
ˆ

∂N

R∂N

n(n− 1)
dσ , (4.1.9)

and the equality is fulfilled if and only if the triple (M, g0, u) is covered by
the Nariai solution (2.5.5).

The proof of the above statement will be given in Section 4.4, whereas it
is clear that Theorem 4.1.1 follows directly from Theorem 4.1.3, applying the
Gauss-Bonnet formula. In turns, Theorem 4.1.3 will be deduced by some more
general statements (see Corollaries 4.4.2, 4.4.7 and 4.6.8) which correspond to
some balancing formulas, in the case where the boundary of N is allowed to
have several connected components. To illustrate this fact, we focus on an outer
region N ⊂ M \MAX(u) andwe present amore general version of formulæ (4.1.3)
and (4.1.7). If we let m = µ(N, g0, u) be the virtual mass of N and we let A :
∂N → (0, 1] be the locally constant function defined for every x ∈ ∂N by

A(x) =
|Du|

max∂N |Du| (x) , (4.1.10)

then it can be proven (see Corollary 4.4.2) that
ˆ

∂N
A3 dσ ≤

(ˆ
∂N

A
R∂N

(n− 1)(n− 2)
dσ

)
r2
+(m) −

− n(n− 4)
(n− 1)(n− 2)

(ˆ
∂N

A
(
1− A2) dσ

)
r2
+(m) .

It is clear that, when ∂N is connected, then A ≡ 1 so that the above inequality
reduces to (4.1.7). A second observation is that it holds A ≤ 1 by definition,
hence for n ≥ 4 the second summand in the right hand side of the above formula
is always nonpositive.
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A completely analogous computation can be made for a cylindrical region N.
In this case, from Corollary 4.6.8 we deduce

ˆ
∂N

A3 dσ ≤
(ˆ

∂N
A

R∂N

n(n− 1)
dσ

)
−
(

n− 4
n− 1

)(ˆ
∂N

A
(
1− A2) dσ

)
.

Again, when ∂N is connected we have A ≡ 1 and we reobtain (4.1.9). Moreover,
for n ≥ 4, the second summand in the right hand side is always nonpositive. It
follows that, in both formulæ, for n ≥ 4 the second summand can be neglected
and we obtain the following statement.

Theorem 4.1.4. Let (M, g0, u) be a solution to problem (4.1.1), and let N be a
connected component of M \MAX(u) with virtual mass m = µ(N, g0, u). Let
also A be the function defined by (4.1.10), and suppose that the dimension of M
is n ≥ 4. Then the following statements are satisfied

(i) If N is an outer region, then it holds
ˆ

∂N
A3 dσ ≤

(ˆ
∂N

A
R∂N

(n− 1)(n− 2)
dσ

)
r2
+(m) . (4.1.11)

Moreover, if the equality holds, then the solution (M, g0, u) is isometric to
the Schwarzschild–de Sitter solution (2.5.3) with mass m.

(ii) If N is a cylindrical region, then it holds
ˆ

∂N
A3 dσ ≤

ˆ
∂N

A
R∂N

n(n− 1)
dσ . (4.1.12)

Moreover, if the equality holds, then (M, g0, u) is covered by the Nariai
triple (2.5.5).

In the above theorem, we have excluded the inner regions. In fact, the anal-
ogous integral inequality for inner regions is not as clean as in the outer and
cylindrical case, since it depends on a parameter α that cannot be computed
explicitly. For this reason, we have decided not to include the inner case of Theo-
rem 4.1.4 in the statement, the interested reader can find it in Corollary 4.4.7.
We also notice that the Hölder Inequality can be used to estimate the term in
brackets in (4.1.11) as

ˆ
∂N

A
R∂N

(n− 1)(n− 2)
dσ ≤

(ˆ
∂N

A3dσ

) 1
3

ˆ
∂N

∣∣∣∣ R∂N

(n− 1)(n− 2)

∣∣∣∣
3
2

dσ

2
3

.

A similar computation can be made in the cylindrical case, and as a consequence
we obtain the following more geometric version of Theorem 4.1.4.

Corollary 4.1.5. Let (M, g0, u) be a solution to problem (4.1.1), and let N be a
connected component of M \MAX(u) with virtual mass m = µ(N, g0, u). Let
also A be the function defined by (4.1.10), and suppose that the dimension of M
is n ≥ 4. Then the following statements are satisfied
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(i) If N is an outer region, then it holds

ˆ
∂N

A3 dσ ≤

ˆ
∂N

∣∣∣∣ R∂N

(n− 1)(n− 2)

∣∣∣∣
3
2

dσ

 r3
+(m) .

Moreover, if the equality holds, then the solution (M, g0, u) is isometric to
the Schwarzschild–de Sitter solution (2.5.3) with mass m.

(ii) If N is a cylindrical region, then it holds

ˆ
∂N

A3 dσ ≤
ˆ

∂N

∣∣∣∣ R∂N

n(n− 1)

∣∣∣∣
3
2

dσ .

Moreover, if the equality holds, then (M, g0, u) is covered by the Nariai
triple (2.5.5).

In dimensions n = 3 we are not able to provide such nice inequalities. The
interested reader can find the results for n = 3 and ∂N disconnected in Theo-
rems 4.4.3, 4.4.8 and 4.6.9.

We conclude this subsection with a comparison of our Theorem 4.1.1 with
Theorem 2.5.4, recently proved by Ambrozio. Of course however we emphasize
that Ambrozio’s result and ours are slightly different in nature, as Theorem 2.5.4
does not require any assumption of MAX(u) but has a more global nature with
respect to Theorem 4.1.1. Let us compare the two statements in a couple of
special cases. First of all, if our solution (M, g0, u) is 3-dimensional and has a
single horizon, then Theorem 2.5.4 gives

|∂M| ≤ 4π

3
,

thus greatly improving the classical Boucher-Gibbons-Horowitz inequality (2.5.8).
Our Theorem 4.1.1 gives an even stronger inequality when the (unique) horizon
of M is of black hole type, whereas if the horizon is outer it gives a worse result.
If the horizon is of cylindrical type, it gives the same inequality.

Let us now pass to compare the two statements in the case upon which our
result is modelled, that is, suppose that our solution (M, g0, u) is 3-dimensional
and that

M \MAX(u) = M+ tM− ,

where M+ is an outer region with connected boundary ∂M+ and M− is an inner
region with connected boundary ∂M−. Let us denote by

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u) ,

the virtual masses of M+, M−. In this case, Ambrozio’s Theorem 2.5.4 gives

k+(m+) |∂M+| + k−(m−) |∂M−| ≤
4π

3
[k+(m+) + k−(m−)] , (4.1.13)
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Figure 4.1: In this plot we have numerically analyzed the relation between for-
mulæ (4.1.13) and (4.1.14), in function of the values of m+ (on the x-axis) and of m− (on
the y-axis). The red line represents the points with m+ = m− (which is the case of the
Schwarzschild–de Sitter solution). The blue region is the one where (4.1.14) is stronger
than (4.1.13). The darker the blue, the better our formula is. To give also a quantitative
idea, the black part on the bottom is where the right side of (4.1.13) minus the right
side of (4.1.14) is bigger than 3.

whereas from inequalities (4.1.3) and (4.1.4) in Theorem 4.1.1 we get

k+(m+) |∂M+| + k−(m−) |∂M−| ≤
≤ 4π

[
k+(m+)r2

+(m+) + k−(m−)r2
−(m−)

]
. (4.1.14)

The two inequalities (4.1.13), (4.1.14) are compared in Figure 4.1, where we have
highlighted the values of m+, m− for which formula (4.1.14) improves (4.1.13).
This comparison gives us a further proof that our result is particularly strong
when our manifold is separated in two regions, one outer and one inner, by the
set MAX(u). It is then not surprising that this is exactly the case in which we
are able to make use of our area bounds in order to prove an uniqueness theorem
for the Schwarzschild–de Sitter solution. This is discussed in the following
subsection.

4.1.3 Uniqueness results.
In this subsection, we discuss a characterization of both the Schwarzschild–

de Sitter and the Nariai solution, which is in some ways reminiscent of the well
known Black Hole Uniqueness Theorem 2.3.3. We recall that this classical result
states that when the cosmological constant is zero, the only asymptotically flat
static solutions with nonempty boundary are the Schwarzschild triples described
in (2.3.3). In order to clarify what should be expected to hold in the case of
positive cosmological constant, let us briefly comment the asymptotic flatness
hypothesis. We recall (see Definition 2.3.2) that this assumption amounts to
both a topological and a geometric requirement. More precisely, each end of the
manifold is a priori forced to be diffeomorphic to [ 0,+∞)× Sn−1 and the metric
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has to converge to the flat one at a suitable rate, so that, up to a convenient
rescaling, the boundary at infinity of the end is isometric to a round sphere.
Another important feature of the asymptotic flatness assumption is that the
static potential approaches its maximum value at infinity.

From this last property, it seems natural to guess that the boundary at
infinity of an asymptotically flat static solution with Λ = 0 should correspond in
our framework to the set MAX(u). The same analogy is also proposed in [BH96,
Appendix], where it is used to justify the physical meaning of the normaliza-
tion (2.1.9) for the surface gravity. We will make use of this correspondence in
the discussion that follows Theorem 4.1.8 below, in order to shed some lights on
the plausibility of our assumptions. Before presenting the precise statement of
this uniqueness result, it is important to underline another feature of the set
MAX(u), that is peculiar of our setting. In fact, in sharp contrast with the Λ = 0
case, we observe that MAX(u) may in principle disconnect our manifold. On the
other hand, this situation is not only possible but even natural, since it is realized
in the model examples given by the Schwarzschild–de Sitter solutions (2.5.3)
and the Nariai solutions (2.5.5). Here, the set MAX(u) separates the manifold
into two regions, one of which is outer or cylindrical, while the other is inner or
cylindrical. Having this in mind, it is natural to introduce the notion of a 2-sided
solution to problem (4.1.1).

Definition 4.1.6 (2-Sided Solution). A triple (M, g0, u) is said to be a 2-sided
solution to problem (4.1.1) if

M \MAX(u) = M+ tM− ,

where M+ is either an outer or a cylindrical region, that is

max
S∈π0(∂M+)

κ(S) = max
∂M+

|Du|
umax

≤
√

n ,

and M− is either an inner or a cylindrical region, that is

max
S∈π0(∂M−)

κ(S) = max
∂M−

|Du|
umax

≥
√

n .

Remark 4.1.7. The definition above is useful for the sake of a clean exposition,
as it allows to state our uniqueness result in its clearest form, which is Theo-
rem 4.1.8 below. However, we remark that some of the assumptions made inside
Definition 4.1.6 can actually be relaxed. In Subsection 4.5.2 we will discuss this
point in further details, showing a couple of generalizations of Theorem 4.1.8
which do not require the full power of Definition 4.1.6. These generalizations
come at the cost of a less clean statement.

The generic shape of a 2-sided solution is shown in Figure 4.2. We recall
that, by a classical theorem of Łojasiewicz [Łoj91] (see Theorem 1.1.4), the set
MAX(u) is given a priori by a possibly disconnected stratified analytic subvariety
of dimensions ranging from 0 to (n− 1). In particular, it follows that a 2-sided
solution contains a stratified (possibly disconnected) hypersurface Σ ⊆ MAX(u)
which separates M+ and M−, that is, M+ ∩M− = Σ.
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Figure 4.2: The drawing represents the possible structure of a generic 2-sided solu-
tion to problem (4.1.1). The red line represents the set MAX(u), with the separating
stratified hypersurface Σ put in evidence. The blue colour of a boundary component
indicates a black hole horizon, whereas the green colour indicates a cosmological horizon.
Cylindrical horizons are not considered in this figure since they are non generic.

This hypersurface will play an important role in our analysis, as it represents
the junction between the regions M+ and M−, and for this reason some of the
assumptions in the following theorem are about its geometric features. It is also
convenient to introduce the continuous function F : M→ R defined by

F(x) =


√

max
M

(u)− u(x) in M+ ,

−
√

max
M

(u)− u(x) in M− .
(4.1.15)

We are now in the position to state the main result of this subsection.

Theorem 4.1.8 (Black Hole Uniqueness Theorem). Let (M, g0, u) be a 2-sided
3-dimensional solution to problem (4.1.1), and let Σ ⊆ MAX(u) be the stratified
hypersurface separating M+ and M−. Let also

m+ = µ(M+, g0, u) , and m− = µ(M−, g0, u)

be the virtual masses of M+ and M−, respectively. Suppose that the following
conditions hold
mass compatibility m+ ≤ m−,

regularity assumption F is C 2 in a neighborhood of Σ,

connected cosmological horizon ∂M+ is connected,
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pinching assumption
ffl

Σ

∣∣h̊∣∣2dσ < R,
where F is the function introduced in (4.1.15), R is the constant scalar curvature
of g0 and h̊ is the traceless part of the second fundamental form of Σ. Then, there
exists a real number 0 < m ≤ mmax such that m+ = m = m− and the triple
(M, g0, u) is isometric to either the Schwarzschild–de Sitter solution (2.5.3) with
mass 0 < m < mmax or to the Nariai solution (2.5.5) with mass m = mmax.

It is useful to discuss in more details the meaning and the plausibility of the
assumptions made in the theorem above.

• Let us start by discussing the regularity assumption. Its technical pur-
pose is to ensure that the global pseudo-radial function, which will be
constructed in Subsection 4.2.1, is also C 2 in a neighborhood of Σ. The
pseudo-radial function will then be used to define a cylindrical ansatz in
the spirit of [AM15, AM16, AM17b], that is, a conformal change of the
metric g0 whose aim is to cylindrify the Riemannian manifold (M, g0). In
the end, the regularity assumption grants us that the new conformal metric
is C 2 in a neighborhood of Σ, and this is what we will actually use in the
analysis. About the plausibility of this assumption, we point out that the
function F is always Lipschitz continuous on the whole manifold M, as it
will be shown in Proposition 4.2.8 (see Remark 4.2.9). It may be interest-
ing to see if it is possible to improve our analysis, with the final aim of
proving that on a general 2-sided solution to (4.1.1) the map F is always
C 2 in a neighborhood of Σ. In fact, something of this sort happens in the
case of zero cosmological constant, where it is known from [Bei80] that,
for asymptotically flat manifolds, if the static potential is bounded then it
satisfies a nice expansion at infinity.

• The assumption of mass compatibility will also be of great importance in
our argument. In fact, it will allow us to prove a uniform upper bound on
the gradient of the static potential on the whole boundary ∂M. In turn,
this will be crucial in the proof of Proposition 4.5.1, which will provide us
with a uniform upper bound for the gradient of the pseudo-affine function
ϕ (see (4.2.18) for its definition) on the whole manifold. This hypothesis
and the regularity assumption can be interpreted as the ones providing a
connection between the analysis on the outer region M+ and the one on
the inner region M−. In particular, these two hypotheses give us some
useful information on the separating hypersurface Σ. For instance, in any
dimension n ≥ 3, they allow us to prove (see Propostions 4.5.2 and 4.6.14)
that Σ is actually a C 2 hypersurface and that the following formulæ hold

H = (n− 1)

√√√√ n
n− 2

[(
mmax

m+

)2/n

− 1

]
,

[(n− 2)m+]
2/n
(

RΣ + |h̊|2
)

= (n− 1)(n− 2) .

(4.1.16)

Here we have denoted by RΣ the scalar curvature of the metric induced by
g0 on Σ and by H, h̊ the mean curvature and traceless second fundamental
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form of Σ with respect to g0 and the unit normal pointing towards the inte-
rior of M+. Another important consequence of the mass compatibility (more
precisely a consequence of the global gradient bound for the pseudo-affine
function ϕ) is that it implies the existence of a monotonicity formula, which
can be used in combination with (4.1.16) in order to deduce a lower bound
for |∂M+| (see Propositions 4.5.3 and 4.6.15). More concretely, in every
dimension n ≥ 3, the mass compatibility and the regularity assumption
will lead us to the following inequalities

– If 0 < m+ < mmax we have

[
rn
+(m+)

(n− 2)m+

] n−1
n

[(n− 2)m+]
2
n

ˆ
Σ

RΣ + |h̊|2
(n− 1)(n− 2)

dσ =

=

[
rn
+(m+)

(n− 2)m+

] n−1
n

|Σ| ≤ |∂M+| ,

and the equality holds if and only if (M, g0, u) is isometric to a gener-
alized Schwarzschild–de Sitter solution (2.5.3) with mass m+ = m−.

– If m+ = mmax we have
ˆ

Σ

RΣ + |h̊|2
n(n− 1)

dσ = |Σ| ≤ |∂M+| ,

and the equality holds if and only if (M, g0, u) is covered by the Nariai
solution (2.5.5).

• The connectedness of ∂M+ allows us to apply Theorem 4.1.3, providing
a useful upper bound for the quantity |∂M+|. Combining this with the
lower bound discussed above, we obtain the following inequalities in any
dimension n ≥ 3.

– If 0 < m+ < mmax, then[
rn
+(m+)

(n− 2)m+

] n−3
n
ˆ

Σ

(
RΣ + |h̊|2

)
dσ ≤

ˆ
∂M+

R∂M+ dσ . (4.1.17)

– If m+ = mmax, then ˆ
Σ

(
RΣ + |h̊|2

)
dσ ≤

ˆ
∂M+

R∂M+ dσ . (4.1.18)

It is important to point out that, since both the upper and lower bounds
on |∂M+| come with a rigidity statement, the equality in formula (4.1.17)
(respectively (4.1.18)) holds if and only if the solution is isometric to the
Schwarzschild–de Sitter solution (respectively if the solution is covered by
the Nariai solution).
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Another important remark is motivated by the beautiful result in [Amb15,
Theorem B], where it is proven that any static solution (M, g0, u) admits at
most one unstable horizon. From a physical perspective, one may expect
that the unstable horizons should be the ones of cosmological type, whereas
the horizons of black hole type should be stable. This is what happens for
the model solutions, as one can easily check. This observation leads us
to formulate the following conjecture, which, if proven to be true, would
allow to remove the assumption of connected cosmological horizon from
Theorem 4.1.8.

Conjecture. An horizon of cosmological type is necessarily unstable. In
particular, every static solution to problem (4.1.1) has at most one horizon
of cosmological type.

• As already discussed, the mass compatibility, the regularity assumption
and the hypothesis of connected cosmological horizon allow us to prove
upper and lower bounds for |∂M+| in any dimension n ≥ 3. In a general
dimension, this is the best result that we are able to obtain, whereas
for n = 3 one can go further by means of the Gauss-Bonnet formula. In
particular, it is possible to show that if the pinching assumption is satisfied,
then the equality is achieved in either (4.1.17) (if m+ < mmax) or (4.1.18)
(if m+ = mmax). As we have already pointed out, this implies the desired
rigidity and thus concludes the argument.
It is important to observe that the pinching assumption is written down in
its more general and scaling invariant form. Of course, under the chosen
normalization for the metric g0, we know that R is just equal to 6. More
than that, a perusal of our proof shows that the pinching assumption could
be replaced by the inequality

 
Σ

∣∣h̊∣∣2dσ <
2

m2/3
+

, (4.1.19)

see Theorems 4.5.4 and 4.6.16. Since m2/3
+ ≤ m2/3

max = 1/3, the bound (4.1.19)
is more loose, and thus slighly better than the one in Theorem 4.1.8. An-
other way to replace the pinching assumption is to make the following
topological requirement

k

∑
i=1

χ(Σi) ≥ 2 ,

where Σ1, . . . , Σk are the connected components of Σ, see once again Theo-
rems 4.5.4 and 4.6.16. In particular, it would be enough to assume that
Σ is (connected and) diffeomorphic to a sphere, in order to recover the
uniqueness result.
To put the pinching assumption as well as all of its possible variants in
perspective, it is sufficient to recall the mentioned analogy between the set
MAX(u) in our setting and the boundary at infinity of an asymptotically
flat manifold in the case where Λ = 0. In fact, we have already noticed
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that in the second situation the boundary at infinity is forced to have
spherical topology. On the other hand, the asymptotic flatness implies
that the quantity

ffl
Sr
|h̊|2dσ goes to zero as the radius r of the coordinate

sphere Sr goes to infinity. Having these consideration in mind, our pinching
assumption seems to be perfectly justified.

4.1.4 Summary.
In the remainder of the paper we will prove the results stated in this in-

troduction. We will first focus on outer and inner regions, since the analysis
of these two cases is similar. Our study is based on the so called cylindrical
ansatz, introduced in [AM16, AM17b], which consists is finding an appropriate
conformal change of the original metric g0 in terms of the static potential u.

In Section 4.2 we will describe this method, we will set up the formalism and
we will provide some preliminary lemmata and computations that will be used
throughout the paper.

Building on this, we will prove in Section 4.3 a couple of integral identities in
the conformal setting, and in Section 4.4 we will translate these results in terms
of the original metric g0. As a consequence, we will prove the results stated in
Subsection 4.1.2, for both the cases of outer and inner regions.

In Section 4.5 we will show that our analysis can be improved under the
assumption that the solution is 2-sided, and this will lead us to the proof of
Theorem 4.1.8 stated in Subsection 4.1.3, in the case where m+ < mmax.

Finally, in Section 4.6 we will focus on the cylindrical regions. The analysis
of the cylindrical case is slightly different, as our model solution will be the
Nariai triple instead of the Schwarzschild–de Sitter triple, however the ideas
behind our analysis are completely analogous. In this section we will establish
the results stated in Subsection 4.1.2 for cylindrical regions and we will complete
the proof of Theorem 4.1.8 by studying the case m+ = mmax.

4.2 The cylindrical ansatz
This section is devoted to the setup of the cylindrical ansatz, which will be

the starting point of the proofs of our main results. We will work on a single
region N of our manifold M, and we will always suppose that N is not cylindrical,
that is

max
S∈π0(∂N)

κ(S) 6=
√

n ,

where κ(S) is the surface gravity of S, defined as in (2.1.9). The case of equality
requires a different analysis, and will be studied separately in Section 4.6.

The cylindrical ansatz is inspired by the analogue technique used in [AM16,
AM17b], and consists in a cylindrification of our triple by means of a conformal
change. The idea comes from the observation that the Schwarzschild–de Sitter
metric can be cylindrified via a division by |x|2. In fact, the metric

1
|x|2

(
d|x| ⊗ d|x|

1− |x|2 − 2m|x|2−n + |x|2gSn−1

)
=

d|x| ⊗ d|x|
|x|2(1− |x|2 − 2m|x|2−n)

+ gSn−1 ,
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after a suitable rescaling of the coordinate |x|, is just the standard metric of the
cylinder R× Sn−1. We would like to perform a similar change of coordinates on
a general solution (M, g0, u).

To this end, in Subsection 4.2.1 we are going to define on a region N of a
general triple (M, g0, u) a pseudo-radial function Ψ : N → R. The function Ψ
will be constructed starting from the static potential u, and in the case where u
is as in the Schwarzschild–de Sitter solution (2.5.3), it will simply coincide with
|x|.

Subsection 4.2.2 is devoted to the proof of the relevant properties of the
pseudo-radial function. Most of the results in this subsection are quite technical,
and the reader is advised to simply ignore this part of the work and to come back
only when needed. However, there is one result that deserves to be mentioned. In
Lemma 4.2.3 we will observe that static potentials satisfy the reverse Łojasiewicz
inequality (see Theorem 1.1.6), and this will be used to find an estimate on the
gradient of the pseudo-radial function near MAX(u). This estimate will be
crucial in the Minimum Principle argument that leads to Proposition 4.2.8. It is
interesting to notice that Proposition 4.2.8, in turn, will allow us to improve the
reverse Łojasiewicz inequality, as explained in Remark 4.2.9. However, since the
proof of Proposition 4.2.8 exploits the equations in (4.1.1), we do not know if the
improved Łojasiewicz inequality still holds outside the realm of static potentials.

In Subsection 4.2.3 we will finally use the pseudo-radial function Ψ to set up
our cylindrical ansatz. More precisely, on a region N of our initial manifold, we
will consider the new metric

g =
g0

Ψ2 ,

and we will also define a pseudo-affine function ϕ. The definitions are chosen in
such a way that, if (M, g0, u) is isometric to the Schwarzschild–de Sitter solu-
tion, then the metric g is just the standard cylindrical metric and ϕ is an affine
function, that is, the norm of ∇ϕ with respect to the metric g is constant on M.
Conversely, the general idea of the future proofs will be to find opportune condi-
tions that force ϕ to be affine and g to be cylindrical, thus proving the isometry
with the Schwarzschild–de Sitter solution. The highlight of this subsection is
Proposition 4.2.6, where we will translate the equations in problem (4.1.1) in
terms of g and ϕ.

In Subsection 4.2.4 we will analyze the level sets of ϕ, and in particular we will
write down the relations between the mean curvature and second fundamental
form of the level sets with respect to g0 and g. Finally, in Subsection 4.2.5 we will
apply the Bochner formula and the equations of the conformal reformulation of
problem (4.1.1) written down in Proposition 4.2.6, in order to deduce an elliptic
inequality for the quantity

w = β
(

1− |∇ϕ|2g
)

,

where β is a suitably chosen positive function. A Minimum Principle argument,
together with an estimate on the behavior of |∇ϕ|g near MAX(u) (which is
provided by the reverse Łojasiewicz inequality proved in Subsection 4.2.2) will
allow us to prove that w is positive on our region N. This will give us an important
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bound from above on the gradient of ϕ, which will be of great importance in the
next sections.

4.2.1 The pseudo-radial function.
Let (M, g0, u) be a solution to problem (4.1.1), and let N be a connected

component of M \MAX(u). As already discussed above, in this subsection we
focus on inner and outer regions. In other words, the quantity

max
S∈π0(∂N)

κ(S) = max
∂N

|Du|
umax

will always be supposed to be different from
√

n. In particular, the virtual mass
m = µ(N, g0, u) ,

is strictly less than mmax. The special case m = mmax will be discussed later, in
Section 4.6.

The aim of this subsection is that of defining a pseudo-radial function,
that is, a function that mimic the behavior of the radial coordinate |x| in the
Schwarzschild–de Sitter solution. First of all, we recall that our problem is
invariant under a normalization of u, hence we first rescale u in such a way
that its maximum is the same as the maximum of the Schwarzschild–de Sitter
solution with mass m.
Notation 1. Wewillmake use of the notations mmax and umax introduced in (2.4.2)
and (2.5.4). We recall their definitions here

mmax =

√
(n− 2)n−2

nn , umax(m) =

√
1−

(
m

mmax

)2/n

.

We emphasize that umax = umax(m) is a function of the virtual mass m of N. We
will explicitate that dependence only when it will be significative.
Normalization 1. We normalize u in such a way that its maximum is umax(m),
where m is the virtual mass of N and umax(m) is defined as in Notation 1.
As usual, we let r+(m) > r−(m) ≥ 0 be the two positive roots of the polynomial
Pm(x) = xn−2 − xn − 2m, and we define the function

Fm : [0, umax(m)]× [r−(m), r+(m)] −→ R

(u, ψ) 7−→ Fm(u, ψ) = u2 − 1 + ψ2 + 2mψ2−n.

It is a simple computation to show that ∂Fm/∂ψ = 0 if and only if ψ = 0 or
ψ = [(n− 2)m]1/n. Therefore, as a consequence of the Implicit Function Theorem
we have the following.
Proposition 4.2.1. Let u be a positive function and let umax be its maximum
value. Then there exist functions

ψ− : [0, umax] −→
[
r−(m), [(n− 2)m]1/n

]
,

ψ+ : [0, umax] −→
[
[(n− 2)m]1/n, r+(m)

]
,

such that Fm(u, ψ−(u)) = Fm(u, ψ+(u)) = 0 for all u ∈ [0, umax(m)].
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Let us make a list of the main properties of ψ+ and ψ−, that can be derived easily
from their definition.

• First of all, we can compute ψ+, ψ− and their derivatives using the following
formulæ

u2 = 1− ψ2
± − 2mψ2−n

± . (4.2.1)

ψ̇± = − u
ψ±
[
1− (n− 2)mψ−n

±
] , ψ̈± = n

ψ̇3
±

u
+ (n− 1)

ψ̇2
±

ψ±
+

ψ̇±
u

. (4.2.2)

• The function ψ− takes values in [r−(m), [(n− 2)m]1/n], hence ψn
− ≤ (n− 2)m

and from the first formula in (4.2.2) we deduce

ψ̇− ≥ 0 , ψ̈− ≥ 0 , lim
u→u−max

ψ̇− = +∞ .

• The function ψ+ takes values in [[(n− 2)m]1/n, r+(m)], hence ψn
+ ≥ (n− 2)m

and from the first formula in (4.2.2) we deduce that ψ̇+ is nonpositive and
diverges as u approaches umax. Moreover, the second formula in (4.2.2) can
be rewritten as

ψ̈+ =
ψ̇+

u

{
1 +

[
1 + (n− 1)(n− 2)mψ2−n

+

]
ψ̇2
+

}
,

from which it follows ψ̈+ ≤ 0. Summing up, we have

ψ̇+ ≤ 0 , ψ̈+ ≤ 0 , lim
u→u−max

ψ̇+ = −∞ .

Let us now come back to our case of interest, that is, let us consider a region
N ⊂ M \MAX(u). We want to use the functions ψ± in order to define a pseudo-
radial function on N. To this end, we distinguish between the case where N is
an outer or an inner region, according to Definition 3.2.3.

• If N is an outer region, then our reference model will be the outer region
of the Schwarzschild–de Sitter solution (2.5.3). Accordingly, we define the
pseudo-radial function Ψ+ as

Ψ+ : N −→
[
[(n− 2)m]1/n, r+(m)

]
p 7−→ Ψ+(p) := ψ+(u(p)) .

(4.2.3)

Notice that, if N is the outer region of the Schwarzschild–de Sitter solu-
tion (2.5.3) with mass m, for every p ∈ N the value of Ψ+(p) is equal to the
value of the radial coordinate |x| at p.

• If N is an inner region, then our reference model will be the inner region
of the Schwarzschild–de Sitter solution (2.5.3). Accordingly, we define the
pseudo-radial function Ψ− as

Ψ− : N −→
[
r−(m), [(n− 2)m]1/n

]
p 7−→ Ψ−(p) := ψ−(u(p)) .

(4.2.4)
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Notice that, if N is the inner region of the Schwarzschild–de Sitter solu-
tion (2.5.3) with mass m, for every p ∈ N the value of Ψ−(p) is equal to the
value of the radial coordinate |x| at p.

In the case of 2-sided solutions we will need a global version of the definition
above.

• If (M, g0, u) is a 2-sided solution in the sense of Definition 4.1.6, then we
define the global pseudo-radial function as

Ψ : M −→ [r−(m), r+(m)]

p 7−→ Ψ(p) :=


ψ+(u(p)) if p ∈ M+ ,
ψ−(u(p)) if p ∈ M− ,

[(n− 2)m]1/n if p ∈ MAX(u) .

(4.2.5)

If (M, g0, u) is isometric to the Schwarzschild–de Sitter solution (2.5.3) with
mass m, then Ψ coincides with the radial coordinate |x|. The function Ψ
is continuous by construction, but a priori we have no more informations
on its regularity near the set MAX(u). However, in Subsection 4.2.2 we
will prove that Ψ is always Lipschitz. Moreover, under suitable hypotheses,
we will show that Ψ is also C 2 along the hypersurface Σ ⊂ MAX(u) that
separates M+ and M−.

By definition, we have the following relation between the derivatives of the
pseudo-radial function Ψ and the potential u.

DΨ± = (ψ̇± ◦ u)Du , D2Ψ± = (ψ̇± ◦ u)D2u + (ψ̈± ◦ u) du⊗ du . (4.2.6)

Notation 2. In the following sections, we will perform several formal computa-
tions. In order to simplify the notations, we will avoid to indicate the subscript
±, and we will simply denote by Ψ = ψ ◦ u the pseudo-radial function on a region
N of M \MAX(u), where we understand that Ψ is defined by (4.2.3) if we are in
an outer region and by (4.2.4) if we are in an inner region. When there is no risks
of confusion, we will also avoid to explicitate the composition with u, namely, we
will write ψ instead of ψ ◦ u. For instance, the formulæ in (4.2.6) will be simply
written as

DΨ = ψ̇ Du , D2Ψ = ψ̇ D2u + ψ̈ du⊗ du ,

4.2.2 Preparatory estimates.
Here we collect some lemmata that will be useful in the following. The

first one shows an important connection between the value of the pseudo-radial
function at the boundary and the surface gravity.
Lemma 4.2.2. Let (M, g0, u) be a solution to problem (4.1.1), let N be a connected
component of M \MAX(u) with virtual mass m = µ(N, go, u), and let Ψ = ψ ◦ u
be the pseudo-radial function, defined by (4.2.3) or (4.2.4) depending on whether
N is an outer or inner region, respectively. Then it holds

max
∂N

∣∣∣∣∣ Du
ψ
[
1− (n− 2)mψ−n

] ∣∣∣∣∣ = 1 .
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Figure 4.3: Relation between u2 (on the y-axis) and the pseudo-radial functions
(on the x-axis). The blue line represents the relation with Ψ− whereas the red
line represents the relation with Ψ+.

Proof. The proof is an easy computation. We recall from the definition of the
virtual mass m of N, that max∂N |Du|/umax = k±(m), where k± are the surface
gravity functions defined by (2.5.6) and (2.5.7), and the sign ± depends on
whether max∂N |Du|/umax is less or greater than

√
n.

From the definition of ψ, we have that ψ(x) = r±(m) for all x ∈ ∂N, where
r+(m) > r−(m) are the two positive solutions of 1− x2 − 2mx−n = 0 (again, the
sign ± depends on the value of max∂N |Du|/umax). Therefore, we have

max
∂N

∣∣∣∣∣ Du
ψ
[
1− (n− 2)mψ−n

] ∣∣∣∣∣ = umax

r±(m)
∣∣1− (n− 2)mr±(m)−n

∣∣ max
∂N

|Du|
umax

=
umax

r±(m)
∣∣1− (n− 2)mr±(m)−n

∣∣ k±(m)

= 1 ,

where the last equality follows from the definition of k+ and k−.

We now pass to discuss an estimate for the gradient of the potential u near
the maximum points. To this end, we will make use of the reverse Łojasiewicz
inequality proved in Theorem 1.1.7, and more precisely the improved version
given in Corollary 1.1.8.

Lemma 4.2.3. Let (M, g0, u) be a solution to problem (4.1.1) and let ψ be defined
by (4.2.1)with respect to a parameter m ∈ (0, mmax). Then, for every p ∈ MAX(u),
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it holds
lim
x→p

ψ̇2α|Du|2(x) = 0 ,

for all 0 < α < 1.

Proof. First, we compute

umax − u
[1− (n− 2)mψ−n]2

=
1

umax + u
u2

max − u2

[1− (n− 2)mψ−n]2

=
1

umax + u
1− (m/mmax)2/n − 1 + ψ2 + 2mψ2−n

[1− (n− 2)mψ−n]2

=
1

(umax + u)[1− (n− 2)mψ−n]

[
ψ2 − n m

2
n

(n− 2)
n−2

n

1− (n− 2)
n−2

n m
n−2

n ψ2−n

1− (n− 2)mψ−n

]
.

Wewant to show that the quantity above has a finite nonzero limit as we approach
MAX(u). If we denote z = [(n− 2)mψ−n]1/n, the equation above can be rewritten
as

umax − u
[1− (n− 2)mψ−n]2

=
umax − u
(1− zn)2

=
(n− 2)

2
n m

2
n

(umax + u)(1− zn)

[
z−2 − n

n− 2
1− zn−2

1− zn

]
=

(n− 2)
2
n m

2
n

(umax + u)(1− zn)

[
z−2 − n

n− 2
1 + z + · · ·+ zn−3

1 + z+ · · ·+ zn−1

]
=

(n− 2)
2
n m

2
n z−2

(umax + u)(1 + z + · · ·+ zn−1)2 ·
1 + z− 2

n−2 z2 (1 + z + · · ·+ zn−3)
1− z

.

It is clear that the first factor above has a finite nonzero limit as we approach
MAX(u), that is, when z goes to 1. Concerning the second factor, one easily
computes

1 + z− 2
n−2 z2 (1 + z + · · ·+ zn−3)

1− z
=

= n− 2
n− 2

(1− z)
n−2

∑
k=1

(n− k− 1)(1 + z + · · ·+ zk−1) ,

and with some easy estimates, when z→ 1 we obtain

umax − u
[1− (n− 2)mψ−n]2

=

=
[(n− 2)m]2/n

2numax

[
1− 1

3
n(n− 1)(1− z) +O

(
(1− z)2)] . (4.2.7)

In particular, recalling formula (4.2.2), we have proved that (umax − u)ψ̇2 has a
finite limit as we approach the set MAX(u). Therefore, for any p ∈ MAX(u) and
0 < α < 1, we compute

lim
x→p

ψ̇2α|Du|2(x) = lim
x→p

[
(umax − u)ψ̇2]α |Du|2

(umax − u)α
(x) ,
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and, since (umax − u)ψ̇2 has a finite limit on MAX(u), from Corollary 1.1.8 we
conclude.

Lemma 4.2.3 will be crucial later in the proof of Proposition 4.2.8, where a
MinimumPrinciple argumentwill be used to prove a stronger result, namely, that
the quantity |Du|/ψ̇ is bounded near MAX(u), see Remark 4.2.9. In particular,
since (umax − u)/ψ̇2 is also bounded near MAX(u), as shown in the proof of
Lemma 4.2.3, it follows that the quantity

4
∣∣∣D(√umax − u

)∣∣∣2 =
|Du|2

umax − u
.

is bounded near MAX(u). In other words, the function
√

umax − u is always
Lipschitz continuous on M.

However, in order to prove the BlackHole Uniquess result for 2-sided solutions
stated in Subsection 4.1.3, this regularity is not sufficient and we will need to
assume more, namely that the function

F(x) =


√

max
M

(u)− u(x) in M+ ,

−
√

max
M

(u)− u(x) in M− .

introduced in (4.1.15) is C 2 in a neighborhood of our separating hypersurface Σ.
More precisely, what we will really need is the regularity of Ψ, and the following
lemma shows that the regularity of F and the regularity of Ψ are related. Before
stating it, it is convenient to introduce the following terminology.

Definition 4.2.4. Let (M, g0, u) be a 2-sided solution and let Σ ⊆ MAX(u) be the
hypersurface separating M+ and M−. We will say that a function f is C k along
Σ if f ∈ C k(U), where U ⊃ Σ is some open neighborhood of Σ in M.

This definition will be helpful, as we will repeatedly use it in the next lemma,
whose proof is based on an analysis of the regularity of F, Ψ and their derivatives
near Σ.

Lemma 4.2.5. Let (M, g0, u) be a 2-sided solution to problem (4.1.1), let Ψ = ψ ◦ u
be the global pseudo-radial function defined by (4.2.5)with respect to a parameter
m ∈ (0, mmax) and let F be defined as in (4.1.15). Then the function

√
umax − u is

C 2 along Σ if and only if Ψ is C 2 along Σ.

Proof. It is clear that Ψ and F are always C 0 along Σ. Using formulæ (4.2.2), we
also find that Ψ is C 1 along Σ if and only if

DΨ = ψ̇ Du = − u
ψ

Du
1− (n− 2)mψ−n =

1
2

u
ψ

√
umax − u

1− (n− 2)mψ−n D(
√

umax − u) .

is C 0 along Σ. On the other hand, since the quantity
√

umax − u
[1− (n− 2)mψ−n]
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changes sign as we pass through Σ and we know from formula (4.2.7) that its
absolute value is continuous along Σ, we deduce that Ψ is C 1 along Σ if and only
if F is C 1 along Σ. To pass to the C 2 regularity, we first compute

D2F =


− 1

2
√

umax − u

[
D2u +

1
2

du⊗ du
umax − u

]
in M+ ,

1
2
√

umax − u

[
D2u +

1
2

du⊗ du
umax − u

]
in M− ,

D2Ψ = ψ̇ D2u +

[
n

ψ̇3

u
+ (n− 1)

ψ̇2

ψ
+

ψ̇

u

]
du⊗ du .

Since we have already observed that

Ψ is C 1 along Σ ⇔ F is C 1 along Σ ⇔ ψ̇ Du is C 0 along Σ ,

we have that D2Ψ is C 0 along Σ if and only if

ψ̇

[
D2u + n

ψ̇2

u
du⊗ du

]
is C 0 along Σ. Recalling (4.2.2) and formula (4.2.7), this condition is equivalent
to requiring that

1
F

[
D2u + n

ψ̇2

u
du⊗ du

]
(4.2.8)

is C 0 along Σ. Using again formulæ (4.2.2) and (4.2.7), near MAX(u) we compute

n
ψ̇2

u
=

n u

ψ2 [1− (n− 2)mψ−n]2

=
n u

ψ2(umax − u)
[(n− 2)m]2/n

2numax

[
1− 1

3
n(n− 1)(1− z) + σ

]
=

1
2(umax − u)

z2
[

1− 1
3

n(n− 1)(1− z) + σ

]
=

1
2(umax − u)

[
1− 1

3
(n2 − n + 6)(1− z) + σ

]
,

where z = [(n− 2)mψ−n]1/n and σ = O
(
(1− z)2). Therefore, the quantity (4.2.8)

is C 0 along Σ if and only if the quantity

1
F

[
D2u +

1
2

du⊗ du
umax − u

]
+

du⊗ du
2F3

[
−n2 − n + 6

3
(1− z) + σ

]
(4.2.9)

is C 0 along Σ. If Ψ (or equivalently F) is C 1 along Σ, we have already proved above
that Du/F is C 0 along Σ. Moreover from formula (4.2.7) it follows that also (1−
z)/F is C 0 along Σ. Therefore, the second summand in formula (4.2.9) is always
C 0 along Σ. On the other hand, the first summand is equal to −2 D2F, hence the
continuity of (4.2.9) is equivalent to the continuity of D2F, as wished.
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4.2.3 Conformal reformulation of the problem.
Let (M, g0, u) be a solution to problem (4.1.1), and let N be a connected compo-

nent of M \MAX(u). As already observed, when (M, g0, u) is the Schwarzschild–
de Sitter solution, the pseudo-radial function Ψ = ψ ◦ u, defined by (4.2.3) or
by (4.2.4) depending on whether N is outer or inner, coincides with the radial
coordinate |x|. As anticipated, we want to proceed via a cylindrical ansatz. For
this reason, we are led to consider the following conformal change

g =
g0

Ψ2 , (4.2.10)

on N and we want to reformulate problem (4.1.1) in terms of g. We fix local
coordinates in N and we compute the relation between the Christoffel symbols
Γγ

αβ, Gγ
αβ of g, g0

Γγ
αβ = Gγ

αβ −
1
ψ

(
δ

γ
α ∂βΨ + δ

γ
β ∂αΨ− (g0)αβ(g0)

γη∂ηΨ
)

. (4.2.11)

Denote by ∇, ∆g the Levi-Civita connection and the Laplace-Beltrami operator
of g. For every z ∈ C ∞, we compute

∇2
αβz = D2

αβz +
1
ψ

(
∂αz∂βΨ + ∂αΨ∂βz− 〈Dz |DΨ 〉 g(0)αβ

)
(4.2.12)

∆gz = ψ2∆z− (n− 2)ψ〈Dz |DΨ 〉 (4.2.13)
Substituting z = Ψ in formulæ (4.2.12) and (4.2.13), and using the equations
in (4.1.1) we compute

∇2Ψ = D2Ψ +
1
ψ

(
2dΨ⊗ dΨ− |DΨ|2 g0

)
= ψ̇D2u +

(
1

uψ̇
+

n + 1
ψ

+ n
ψ̇

u

)
dΨ⊗ dΨ− |DΨ|2

ψ
g0

= uψ̇ Ric+
(

1
uψ̇

+
n + 1

ψ
+ n

ψ̇

u

)
dΨ⊗ dΨ−

|∇Ψ|2g
ψ

g− nuψ2ψ̇ g , (4.2.14)

∆gΨ = ψ2∆Ψ− (n− 2)ψ|DΨ|2

= ψ2ψ̇∆u +

(
ψ2

uψ̇
+ ψ + n

ψ2ψ̇

u

)
|DΨ|2

= −nuψ2ψ̇ +

(
1

uψ̇
+

1
ψ
+ n

ψ̇

u

)
|∇Ψ|2g . (4.2.15)

On the other hand, we know from Theorem 1.1.11 that the Ricci tensors of g0
and g are related by the formula

Ric = Ricg −
n− 2

ψ
∇2Ψ +

2(n− 2)
ψ2 dΨ⊗ dΨ−

(
1
ψ

∆gΨ +
n− 3

ψ2 |∇Ψ|2g
)

g

= Ricg −
n− 2

ψ
∇2Ψ +

2(n− 2)
ψ2 dΨ⊗ dΨ+

+

[
nuψψ̇−

(
n− 2 + n

ψψ̇

u
+

ψ

uψ̇

) |∇Ψ|2g
ψ2

]
g . (4.2.16)
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Substituting (4.2.16) in (4.2.14) we obtain

Ricg =

[
n− 2

ψ
+

1
uψ̇

]
∇2Ψ−

[
2(n− 2)

ψ2 +
n
u2 +

1
u2ψ̇2 +

n + 1
uψψ̇

]
dΨ⊗ dΨ

+

[
nψ
(

ψ− uψ̇
)
+

(
n− 2 + n

ψψ̇

u
+

2ψ

uψ̇

) |∇Ψ|2g
ψ2

]
g . (4.2.17)

In order to simplify the above expressions, we notice that, a posteriori, in the
rotationally symmetric case we expect the equality |Du|2 = (u/ψ̇)2, or equiva-
lently |∇Ψ|2g = (uψ)2, to hold pointwise on N. For this reason, it is convenient
to introduce a function ϕ ∈ C ∞(N) which satisfies |∇ϕ|2g = |∇Ψ|2g/(uψ)2, so
that, a posteriori, we expect |∇ϕ|g = 1 pointwise on N, that is, we expect ϕ to
be an affine function. Such a function ϕ can be defined in several ways. In fact,
if ϕ is affine, so are c± ϕ, with c ∈ R. However, all these choices are actually
equivalent for our analysis, hence we will fix ϕ now, once and for all. We define
the pseudo-affine function ϕ as

ϕ(p) =

ˆ r+(m)

Ψ(p)

dt
t
√

1− t2 − 2mt2−n
. (4.2.18)

Despite the integrand has a singularity for t = r±(m), the integral in (4.2.18) is
finite. In fact, setting s = 1− t2 − 2mt2−n, fixed η > [(n− 2)m]1/n, we have

ˆ r+(m)

η

dt
t
√

s
=

ˆ 0

1−η2−2mη2−n

−ds
2t2[1− (n− 2)mt−n]

√
s

≤ 1
2η2[1− (n− 2)mη−n]

ˆ 1−η2−2mη2−n

0

ds√
s

=

√
1− η2 − 2mη2−n

η2[1− (n− 2)mη−n]
< ∞ .

The singularity of the integrand when t = r−(m) can be handled in the same
way. It follows that ϕ is well defined and smooth on N. However, a priori we do
not know if the gradient of ϕ is bounded when we approach MAX(u), because
both the numerator and the denominator of formula (4.2.19) below go to zero.
This point will be addressed in Proposition 4.2.8, where we will show that |∇ϕ|g
is bounded above by 1 on the whole N. Notice that the definition of ϕ is chosen
in such a way that, when N is outer and p ∈ ∂N, we have ϕ = 0 on ∂N. Instead,
when N is inner and p ∈ ∂N, that is, Ψ(p) = r−(m), the function ϕ assumes its
maximum value.

For future convenience, we also write down some formulæ for the gradient



136 CHAPTER 4. FEATURES OF THE VIRTUAL MASS

and the hessian of ϕ

|∇ϕ|2g =
|∇Ψ|2g
u2ψ2 =

ψ̇2

u2 |Du|2 =
|Du|2

ψ2
[
1− (n− 2)mψ−n

]2 , (4.2.19)

∇ϕ = − ψ̇

uψ
Du =

Du
ψ2
[
1− (n− 2)mψ−n

] , (4.2.20)

∇2ϕ = − ∇
2Ψ

ψu
+

1
ψ2u2

(
u +

ψ

ψ̇

)
dΨ⊗ dΨ . (4.2.21)

Combining equations (4.2.19), (4.2.21) with (4.2.15), (4.2.17), we arrive with
some computations to a conformal reformulation of system (4.1.1).
Proposition 4.2.6. Let (M, g0, u) be a solution to problem (4.1.1), and let N be
an outer or inner region, in the sense of Definition 3.2.3. Let also Ψ = ψ ◦ u be
the pseudo-radial function defined by (4.2.3) or (4.2.4), depending on whether
N is an outer or inner region, respectively. Then the metric g = g0/Ψ2 and
the pseudo-affine function ϕ defined in (4.2.18) satisfy the following system of
differential equations

Ricg = −
[
(n− 2)u +

ψ

ψ̇

]
∇2ϕ− (n− 2)dϕ⊗ dϕ+

+

{
(n− 2)|∇ϕ|2g −

(
u− ψ

ψ̇

)
∆g ϕ

}
g,

in N,

∆g ϕ = nψψ̇
(

1− |∇ϕ|2g
)

, in N,

(4.2.22)

with initial conditions
ϕ = 0 on ∂N,

ϕ = ϕ0 :=
ˆ r+(m)

[(n−2)m]1/n

dt
t
√

1− t2 − 2mt2−n
on N ∩MAX(u),

if N outer ,


ϕ = ϕmax :=

ˆ r+(m)

r−(m)

dt
t
√

1− t2 − 2mt2−n
on ∂N,

ϕ = ϕ0 :=
ˆ r+(m)

[(n−2)m]1/n

dt
t
√

1− t2 − 2mt2−n
on N ∩MAX(u),

if N inner .

Tracing the first equation of (4.2.22), one obtains
Rg

n− 1
= (n− 2)− (2nuψψ̇− nψ2 + n− 2)

(
1− |∇ϕ|2g

)
(4.2.23)

where Rg is the scalar curvature of g. In the cylindrical situation, which is
the conformal counterpart of the Schwarzschild–de Sitter solution, Rg has to
be constant. In this case, the above formula implies that also |∇ϕ|g has to
be constant and equal to 1, as already anticipated. For these reasons, also in
the situation, where we do not know a priori if g is cylindrical, it is natural to
think of ∇ϕ as to a candidate splitting direction and to investigate under which
conditions this is actually the case. A first important observation is that the
splitting is in force when ϕ is an affine function, that is, when its hessian ∇2ϕ
vanishes everywhere in our region.
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Proposition 4.2.7. Let (M, g0, u) be a solution to problem (4.1.1), and let N be
an outer or inner region with virtual mass

m = µ(N, g0, u) .

Let Ψ = ψ ◦ u be the pseudo-radial function defined by (4.2.3) or (4.2.4), depend-
ing on whether N is an outer or inner region, respectively. Finally, let g = g0/Ψ2

and let ϕ be the pseudo-affine function defined by (4.2.18).
If∇2 ϕ ≡ 0 and |∇ϕ|g ≡ 1 on N, then (M, g0, u) is isometric to the Schwarzschild–

de Sitter solution (2.5.3) with mass m.

Proof. Let us suppose that N is an outer region, the inner case being completely
equivalent. Proceeding as in the proof of [AM15, Theorem 4.1], we obtain that
({0 ≤ ϕ < ϕ0}, g) is isometric to the product(

[0, ϕ0)× ∂N , dϕ⊗ dϕ + g∂N) ,

where g∂N is the metric induced by g on ∂N. From the first equation in (4.2.22)
we deduce that Ricg∂N = (n− 2)g∂N. Recalling the definition of ϕ and the relation
between g and g0, we deduce that g0 is isometric to

dΨ⊗ dΨ
u2 + ψ2g∂N .

This proves that (N, g0, u) is isometric to the outer region of the Schwarzschild–
de Sitter solution (Ms, gs

0, us) defined by (2.5.3), where Ψ is the radial coordinate.
It remains to prove that this isometry between the outer regions extends to
an isometry between the whole (M, g0, u) and the whole (Ms, gs

0, us). To this
end, we distinguish two cases, depending on whether the (possibly stratified)
hypersurface Σ = N ∩MAX(u) is orientable or not.

• Let us start by considering the case in which Σ is an orientable hypersurface.
Since M is orientable by hypothesis, the hypersurface Σ is orientable if and
only if it is two sided, meaning that any neighborhood of Σ contains both
points of N and points outside N. Considering the corresponding chart in
(Ms, gs

0, us), by analytic continuation we can extend the isometry between
(N, g0, u) and the outer region of (Ms, gs

0, us) to all the points in the chart.
That way, the isometry pass through Σ, and we can continue to argue chart
by chart until we finally cover all the manifold M, thus proving the global
isometry of (M, g0, u) and (Ms, gs

0, us).

• If Σ is not orientable, this means that it is one sided, that is, every point
of Σ has a neighborhood that is entirely contained inside N. Therefore,
it easily follows that (M, g0, u) = (N, g0, u) is isometric to (Ms

+, gs
0, us)/ ∼,

where ∼ is a relation on the points of

MAXs(u) = {p ∈ Ms : us(p) = umax} ⊂ ∂Ms
+ .

We first observe that this relation is induced by an involution

ι∼ : MAXs(u) → MAXs(u) .
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In fact, the neighborhood of a point x ∈ MAXs(u) inside (Ms
+, g0) is isomet-

ric to an half space Rn
+ endowed with a metric such that the boundary ∂Rn

+

is smooth. In order for the manifold (Ms
+, g0)/ ∼ to be smooth at x it is

necessary that there exists exactly one point ι∼(x) ∈ MAXs(u), ι∼(x) 6= x,
such that x ∼ ι∼(x). It is also clear that ι2∼ is the identity, so that ι∼ is
indeed an involution. Moreover, ι∼ has to reverse the orientation.
We now notice that the mean curvature vector ~H of the hypersurface
MAXs(u) has constant nonzero norm and it always points outside Ms

+

on the whole MAXs(u), hence the same holds on Σ = MAXs(u)/ ∼. In
particular, at the points x and ι∼(x) the vector ~H points outside Ms

+, but
this is in contrast with the fact that ι∼ reverse the orientation.

This concludes the proof.

4.2.4 The geometry of the level sets.
In the forthcoming analysis a crucial role is played by the study of the geome-

try of the level sets of ϕ, which coincide with the level sets of u in N, by definition.
Hence, we pass now to describe the second fundamental form and the mean
curvature of the regular level sets of ϕ (or equivalently of u) in both the original
Riemannian context (N, g0) and the conformally related one (N, g). To this aim,
we fix a regular level set {ϕ = s0} and we construct a suitable set of coordinates
in a neighborhood of it. Note that {ϕ = s0} must be compact, by the properness
of ϕ, thus there exists a real number δ > 0 such that in the tubular neighborhood
Uδ = {s0 − δ < ϕ < s0 + δ} we have |∇ϕ|g > 0 so that Uδ is foliated by regular
level sets of ϕ. This means that the analysis in Subsection 1.1.2 apply. In partic-
ular, we observe that Uδ is diffeomorphic to (s0 − δ, s0 + δ)× {ϕ = s0} and the
function ϕ can be regarded as a coordinate in Uδ. Thus, one can choose a local
system of coordinates {ϕ, ϑ1,...., ϑn−1}, where {ϑ1,...., ϑn−1} are local coordinates
on {ϕ = s0}. In such a system, the metric g can be written as

g =
dϕ⊗ dϕ

|∇ϕ|2g
+ gij(ϕ, ϑ1,...., ϑn−1) dϑi⊗ dϑj ,

where the latin indices vary between 1 and n − 1. We now fix in Uδ the g0-
unit vector field ν = Du/|Du| = Dϕ/|Dϕ| and the g-unit vector field νg =
∇u/|∇u|g = ∇ϕ/|∇ϕ|g. Accordingly, the second fundamental forms of the
regular level sets of u or ϕ with respect to ambient metric g0 and the conformally-
related ambient metric g are respectively given by

h(0)
ij =

D2
iju

|Du| =
D2

ij ϕ

|Dϕ| and h(g)
ij =

∇2
iju

|∇u|g
=
∇2

ij ϕ

|∇ϕ|g
, (4.2.24)

for i, j = 1, ..., n− 1. Taking the traces of the above expressions with respect to
the induced metrics we obtain the following expressions for the mean curvatures
in the two ambients

H =
∆u
|Du| −

D2u(Du, Du)
|Du|3 , Hg =

∆g ϕ

|∇ϕ|g
− ∇

2ϕ(∇ϕ,∇ϕ)

|∇ϕ|3g
. (4.2.25)
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Taking into account expressions (4.2.19), (4.2.21), one can show that the second
fundamental forms are related by

|∇ϕ|g h(g)
ij =

ψ̇

uψ

[
−|Du|h(0)

ij +
ψ̇

ψ
|Du|2g(0)ij

]
. (4.2.26)

The analogous formula for the mean curvatures reads

|∇ϕ|g Hg =
ψ̇

u
[
−ψ|Du|H + (n− 1) ψ̇|Du|2

]
(4.2.27)

Concerning the nonregular level sets of ϕ, we first observe that, since u is ana-
lytic on M (see [Chr05, zH70]), then ϕ is analytic on the whole N. As anticipated
in Subsection 4.1.1, it follows from the results in [Łoj91] (see also [KP02, Theo-
rem 6.3.3]) that there exists an hypersurface Σ ⊆ Crit(ϕ) such thatH n−1(Crit(ϕ) \
Σ) = 0. In particular, the (n− 1)-dimensional Hausdorff measure of the level
sets of ϕ is locally finite. Moreover, the unit normal to a level set is well-defined
H n−1-almost everywhere, and so are the second fundamental form hg and the
mean curvature Hg. We will prove now that formulæ (4.2.26) and (4.2.27) hold
also at any point y0 ∈ Σ, and therefore they hold H n−1-almost everywhere
on any level set. Let ν, νg be the unit normal vector fields to Σ at y0 with re-
spect to g0, g respectively. Since |νg|2g = 1 = |ν|2 = ψ2 |ν|2g, we deduce that
νg = ψ ν. Let (∂/∂x1, . . . , ∂/∂xn−1) be a basis of Ty0 Σ, so that in particular
(∂/∂x1, . . . , ∂/∂xn−1, νg) is a basis of Ty0 M. Recalling (4.2.11) and observing that
the derivatives of u in y0 are all zero since y0 ∈ Crit(ϕ) = Crit(u), we have

h(g)
ij =

〈
∇i

∂

∂xj

∣∣∣ νg

〉
g
= Γn

ij = Gn
ij =

〈
Di

∂

∂xj

∣∣∣ νg

〉
g
=

1
ψ

〈
Di

∂

∂xj

∣∣∣ ν
〉

=
1
ψ

h(0)
ij .

From this we immediately deduce that formula (4.2.26) holds also on Σ, and
taking its trace we prove that also (4.2.27) is verified.

4.2.5 Consequences of the Bochner formula.
Starting from the Bochner formula and using the equations in (4.2.22), we

find

∆g|∇ϕ|2g = 2|∇2ϕ|2g + 2Ricg(∇ϕ,∇ϕ) + 2〈∇∆g ϕ | ∇ϕ〉

= 2|∇2ϕ|2g −
[
(n− 2)u +

ψ

ψ̇
+ 2nψψ̇

]
〈∇|∇ϕ|2g | ∇ϕ〉g−

− 2
[
(n + 1)u + nψψ̇

]
|∇ϕ|2g ∆g ϕ . (4.2.28)

We will use (4.2.28) to compute the laplacian of the function

w = β
(

1− |∇ϕ|2g
)

, where β = ψ2 ∣∣1− (n− 2)mψ−n∣∣ = ψ2
∣∣∣∣ u
ψψ̇

∣∣∣∣ .

The function β is smooth in N. We will denote by β′ the derivative of β with
respect to ϕ, more precisely, β′ ∈ C ∞(N) is the function that satisfies∇β = β′∇ϕ.
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One computes

β′

β
= nψψ̇ + (n− 2)u , (4.2.29)

∇w = −β∇|∇ϕ|2g +
β′

β
w∇ϕ . (4.2.30)

In order to compute the laplacian of w, we take the divergence of (4.2.30)

∆gw = −β′

β

〈
β∇|∇ϕ|2g

∣∣∇ϕ
〉

g − β∆g|∇ϕ|2g+

+
(β′

β

)′
w|∇ϕ|2g +

β′

β
〈∇w | ∇ϕ〉g +

β′

β
w∆g ϕ ,

and using formula (4.2.28) we obtain

∆gw = −2β

[
|∇2ϕ|2g −

(∆g ϕ)2

n

]
−
[
(n− 2)u +

ψ

ψ̇
+ 2nψψ̇− 2

β′

β

]
〈∇w | ∇ϕ〉g+

+ nψψ̇

(
β′

β
− 2ψψ̇

)
w +

[(β′

β

)′
−
(β′

β

)2
+

(
(n− 2)u +

ψ

ψ̇
+ nψψ̇

)
β′

β
+

+ 2n(n + 1)uψψ̇ + 2n(n + 1)ψ2ψ̇2
]
|∇ϕ|2gw

≤
[
(n− 2)u− ψ

ψ̇

]
〈∇w | ∇ϕ〉g + n(n− 2)mψ2−nψ̇2[(n− 2) + (n + 2)|∇ϕ|2g

]
w .

(4.2.31)

In particular, w satisfies an elliptic inequality on our connected component N
and, as a consequence of theMinimumPrinciple, we obtain the following relevant
bound on the gradient of the pseudo-affine function ϕ.

Proposition 4.2.8. Let (M, g0, u) be a solution to problem (4.1.1) and let N ⊂
M \MAX(u) be an outer or inner region with virtual mass m = µ(N, g0, u). Let
also g, ϕ be defined by (4.2.10), (4.2.18). Then it holds

|∇ϕ|g ≤ 1 ,

on the whole N.

Proof. We recall from (4.2.19) that it holds

|∇ϕ|g =
|Du|

ψ
∣∣1− (n− 2)mψ−n

∣∣ ,

therefore, from Lemma 4.2.2 we deduce that w ≥ 0 on ∂N. On the other hand,
from the definition of w, we compute

w = β(1− |∇ϕ|2g) = ψ2
∣∣∣∣ u
ψψ̇

∣∣∣∣− ∣∣∣∣ψψ̇

u

∣∣∣∣ |Du|2 .
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Since β goes to 0 as we approach MAX(u), and also ψ̇|Du|2 goes to 0 thanks to
Lemma 4.2.3, we have w→ 0 as we approach MAX(u). We also recall that ϕ, g,
thus also w, are analytic in the interior of N. As observed in Subsection 4.1.1,
this implies that the critical level sets of w are discrete. Therefore there exists
η > 0 such that any 0 < ε < η is a regular values for w. In particular, the set

Nε = {|w| ≥ ε} ∩ N

has a smooth boundary. Since we have already observed that w → 0 as we
approach ∂N and MAX(u), we have that Nε is a compact domain contained in
the interior of N. In particular, the coefficients of the elliptic inequality (4.2.31)
are bounded in Nε and we can apply the Weak Minimum Principle (see for
instance [GT83, Corollary 3.2]) to deduce that

min
Nε

w ≥ min
∂Nε

w ≥ −ε , (4.2.32)

where in the latter inequality we have used the fact that the boundary of Nε is
contained in ({w = ε} ∪ {w = −ε}) ∩ N. Since inequality (4.2.32) holds for all
0 < ε < η, taking the limit as ε→ 0 we obtain the thesis.

Remark 4.2.9. Translating the thesis of Proposition 4.2.8 back in terms of u, g0,
we have that |Du|/ψ̇ is bounded in N, and recalling formula (4.2.7), we deduce
that the quantity |Du|2/(umax − u) is bounded on N. In particular, for any p ∈
N ∩MAX(u) there exists a collar neighborhood p ∈ Up ⊂ N and a constant cp
such that

|Du|2(x) ≤ cp [umax − u(x)] (4.2.33)
for any x ∈ Up. The same proof can be repeated on each inner and outer re-
gion, and a similar result will also be shown for cylindrical regions, see Propo-
sition 4.6.3. It follows from these considerations that the inequality (4.2.33) is
always in force in a neighborhood of any p ∈ MAX(u). This is an improvement
of the reverse Łojasiewicz inequality 1.1.7 proved in Chapter 1.

4.2.6 Area lower bound.
In this subsection, we will study the function

Φ(s) =
ˆ
{ϕ=s}

|∇ϕ|g dσg . (4.2.34)

which is defined on s ∈ [0, ϕ0) or s ∈ (ϕ0, ϕmax] depending onwhether the quantity

max
S∈π0(∂N)

κ(S) = max
∂N

|Du|
umax

is less than or greater than
√

n, respectively. As an application of Proposi-
tion 4.2.8, one can prove the following monotonicity result for Φ.
Proposition 4.2.10. Let (M, g0, u) be a solution to problem (4.1.1), let N be a
connected component of M \MAX(u) with virtual mass m < mmax, and let Φ(s)
be the function defined by (4.2.34), with respect to the metric g and the pseudo-
affine function ϕ defined by (4.2.10), (4.2.18).
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(i) If N is an outer region, then the function Φ(s), defined for s ∈ [0, ϕ0), is
monotonically nonincreasing. Moreover, if Φ(s1) = Φ(s2) for two differ-
ent values 0 ≤ s1 < s2 < ϕ0, then the triple (M, g0, u) is isometric to the
Schwarzschild–de Sitter triple (2.5.3) with mass m.

(ii) If N is an inner region, then the function Φ(s), defined for s ∈ (ϕ0, ϕmax], is
monotonically nondecreasing. Moreover, if Φ(s1) = Φ(s2) for two different
values ϕ0 < s1 < s2 ≤ ϕmax, then the solution (M, g0, u) is isometric to the
Schwarzschild–de Sitter triple (2.5.3) with mass m.

Proof. Consider the case N outer, that is, max∂N |Du|/umax <
√

n. In particular,
the determination of ψ is (4.2.3), ϕ ∈ [0, ϕ0), ψ̇ ≤ 0 and ∆g ϕ ≤ 0 (this last
inequality is a consequence of the second equation of system (4.2.22) and of
Proposition 4.2.8). Integrating ∆g ϕ ≤ 0 in {s1 ≤ ϕ ≤ s2} for any 0 ≤ s1 < s2 < ϕ0,
we get ˆ

{s1≤ϕ≤s2}

∆g ϕ dσg ≤ 0 . (4.2.35)

Applying the Divergence Theorem to inequality (4.2.35), we easily obtain Φ(s2) ≤
Φ(s1), therefore Φ is nonincreasing. To prove the rigidity statement, we observe
that, if the equality Φ(s1) = Φ(s2) holds for some 0 ≤ s1 < s2 < ϕ0, then
∆g ϕ ≡ 0 on {s1 ≤ ϕ ≤ s2}, hence by the analyticity of ϕ we deduce ∆g ϕ ≡ 0 on N.
Recalling the definition of ∆g ϕ, this in turn implies |∇ϕ|g ≡ 1 on N. Substituting
this information in the Bochner formula (4.2.28) we obtain |∇2ϕ|g ≡ 0, hence
we can apply Proposition 4.2.7 to conclude.

If instead N is an inner region, that is, max∂N |Du|/umax >
√

n, then ψ is as
in (4.2.4), ϕ ∈ (ϕ0, ϕmax] and ∆g ϕ ≥ 0. Proceeding in the same way as above, we
obtain the opposite monotonicity for Φ. The rigidity statement is proved in the
same way as in the preceding case.

From the monotonicity and the continuity of Φ(s), it follows that its limit
as s→ ϕ0 exists, and since |∇ϕ|g is bounded (this is a consequence of Proposi-
tion 4.2.8) and the level sets are compact, this limit is finite. Therefore, from the
monotonicity of Φ we can deduce the following global monotonicity property.

Lemma 4.2.11. Let (M, g0, u) be a solution to problem (4.1.1), let N be a con-
nected component of M \MAX(u) with virtual mass m < mmax, and let g and ϕ
be defined by (4.2.10), (4.2.18). Then

|∂N|g ≥ lim
s→ϕ0

ˆ
{ϕ=s}

|∇ϕ|g dσg .

Moreover, if the equality holds, then (M, g0, u) is isometric to the Schwarzschild–
de Sitter triple (2.5.3) with mass m.

Proof. For 0 ≤ s < ϕ0 the function Φ(s) is monotonically nonincreasing by
Proposition 4.2.10, therefore lims→ϕ0 Φ(s) ≤ Φ(0). From Lemma 4.2.2, we know
that |∇ϕ|g ≤ 1 on ∂N, hence Φ(0) ≤

´
∂N dσg = |∂N|g. This proves the thesis.

The case ϕ0 < s < ϕmax is proved in the exact same way.
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In order to make use of Lemma 4.2.11, we need some information on the set
MAX(u) and on the behavior of ∇ϕ at the limit ϕ→ ϕ0. In Section 4.5 we will
see how to recover some more explicit information from Lemma 4.2.11 in the
case where our solution is 2-sided according to Definition 4.1.6.

4.3 Integral identities
In this section we use the pseudo-affine function ϕ in order to construct a

vector field with a nonnegative divergence. As an application of the Divergence
Theorem, we will then deduce a couple of important integral identities. In
particular, in Propositions 4.3.1 and 4.3.2 we show two functions that give a
nonnegative value when integrated along any level set of ϕ. Moreover, the
integral on a level set is zero only in the case of the Schwarzschild–de Sitter
solution.

The analysis of the case where N is an outer region and the case where
N is an inner region are slightly different. The outer case will be studied in
Subsection 4.3.1 and the inner case will be studied in Subsection 4.3.2.

4.3.1 Integral identities in the outer regions.
We start by considering the case when N is an outer region, that is, in this

subsection we will suppose

max
S∈π0(∂N)

κ(S) <
√

n ,

and the pseudo-radial function Ψ = ψ ◦ u is chosen as in (4.2.3). Consider the
vector field

Y = ∇|∇ϕ|2g + ∆g ϕ∇ϕ .

From the Bochner formula (4.2.28) and the equations in (4.2.22) we compute

divg(Y) = ∆g|∇ϕ|2g + divg(∆g ϕ∇ϕ)

= −
[
(n− 2)u +

ψ

ψ̇
+ 3nψψ̇

]
〈∇ϕ |Y 〉g + 2|∇2ϕ|2g + (∆g ϕ)2−

− 2n(n + 2)uψψ̇|∇ϕ|2g(1− |∇ϕ|2g) .

Since
uψψ̇ = ψ2ψ̇2

(
u

ψψ̇

)
= −ψ2ψ̇2[1− (n− 2)mψ−n]

is negative when the chosen determination of ψ is (4.2.3), we have

divg(Y) +

[
(n− 2)u +

ψ

ψ̇
+ 3nψψ̇

]
〈∇ϕ |Y 〉g =

= 2|∇2ϕ|2g + (∆g ϕ)2 − 2n(n + 2)uψψ̇|∇ϕ|2g(1− |∇ϕ|2g) ≥ 0 . (4.3.1)

Now consider the function

γ = −u2ψ2n−1

ψ̇3 =
ψ2(n+1)

u
[
1− (n− 2)mψ−n]3 (4.3.2)
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Figure 4.4: Relation between γ (on the y-axis) and u (on the x-axis), when N is
an outer region, for n = 4 and m = 1/32.

(notice that γ ≥ 0 when Ψ = ψ ◦ u is as in (4.2.3)). The relation between γ and u
is shown in Figure 4.4. We compute

γ′

γ
=

ψ̇3

u2ψ2n−1 ·
du
dϕ
·
(

2
uψ2n−1

ψ̇3 + (2n− 1)
u2ψ2n−2ψ̇

ψ̇3 − 3
u2ψ2n−1ψ̈

ψ̇4

)
= − ψ̇2

uψ2n−2

(
2

uψ2n−1

ψ̇3 + (2n− 1)
u2ψ2n−2ψ̇

ψ̇3 − 3
u2ψ2n−1ψ̈

ψ̇4

)
= −2

ψ

ψ̇
− (2n− 1)u + 3

uψψ̈

ψ̇2

= −2
ψ

ψ̇
− (2n− 1)u + 3nψψ̇ + 3(n− 1)u + 3

ψ

ψ̇

= (n− 2)u +
ψ

ψ̇
+ 3nψψ̇ .

Therefore, formula (4.3.1) rewrites as

divg(γY) = γ
[
2|∇2ϕ|2g + (∆g ϕ)2 − 2n(n + 2)uψψ̇|∇ϕ|2g

(
1− |∇ϕ|2g

)]
≥ 0 . (4.3.3)

Integrating identity (4.3.3) in {ϕ ≥ s} for some value s, we have the following
integral identity.

Proposition 4.3.1. Let (M, g0, u) be a solution to problem (4.1.1), let N ⊂ M \
MAX(u) be an outer region and let m = µ(N, g0, u) be its virtual mass. Let
Ψ = ψ ◦ u, g and ϕ be defined by (4.2.3), (4.2.10) and (4.2.18). Then for any
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0 ≤ s < ϕ0 it holds
ˆ

{ϕ=s}∩N

|∇ϕ|g
[
|∇ϕ|gHg −

3
2

∆g ϕ

]
dσg =

=
1

γ(s)

ˆ

{s≤ϕ<ϕ0}∩N

γ

[
|∇2ϕ|2g +

1
2
(∆g ϕ)2 − n(n + 2)uψψ̇|∇ϕ|2g(1− |∇ϕ|2g)

]
dσg

≥ 0 . (4.3.4)

where γ is the function defined by (4.3.2). Moreover, if the equality
ˆ
{ϕ=s0}∩N

|∇ϕ|g
[
|∇ϕ|gHg −

3
2

∆g ϕ

]
dσg = 0 , (4.3.5)

holds for some 0 < s0 < ϕ0, then the solution (M, g0, u) is isometric to the
Schwarzschild–de Sitter triple (2.5.3) with mass m.

Proof. Let us recall that u is an analytic function. In particular, also ϕ is analytic
in the interior of N, hence its critical level sets are discrete. It follows that we
can choose 0 < s < S < ϕ0, with s arbitrarily close to zero and S arbitrarily
close to ϕ0 such that both s and S are regular values for ϕ. Integrating (4.3.3)
on {s ≤ ϕ ≤ S} and using the Divergence Theorem 1.1.9, we obtain

ˆ

{s≤ϕ≤S}∩N

divg(γY)dσg =

=

ˆ

{ϕ=S}∩N

γ(S)
〈

Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg −

ˆ

{ϕ=s}∩N

γ(s)
〈

Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg . (4.3.6)

First of all, we notice that it holds

lim
S→ϕ0

γ(S)
ˆ
{ϕ=S}∩N

〈
Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg = 0 . (4.3.7)

In fact, using formulæ (4.2.19), (4.2.21) and (4.2.22) to translate the integrand
in terms of u, g0, we find

γ
〈

Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
= γ

(
〈∇|∇ϕ|2g | ∇ϕ〉g

|∇ϕ|g
+ ∆g ϕ |∇ϕ|g

)
= γ |∇ϕ|g

[
2∇2ϕ(νg, νg) + ∆g ϕ

]
=

ψ2n

ψ̇
|Du|

[
− 2 D2u(ν, ν)− 2

ψ̇

uψ

(
n− 1 + n

ψψ̇

u

)
|Du|2 +

+ n
(

1− ψ̇2

u2 |Du|2
) ]

,

where ν = Du/|Du|, νg = ∇ϕ/|∇ϕ|g = ψ ν are the unit normals to {ϕ = S},
which exist everywhere because {ϕ = S} is a regular level set. Since |∇ϕ|2g =
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(ψ̇2/u2)|Du|2 ≤ 1 by Proposition 4.2.8, we deduce that the limit of the term in
square bracket as S → ϕ0 (or equivalently u → umax) is bounded from above.
Therefore, in order to prove (4.3.7), it is enough to show that

lim
u→1

ˆ
{u=t}

1
ψ̇
|Du|dσ = 0 .

But this can be done proceeding exactly as in the proof of Theorem 3.4.4, via a
simple argument using the coarea formula and the facts that (ψ̇2/u2)|Du|2 ≤ 1
and ψ̇→ +∞ as u→ umax. Therefore, taking the limit as S→ ϕ0 of (4.3.6), we
deduce

ˆ

{ϕ=s}∩N

γ(s)
〈

Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg = −

ˆ

{s≤ϕ<ϕ0}∩N

divg(γY)dσg ≤ 0 , (4.3.8)

where in the last inequality we have used (4.3.1). Recalling (4.2.25) we get〈
Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
= 2
∇2ϕ(∇ϕ,∇ϕ)

|∇ϕ|g
+ ∆g ϕ|∇ϕ|g

= |∇ϕ|g
(
−2|∇ϕ|gHg + 3∆g ϕ

)
. (4.3.9)

Combining (4.3.8) with (4.3.9) we obtain (4.3.4).
To prove the rigidity statement, we start by observing that, if the equal-

ity (4.3.5) holds, then necessarily the right-hand side of (4.3.4) is null. In
particular, |∇ϕ|g ≡ 1 on N. Substituting this information in the Bochner for-
mula (4.2.28) we obtain |∇2ϕ|g ≡ 0, hence we can apply Proposition 4.2.7 to
conclude.

4.3.2 Integral identities in the inner regions.

In this subsection, we deal with the case in which N is an inner region, that
is,

max
S∈π0(∂N)

κ(S) >
√

n ,

and the pseudo-radial function Ψ = ψ ◦ u is defined by (4.2.4). This case is
slightly more complicated than the outer one, and requires a generalization of
the computations of the previous subsection. Let

Yα = ∇|∇ϕ|2g + α∆g ϕ∇ϕ ,

where α ∈ R. From the Bochner formula (4.2.28) and the equations in (4.2.22)
we compute

divg(Yα) +

[
(n− 2)u +

ψ

ψ̇
+ 3nψψ̇

]
〈∇ϕ |Yα 〉g = 2|∇2ϕ|2g + α(∆g ϕ)2+

+ nψ2ψ̇2
[

n(α− 1)(α + 2)− 2(n + α + 1)
u

ψψ̇

]
|∇ϕ|2g(1− |∇ϕ|2g) .
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In order for the term 2|∇2ϕ|2g + α(∆g ϕ)2 to be positive, we want α ≥ −2/n.
Recalling

u
ψψ̇

= −[1− (n− 2)mψ−n] ,

we have

divg(Yα) +

[
(n− 2)u +

ψ

ψ̇
+ (α + 2)nψψ̇

]
〈∇ϕ |Yα 〉g = 2|∇2ϕ|2g + α(∆g ϕ)2+

+ nψ2ψ̇2
[

n(nα + 2)(α + 1)− 2(n + α + 1)(n− 2)
m
ψn

]
|∇ϕ|2g(1− |∇ϕ|2g) .

(4.3.10)

The term in square brackets is positive if and only if

ψn

m
≥ 2(n− 2)

n + α + 1
(nα + 2)(α + 1)

. (4.3.11)

Since the term on the right hand side goes to zero as α→ ∞, there exists an α
big enough so that

rn
−(m)

m
= 2(n− 2)

n + α + 1
(nα + 2)(α + 1)

. (4.3.12)

Notice that the value of α that satisfies (4.3.12) is greater than or equal to 1 (in
fact, if we set α = 1 in (4.3.11) we have ψn ≥ (n− 2)m, which is never satisfied
on M−). If we choose α as in (4.3.12), we have that the square bracket above is
positive for any ψ ∈ [r−(m),

(
(n− 2)m

)1/n
]. In particular, for that α we have

divg(Yα) +

[
(n− 2)u +

ψ

ψ̇
+ (α + 2)nψψ̇

]
〈∇ϕ |Yα 〉g ≥ 0 . (4.3.13)

on the whole M−. Now we choose

γ =
uα+1ψnα+n−α

ψ̇α+2 =
ψnα+n+2

u
[
1− (n− 2)mψ−n]α+2 ≥ 0 , (4.3.14)
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Figure 4.5: Relation between γ (on the y-axis) and u (on the x-axis), when N is
an inner region, for n = 4 and m = 3/32 (which corresponds to α = 2).

(notice that γ ≥ 0 when Ψ = ψ ◦ u is as in (4.2.4)). The relation between γ and u
is shown in Figure 4.5. We compute

γ′

γ
=

ψ̇α+2

uα+1ψnα+n−α
· du

dϕ
·
[
(α + 1)

uαψnα+n−α

ψ̇α+2 + (nα + n− α)
uα+1ψnα+n−α−1ψ̇

ψ̇α+2

− (α + 2)
u2ψnα+n−αψ̈

ψ̇α+3

]
= − ψ̇α+1

uαψnα+n−α−1

[
(α + 1)

uαψnα+n−α

ψ̇α+2 + (nα + n− α)
uα+1ψnα+n−α−1ψ̇

ψ̇α+2

− (α + 2)
u2ψnα+n−αψ̈

ψ̇α+3

]
= −(α + 1)

ψ

ψ̇
− (nα + n− α)u + (α + 2)

uψψ̈

ψ̇2

= −(α + 1)
ψ

ψ̇
− (nα + n− α)u + (α + 2)nψψ̇ + (α + 2)(n− 1)u + (α + 2)

ψ

ψ̇

= (n− 2)u +
ψ

ψ̇
+ (α + 2)nψψ̇ .

From formulæ (4.3.10), (4.3.13) we deduce

divg(γYα) = 2|∇2ϕ|2g + α(∆g ϕ)2 +

+ nψ2ψ̇2
[

n(nα + 2)(α + 1)− 2(n + α + 1)(n− 2)
m
ψn

]
|∇ϕ|2g(1− |∇ϕ|2g)

≥ 0 . (4.3.15)

Integrating (4.3.15) on {ϕ ≤ s} for some value s, we obtain the following state-
ment.



4.3. INTEGRAL IDENTITIES 149

Proposition 4.3.2. Let (M, g0, u) be a solution to problem (4.1.1), let N ⊂ M \
MAX(u) be an inner region with virtual mass m = µ(N, g0, u), and let Ψ, g and
ϕ be defined by (4.2.4), (4.2.10) and (4.2.18). Then for any ϕ0 < s < ϕmax it holds

ˆ

{ϕ=s}∩N

|∇ϕ|g
[
|∇ϕ|gHg −

α + 2
2

∆g ϕ

]
dσg =

= − 1
γ(s)

ˆ

{ϕ0<ϕ≤s}∩N

γ

[
ψψ̇

(
1
2

n(nα + 2)(α + 1)− (n + α + 1)(n− 2)
m
ψn

)
|∇ϕ|2g∆g ϕ

|∇2ϕ|2g +
α

2
(∆g ϕ)2

]
dσg ≤ 0 , (4.3.16)

where α > 1 is the real number satisfying equation (4.3.12) and γ is the function
defined by (4.3.14). Moreover, if the equalityˆ

{ϕ=s0}∩N

|∇ϕ|g
[
|∇ϕ|gHg −

α + 2
2

∆g ϕ

]
dσg = 0 , (4.3.17)

holds for some ϕ0 < s0 ≤ ϕmax, then the solution (M, g0, u) is isometric to the
Schwarzschild–de Sitter triple (2.5.3) with mass m.
Proof. Let us recall that u is an analytic function. In particular, also ϕ is analytic
in the interior of N, hence its critical level sets are discrete. It follows that we
can choose 0 < S < s < ϕ0, with S arbitrarily close to ϕ0 and s arbitrarily close
to ϕmax such that both s and S are regular values for ϕ. Integrating (4.3.3) on
{S ≤ ϕ ≤ s} and using the Divergence Theorem 1.1.9 we obtain

ˆ

{S≤ϕ≤s}∩N

divg(γYα)dσg =

=

ˆ

{ϕ=s}∩N

γ(s)
〈

Yα

∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg −

ˆ

{ϕ=S}∩N

γ(S)
〈

Yα

∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg . (4.3.18)

First of all, with analogous computations to the ones used in Proposition 4.3.1,
we obtain

lim
S→ϕ0

γ(S)
ˆ
{ϕ=S}∩N

〈
Yα

∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg = 0 .

Therefore, taking the limit as S→ ϕ0 of (4.3.18) we obtainˆ

{ϕ=s}∩N

γ(s)
〈

Yα

∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg =

ˆ

{ϕ0<ϕ≤s}∩N

divg(γYα)dσg ≥ 0 , (4.3.19)

where in the last inequality we have used (4.3.15). Now we compute the integral
on the left hand side. Recalling (4.2.25), we obtain〈

Yα

∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
= 2
∇2ϕ(∇ϕ,∇ϕ)

|∇ϕ|g
+ α∆g ϕ|∇ϕ|g =

= |∇ϕ|g
[
−2|∇ϕ|gHg + (α + 2)∆g ϕ

]
. (4.3.20)
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Combining (4.3.19) with (4.3.20), we obtain (4.3.16).
The rigidity statement is proved in the same way as in Proposition 4.3.1. If

the equality in (4.3.17) holds, then necessarily the right hand side of (4.3.16) is
null. In particular, |∇ϕ|g ≡ 1 on N. Substituting this information in the Bochner
formula (4.2.28) we obtain |∇2ϕ|g ≡ 0, hence we can apply Proposition 4.2.7 to
conclude.

4.4 Proof of the area bounds
Here we translate the integral identities obtained in Section 4.3 in terms

of u and g0. Some computations will lead to the proof of Theorem 4.1.3 in
the case where N is outer (Theorem 4.4.4) and inner (Theorem 4.4.9). As a
consequence of the Gauss-Bonnet Formula we will then deduce Theorem 4.1.1
(see Theorems 4.4.3 and 4.4.8). We will also prove some more general statements,
in the cases where N has more than one horizon.

4.4.1 The outer case.
Here we concentrate on the case where our region N is outer and translate

Proposition 4.3.1, proved in Subsection 4.3.1, in terms of u, g0.
Proposition 4.4.1. Let (M, g0, u) be a solution to problem (4.1.1), let N ⊂ M \
MAX(u) be an outer region with virtual mass m = µ(N, g0, u), and let Ψ = ψ ◦ u
be the pseudo-radial function defined by (4.2.3). Then, for any 0 < t < umax it
holdsˆ

{u=t}∩N

ψn

|ψ̇| |Du|
[

ψ|Du|H− (n− 1)
u2

ψ̇
+

(
3
2

nuψ + (n− 1)
u2

ψ̇

)(
1− ψ̇2

u2 |Du|2
)]

dσ

=

ˆ

{u≥t}∩N

u2ψn−1

|ψ̇|3

{
2

ψ2ψ̇2

u2 |D
2u|2 + 4n

ψψ̇3

u2

(
1 +

ψψ̇

u

)
D2u(Du, Du) + n2ψ2ψ̇2+

− 2n2
(ψ2ψ̇2

u2 +
ψψ̇

u

)
ψ̇2|Du|2 +

[
3n2 ψ2ψ̇2

u2 + 6n2 ψψ̇

u
+ 2n(n− 1)

] ψ̇4

u2 |Du|4
}

dσ

≥ 0 ,

Moreover, if the equality holds for some 0 < t < umax, then the solution (M, g0, u)
is isometric to the Schwarzschild–de Sitter triple (2.5.3) with mass m.
Proof. Writing inequality (4.3.4) in terms of u, g0, recalling (4.2.27), we findˆ
{u=t}∩N

ψn

ψ̇
|Du|

[
−ψ |Du|H + (n− 1) ψ̇|Du|2 − 3

2
nψψ̇

(
1− ψ̇2

u2 |Du|2
) ]

dσ =

=

ˆ

{u≥t}∩N

−u2ψn−1

ψ̇3

{
2

ψ2ψ̇2

u2 |D
2u|2 + 4n

ψψ̇3

u2

(
1 +

ψψ̇

u

)
D2u(Du, Du) + n2ψ2ψ̇2+

− 2n2
(ψ2ψ̇2

u2 +
ψψ̇

u

)
ψ̇2|Du|2 +

[
3n2 ψ2ψ̇2

u2 + 6n2 ψψ̇

u
+ 2n(n− 1)

] ψ̇4

u2 |Du|4
}

dσ

≥ 0 .



4.4. PROOF OF THE AREA BOUNDS 151

Since u, ψ, ψ̇ are constant on {u = t}, and ψ̇ is negative on the whole N, with
some easy algebra we obtain the thesis.

A special case of the above result, which is the one we are more interested in,
is when the integral is done over the level set {u = 0} ∩ N = ∂N. We obtain the
following integral inequality.

Corollary 4.4.2. Let (M, g0, u) be a solution to problem (4.1.1), let N ⊂ M \
MAX(u) be an outer region with virtual mass m = µ(N, g0, u). Then it holds

ˆ
∂N
|Du|

[
R∂N − (n− 1)(n− 2)r−2

+ (m)

+
(
(n + 2) + 2(n− 1)(n− 2)mr−n

+ (m)
) (

1− |Du|2
max∂N |Du|2

) ]
dσ ≥ 0 .

Moreover, if the equality holds for some 0 < t < umax, then the solution (M, g0, u)
is isometric to the Schwarzschild–de Sitter triple (2.5.3) with mass m.

Proof. Recalling that u Ric(ν, ν) = −H|Du|, the equation in Proposition 4.4.1
above can be written as

ˆ

{u=t}∩N

uψn+1

|ψ̇| |Du|
[
− Ric(ν, ν)− (n− 1)

u
ψψ̇

+

(
3
2

n + (n− 1)
u

ψψ̇

)(
1− ψ̇2

u2 |Du|2
) ]

dσ =

=

ˆ

{u≥t}∩N

−u2ψn−1

ψ̇3

{
2

ψ2ψ̇2

u2 |D
2u|2 + 4n

ψψ̇3

u2

(
1 +

ψψ̇

u

)
D2u(Du, Du) + n2ψ2ψ̇2−

− 2n2
[ψ2ψ̇2

u2 +
ψψ̇

u

]
ψ̇2|Du|2 +

[
3n2 ψ2ψ̇2

u2 + 6n2 ψψ̇

u
+ 2n(n− 1)

] ψ̇4

u2 |Du|4
}

dσ

≥ 0 . (4.4.1)

Now we take the limit as t → 0+. Recall that, from (4.2.2) it follows that u/ψ̇
has a finite limit as t→ 0+, hence we find

lim
t→0+

ˆ

{u=t}∩N

|Du|
[
− Ric(ν, ν)− (n− 1)

u
ψψ̇

+

+

(
3
2

n + (n− 1)
u

ψψ̇

)(
1− ψ̇2

u2 |Du|2
) ]

dσ ≥ 0 ,

where we remark that the equality holds if and only if the integrand in the right
hand side of (4.4.1) is null everywhere on N (and this happens only when the
solution is isometric to the Schwarzschild–de Sitter solution).

Using the Gauss-Codazzi equation we have 2 Ric(ν, ν) = R− R∂N = n(n−
1) − R∂N, where R∂N is the scalar curvature of the metric induced by g0 on
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∂N. Using again (4.2.2) to explicitate the quantity u/(ψψ̇), and recalling that
{u = 0} ∩ N = ∂N, the inequality above rewrites as

ˆ
∂N
|Du|

[
R∂N − (n− 1)(n− 2)(1 + 2mψ−n)+

+
(
n + 2 + 2(n− 1)(n− 2)mψ−n) (1− ψ̇2

u2 |Du|2
) ]

dσ ≥ 0 .

Now we recall that ψ ≡ r+(m) on ∂N (because N is an outer region), hence on
∂N it holds

1 + 2mψ−n = 1 + 2mr−n
+ (m) = r−2

+ (m)

where in the last equality we have used 1− r2
+(m)− 2mr2−n

+ (m) = 0 by definition.
Moreover, recalling the definition of the virtual mass m, we have

ψ̇2

u2 max
∂N
|Du|2 = 1 ,

Substituting in the integral inequality above we have the thesis.

In dimension n = 3, the above result can be made more explicit using the
Gauss-Bonnet formula.

Theorem 4.4.3. Let (M, g0, u) be a 3-dimensional solution to problem (4.1.1),
and let N ⊂ M \MAX(u) be an outer region with virtual mass m = µ(N, g0, u).
Then

∑
p
i=1

[(
κi
κ1

)2
− 3

2 r2
+(m)

(
1−

(
κi
κ1

)2)]
κi|Si|

∑
p
i=1 κi

≤ 4πr2
+(m)

where ∂N = S1 t · · · t Sp and κ1 ≥ · · · ≥ κp are the surface gravities of S1, . . . , Sp.
Moreover, if the equality holds then ∂N is connected and (M, g0, u) is isometric to
the Schwarzschild–de Sitter solution with mass m.

Proof. For n = 3, the formula in Corollary 4.4.2 rewrites as

p

∑
i=1

ˆ
Si

κi

[
RSi − 2r−2

+ (m) +
[
5 + 4mr−3

+ (m)
] (

1−
κ2

i
κ2

1

)]
dσ ≥ 0 .

Since 1− r2
+(m)− 2mr−1

+ (m) = 0 by definition, we compute 5 + 4mr−3
+ (m) = 3 +

2r−2
+ (m). Moreover, from the Gauss-Bonnet formula, we have

´
Si

RSi dσ = 4πχ(Si)
for all i = 1, . . . , p. From [Amb15], we also know that each Si is diffeomorphic
to a sphere, hence χ(Si) = 2. Substituting these informations inside formula
above, with some manipulations we arrive to the thesis.

In the case when ∂N is connected, the constancy of the quantity |Du| on the
whole boundary allows to obtain the following stronger results.
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Corollary 4.4.4. Let (M, g0, u) be a solution to problem (4.1.1), let N be a con-
nected component of M \MAX(u) with max∂N |Du|/umax <

√
n and virtual mass

m. If ∂N is connected, then it holdsˆ
∂N

R∂N dσ ≥ (n− 1)(n− 2)r−2
+ (m)|∂N| .

Moreover, if the equality holds for some 0 < t < umax, then the solution (M, g0, u)
is isometric to the Schwarzschild–de Sitter triple (2.5.3) with mass m.
Proof. The result is an immediate consequence of Corollary 4.4.2 and the fact
that |Du| is constant on ∂N.

Theorem 4.4.5. Let (M, g0, u) be a 3-dimensional solution to problem (4.1.1),
and let N be a connected component of M \MAX(u) with max∂N |Du|/umax <

√
3

and virtual mass m. If ∂N is connected, then ∂N is diffeomorphic to S2 and it
holds

|∂N| ≤ 4πr2
+(m) .

Moreover, if the equality holds, then the solution (M, g0, u) is isometric to the
Schwarzschild–de Sitter triple (2.5.3) with mass m.
Proof. Substituting n = 3 in Corollary 4.4.4 and using theGauss-Bonnet formula,
we immediately obtain

4πχ(∂N) ≥ 2r−2
+ (m) |∂N| .

In particular, χ(∂N) has to be positive, hence ∂N is necessarily a sphere and we
obtain the thesis.

4.4.2 The inner case.
Here we proceed as in Subsection 4.4.1 to prove analogous integral identities

when N is an inner region.
Proposition 4.4.6. Let (M, g0, u) be a solution to problem (4.1.1), let N ⊂ M \
MAX(u) be an inner region with virtual mass m = µ(N, g0, u), and let Ψ = ψ ◦ u
be the pseudo-radial function defined by (4.2.4). For any 0 < t < umax it holdsˆ

{u=t}∩N

uα−1ψnα−α+1

ψ̇α
|Du|

[
ψ|Du|H− (n− 1)

u2

ψ̇
+

+ uψ

(
α + 2

2
n + (n− 1)

u
ψψ̇

)(
1− ψ̇2

u2 |Du|2
) ]

dσ =

=

ˆ

{u≥t}∩N

uα+1ψnα−α

ψ̇α+2

{
2

ψ2ψ̇2

u2 |D
2u|2 + 4n

ψψ̇3

u2

(
1 +

ψψ̇

u

)
D2u(Du, Du)+

+ αn2ψ2ψ̇2 +
[
n2(α + 1)(α− 2)

ψ2ψ̇2

u2 − 2n(n + α− 1)
ψψ̇

u

]
ψ̇2|Du|2+

+
[
− n2(α− 2)(α + 2)

ψ2ψ̇2

u2 + 2n(3n + α− 1)
ψψ̇

u
+ 2n(n− 1)

] ψ̇4

u2 |Du|4
}

dσ

≥ 0 ,
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where α > 1 is the real number satisfying equation (4.3.12). Moreover, if the
equality holds for some 0 < t < umax, then the solution (M, g0, u) is isometric to
the Schwarzschild–de Sitter triple (2.5.3) with mass m.

Proof. Writing inequality (4.3.16) in terms of u, g0, recalling (4.2.27), we find

ˆ

{u=t}∩N

uα−1ψnα−α+1

ψ̇α
|Du|

[
− ψ|Du|H + (n− 1)ψ̇|Du|2−

− α + 2
2

nψψ̇

(
1− ψ̇2

u2 |Du|2
) ]

dσ =

= −
ˆ

{u≥t}∩N

uα+1ψnα−α

ψ̇α+2

{
2

ψ2ψ̇2

u2 |D
2u|2 + 4n

ψψ̇3

u2

(
1 +

ψψ̇

u

)
D2u(Du, Du)+

+ αn2ψ2ψ̇2 +
[
n2(α + 1)(α− 2)

ψ2ψ̇2

u2 − 2n(n + α− 1)
ψψ̇

u

]
ψ̇2|Du|2+

+
[
− n2(α− 2)(α + 2)

ψ2ψ̇2

u2 + 2n(3n + α− 1)
ψψ̇

u
+ 2n(n− 1)

] ψ̇4

u2 |Du|4
}

dσ

≤ 0 ,

Since u, ψ, ψ̇ are constant on {u = t}, and ψ̇ is positive on the whole N, with
some easy algebra we obtain the thesis.

As for the outer case, we are particularly interested to the above result applied
to the level set {u = 0} ∩ N = ∂N. We obtain the following.

Corollary 4.4.7. Let (M, g0, u) be a solution to problem (4.1.1), let N ⊂ M \
MAX(u) be an inner region with virtual mass m = µ(N, g0, u). Then it holds

ˆ
∂N
|Du|

[
R∂N − (n− 1)(n− 2)r−2

− (m)+

+
[
(αn + 2) + 2(n− 1)(n− 2)mr−n

− (m)
] (

1− |Du|2
max∂N |Du|2

) ]
dσ ≥ 0 .

Moreover, if the equality holds for some 0 < t < umax, then the solution (M, g0, u)
is isometric to the Schwarzschild–de Sitter triple (2.5.3) with mass m.

Proof. Recalling that u Ric(ν, ν) = −H|Du|, the equation in Proposition 4.4.1
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above can be written as
ˆ

{u=t}∩N

uαψnα−α+2

ψ̇α
|Du|

[
− Ric(ν, ν)− (n− 1)

u
ψψ̇

+

+

(
α + 2

2
n + (n− 1)

u
ψψ̇

)(
1− ψ̇2

u2 |Du|2
) ]

dσ =

=

ˆ

{u≥t}∩N

uα+1ψnα−α

ψ̇α+2

{
2

ψ2ψ̇2

u2 |D
2u|2 + 4n

ψψ̇3

u2

(
1 +

ψψ̇

u

)
D2u(Du, Du)+

+ αn2ψ2ψ̇2 +
[
n2(α + 1)(α− 2)

ψ2ψ̇2

u2 − 2n(n + α− 1)
ψψ̇

u

]
ψ̇2|Du|2+

+
[
− n2(α− 2)(α + 2)

ψ2ψ̇2

u2 + 2n(3n + α− 1)
ψψ̇

u
+ 2n(n− 1)

] ψ̇4

u2 |Du|4
}

dσ

≥ 0 . (4.4.2)

Now we take the limit as t → 0+. Recall that, from (4.2.2), it follows that u/ψ̇
has a finite limit as t→ 0+, hence we find

lim
t→0+

ˆ

{u=t}∩N

|Du|
[
− Ric(ν, ν)− (n− 1)

u
ψψ̇

+

(
α + 2

2
n + (n− 1)

u
ψψ̇

)(
1− ψ̇2

u2 |Du|2
) ]

dσ ≥ 0 ,

where we remark that the equality holds if and only if the integrand in the right
hand side of (4.4.2) is null everywhere on N (and this happens only when the
solution is isometric to the Schwarzschild–de Sitter solution).

Using the Gauss-Codazzi equation we have 2 Ric(ν, ν) = R−R∂N = n(n− 1)−
R∂N, where R∂N is the scalar curvature of the metric induced by g0 on ∂N. Using
again (4.2.2) to explicitate the quantity u

ψψ̇
, and recalling that {u = 0} = ∂N,

the inequality above rewrites as
ˆ

∂N
|Du|

[
R∂N − (n− 1)(n− 2)(1 + 2mψ−n)+

+
(
αn + 2 + 2(n− 1)(n− 2)mψ−n) (1− ψ̇2

u2 |Du|2
) ]

dσ ≥ 0 .

Now we recall that ψ ≡ r−(m) on ∂N (because N is an inner region), hence on
∂N it holds

1 + 2mψ−n = 1 + 2mr−n
− (m) = r−2

− (m)

where in the last equality we have used 1− r2
−(m)− 2mr2−n

− (m) = 0 by definition.
Moreover, by definition of virtual mass m, we have

ψ̇2

u2 max
∂N
|Du|2 = 1 ,

Substituting in the integral inequality above we have the thesis.
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In dimension n = 3, the above formula can be made more explicit using the
Gauss-Bonnet formula.

Theorem 4.4.8. Let (M, g0, u) be a 3-dimensional solution to problem (4.1.1),
and let N ⊂ M \MAX(u) be an inner region with virtual mass m = µ(N, g0, u).
Then

∑
p
i=1

[(
κi
κ1

)2
− 3

2 αr2
−(m)

(
1−

(
κi
κ1

)2)]
κi|Si|

∑
p
i=1 κi

≤ 4πr2
−(m)

where ∂N = S1 t · · · t Sp and κ1 ≥ · · · ≥ κp are the surface gravities of S1, . . . , Sp.
Moreover, if the equality holds then ∂N is connected and (M, g0, u) is isometric to
the Schwarzschild–de Sitter triple (2.5.3) with mass m.

Proof. For n = 3, the formula in Corollary 4.4.7 rewrites as

p

∑
i=1

ˆ
Si

κi

[
RSi − 2r−2

− (m) +
[
3α + 2 + 4mr−3

− (m)
] (

1−
κ2

i
κ2

1

)]
dσ ≥ 0 .

Since 1− r2
−(m)− 2mr−1

− (m) = 0 by definition, we compute 3α + 2 + 4mr−3
− (m) =

3α + 2r−2
− (m). Moreover, from the Gauss-Bonnet formula, we have

´
Si

RSi dσ =

4πχ(Si) for all i = 1, . . . , p. From [Amb15], we also know that each Si is diffeo-
morphic to a sphere, hence χ(Si) = 2. Substituting these informations inside
formula above, with some manipulations we arrive to the thesis.

In the case when ∂N is connected, the constancy of the quantity |Du| on the
whole boundary allows to obtain the following stronger results.

Corollary 4.4.9. Let (M, g0, u) be a solution to problem (4.1.1), let N be a con-
nected component of M \MAX(u) with max∂N |Du|/umax >

√
n and virtual mass

m. If ∂N is connected, then it holds
ˆ

∂N
R∂N dσ ≥ (n− 1)(n− 2)r−2

− (m)|∂N| .

Moreover, if the equality holds for some 0 < t < umax, then the solution (M, g0, u)
is isometric to the Schwarzschild–de Sitter triple (2.5.3) with mass m.

Proof. The result is an immediate consequence of Corollary 4.4.2 and the fact
that |Du| is constant on ∂N.

Theorem 4.4.10. Let (M, g0, u) be a 3-dimensional solution to problem (4.1.1),
and let N be a connected component of M \MAX(u) with max∂N |Du|/umax >

√
3

and virtual mass m. If ∂N is connected, then ∂N is diffeomorphic to S2 and it
holds

|∂N| ≤ 4πr2
−(m) .

Moreover, if the equality holds, then the solution (M, g0, u) is isometric to the
Schwarzschild–de Sitter triple (2.5.3) with mass m.
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Proof. Substituting n = 3 in Corollary 4.4.4 and using theGauss-Bonnet formula,
we immediately obtain

4πχ(∂N) ≥ 2r−2
− (m) |∂N| .

In particular, χ(∂N) has to be positive, hence ∂N is necessarily a sphere and we
obtain the thesis.

4.5 Black Hole Uniqueness Theorem

This section is dedicated to the proof of the Black Hole Uniqueness results
stated in Subsection 4.1.3. Again, we avoid to study the cylindrical case, that
will be dealt with in Section 4.6.

In Lemma 4.2.11, we have proven a bound from below on the area of the
boundary of N, in terms of the limit of Φ(s) as s → ϕ0. We recall that ϕ =
ϕ0 corresponds to the set N ∩MAX(u), hence, in general, since we have no
information on the behavior of ϕ near N ∩MAX(u), we are not able to make use
of this lower bound.

However, under the assumption that our triple is 2-sided, in Subsection 4.5.1
we will show that the additional information on the shape of our solution near
the separating hypersurface Σ ⊆ MAX(u) will allow us to deduce a more explicit
lower bound. Comparing it with the upper bounds already proved in Corollar-
ies 4.4.4 and 4.4.9, we will deduce our uniqueness results. Furthermore, in
Subsection 4.5.2 we will discuss possible improvements, and we will show some
possible weakenings of the assumptions.

4.5.1 Analysis of 2-sided solutions.

In this subsection we will prove the Black Hole Uniqueness Theorem 4.1.8
stated in Subsection 4.1.3, in the case where m+ < mmax. In fact, the hypothesis
m+ < mmax will be necessary in all the results in this section, since it allows to use
the functions Ψ, ϕ defined in the previous sections by formulæ (4.2.1), (4.2.18).
The case m+ = mmax requires a different conformal change and a different
analysis, as the model solution will be the Nariai triple (2.5.5), and it will be
studied in Section 4.6. We start by proving the following global estimate of the
gradient.

Proposition 4.5.1. Let (M, g0, u) be a 2-sided solution to problem (4.1.1), and
let

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−. Suppose m+ < mmax and m+ ≤ m−. Let
Ψ = ψ ◦ u be the global pseudo-radial function (4.2.5), and let g and ϕ be defined
by, (4.2.10) and (4.2.18), with respect to the parameter m ∈ [m+, m−], m 6= mmax.
Then |∇ϕ|g ≤ 1 on the whole M \MAX(u).
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Proof. The proof is an easy adjustment of the proof of Proposition 4.2.8. Following
the proof of Lemma 4.2.2, it is easily seen that, since m ∈ [m+, m−], it holds

|∇ϕ|g =

∣∣∣∣∣ Du
ψ
[
1− (n− 2)mψ−n

] ∣∣∣∣∣ ≤ 1

on the whole boundary ∂M = ∂M+ t ∂M−. The thesis follows applying the Mini-
mum Principle to the elliptic inequality (4.2.31) on each connected component of
M+ and M−.

Proposition 4.5.1, and also the most part of the following results, work using
as a parameter any number m ∈ [m+, m−] ∩ (0, mmax). However, the cleanest
and strongest results are obtained when m = m+, so in the following we limit to
this case, for simplicity. As an easy consequence of Proposition 4.5.1, using the
regularity assumption, that implies the regularity of the global pseudo-radial
function Ψ, we obtain the following.

Proposition 4.5.2. Let (M, g0, u) be a 2-sided solution to problem (4.1.1), and
let Σ ⊆ MAX(u) be the stratified hypersurface separating M+ and M−. Let also

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−, and suppose m+ < mmax. Suppose that the
following conditions hold
mass compatibility m+ ≤ m−,

regularity assumption F is C 2 along Σ,
where F is the function defined as in (4.1.15). Then Σ is a C 2 hypersurface and
it holds

H = (n− 1)

√√√√ n
n− 2

[(
mmax

m+

) 2
n

− 1

]
,

[(n− 2)m+]
2/n
(

RΣ + |h̊|2
)

= (n− 1)(n− 2) ,

(4.5.1)

where RΣ is the scalar curvature of the metric induced by g0 on Σ and H, h̊ are
the mean curvature and traceless second fundamental form of Σ with respect to
g0 and the unit normal pointing towards the interior of M+.

Proof. Let us recall from Definition 4.2.4 that a function F is said to be C k

along Σ if F ∈ C k(U), where U ⊃ Σ is some open neighborhood of Σ in M. Let
Ψ = ψ ◦ u, g and ϕ be defined by (4.2.5), (4.2.10) and (4.2.18) with respect to
the parameter m = m+. From the assumptions we have that F is C 2 along Σ,
hence from Lemma 4.2.5 it follows that also the global pseudo-radial function
Ψ = ψ ◦ u introduced in (4.2.5) is C 2 along Σ. In turn, also the pseudo-affine
function ϕ defined by (4.2.18) is C 2 along Σ, and so is the metric g. In particular,
the scalar curvature Rg is continuous along Σ, and from formula (4.2.23) we
deduce that also ψ̇(1− |∇ϕ|2g) has to be continuous along Σ. We also notice that
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|∇ϕ|g ≤ 1 everywhere by Proposition 4.5.1, while ψ̇ has positive sign on M− and
negative sign on M+. Therefore, ψ̇(1− |∇ϕ|2g) has to change sign when passing
through Σ, hence ψ̇(1− |∇ϕ|2g) = 0 on Σ. In particular, ∆g ϕ = 0 and |∇ϕ|g = 1
on Σ. It follows that Σ ⊆ {ϕ = ϕ0} is a C 2 hypersurface. Moreover, |∇ϕ|g
has a maximum on Σ, hence ∇|∇ϕ|2g = 0 on Σ. In particular, ∇2ϕ(νg, νg) =

〈∇ϕ | ∇|∇ϕ|2g〉g/|∇ϕ|2g = 0.
Since ϕ has no critical points on Σ as proved above, the second fundamental

form hg and the mean curvature Hg of Σ with respect to g can be computed using
formulæ (4.2.24) and (4.2.25). From the Gauss-Codazzi equation we find

RΣ
g = Rg − 2Ricg(νg, νg)− |hg|2g + H2

g

= Rg + 2
[
(n− 2)u +

ψ

ψ̇

]
∇2ϕ(νg, νg) + 2

[
u− ψ

ψ̇

]
∆g ϕ− |hg|2g + H2

g , (4.5.2)

where νg = ∇ϕ/|∇ϕ|g = ∇ϕ is the g-unit normal vector field to Σ, and in the
second inequality we have used the first equation in (4.2.22).

Since we have proved above that ∆g ϕ = ∇2ϕ(νg, νg) = 0 on Σ, then from
formula (4.2.25) we deduce

Hg = 0 , (4.5.3)
on Σ, and from (4.2.23) we have Rg = (n− 1)(n− 2) on Σ. Plugging all these
pieces of information inside (4.5.2), we obtain

RΣ
g = (n− 1)(n− 2)− |hg|2g , (4.5.4)

Translating (4.5.3) in terms of g0 recalling (4.2.27), and using the fact that
|∇ϕ|g = |ψ̇/u| |Du| = 1 on Σ, we obtain

H = −
[
(n− 1)u

ψ

]
|Σ

= (n− 1)

√
1

[(n− 2)m+]2/n −
n

n− 2
.

Substituting this information in (4.2.26), we also find |hg|2g = [(n− 2)m+]2/n|h̊|2.
Finally, noticing that RΣ

g = [(n− 2)m+]2/nRΣ, where RΣ is the scalar curvature
of the metric induced by g0 on Σ, from identity (4.5.4) we obtain

[(n− 2)m+]
2/n
(

RΣ + |h̊|2
)

= RΣ
g + |hg|2g = (n− 1)(n− 2) .

This concludes the proof.

The above result concludes the proof of formula (4.1.16) stated in Subsection 4.1.3,
at least in the case m+ < mmax. As anticipated, the case m+ = mmax will be
discussed in Section 4.6.

The next result is obtained combining Proposition 4.5.2 with the technical
Lemma 4.2.11, in order to obtain a lower bound on |∂M+|.
Proposition 4.5.3. Let (M, g0, u) be a 2-sided solution to problem (4.1.1), and
let Σ ⊆ MAX(u) be the stratified hypersurface separating M+ and M−. Let also

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−, and suppose m+ < mmax. If the following
conditions are satisfied
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mass compatibility m+ ≤ m−,

regularity assumption F is C 2 along Σ,
where F is the function defined in (4.1.15), then it holds

1

[(n− 2)m+]
n−3

n

ˆ
Σ

(RΣ + |h̊|2)dσ

(n− 1)(n− 2)
=

|Σ|
[(n− 2)m+]

n−1
n
≤ |∂M+|

rn−1
+ (m+)

.

Moreover, if the equality holds in the latter inequality, then (M, g0, u) is isometric
to the Schwarzschild–de Sitter solution (2.5.3) with mass m+ = m−.

Proof. The proof is just a collection of the previous results. From Lemma 4.2.11
and the second identity in (4.5.1), we get

[(n− 2)m+]
2
n

ˆ
Σ

RΣ + |h̊|2
(n− 1)(n− 2)

dσ = |Σ| ,

We also recall that |∇ϕ|g → 1 as we approach Σ, as proven in Proposition 4.5.2
above. Therefore, from Lemma 4.2.11 we deduce

|Σ|g ≤ |∂M+|g ,

where we recall that the metric g is defined by g = g0/Ψ2. In particular, it holds

|∂M+|g =
|∂M+|

rn−1
+ (m+)

, |Σ|g =
|Σ|

[(n− 2)m+]
n−1

n
.

Putting together these formulæ we easily obtain the thesis.

If we also assume the hypothesis that ∂M+ is connected, we can use Corol-
lary 4.4.4 to obtain a bound from above on ∂M+. Combining this bound with the
bound from below given by Proposition 4.5.3, we obtain the chain of inequalities

1

[(n− 2)m+]
n−3

n

ˆ
Σ

(RΣ + |h̊|2)dσ

(n− 1)(n− 2)
≤ |∂M+|

rn−1
+ (m+)

≤

≤ 1
rn−3
+ (m+)

ˆ
∂M+

R∂M+ dσ

(n− 1)(n− 2)
. (4.5.5)

In dimensions n ≥ 4, we are not able to improve on this. Instead, in the 3-
dimensional case, we can obtain stronger results by combining the inequalities
above with the Gauss-Bonnet formula. This leads to our first uniqueness theo-
rem.

Theorem 4.5.4. Let (M, g0, u) be a 3-dimensional 2-sided solution to problem
(4.1.1), and let Σ ⊆ MAX(u) be the stratified hypersurface separating M+ and
M−. Let also

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−, and suppose m+ < mmax. If the following
conditions are satisfied
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mass compatibility m+ ≤ m−,
regularity assumption F is C 2 along Σ,

connected cosmological horizon ∂M+ is connected,
where F is the function defined as in (4.1.15), then

k

∑
i=1

χ(Σi) ≤ 2 ,

where Σ1, . . . , Σk are the connected components of Σ. Moreover, if the equality
holds, then (M, g0, u) is isometric to the Schwarzschild–de Sitter triple (2.5.3)
with mass m+ = m−.

If in addition to the above hypotheses, we also suppose the following
pinching assumption

ffl
Σ

∣∣h̊∣∣2dσ < 2/m2/3
+ ,

where h̊ is the traceless part of the second fundamental form of Σ with respect
to the metric g0, then (M, g0, u) is isometric to the Schwarzschild–de Sitter solu-
tion (2.5.3) with mass m+ = m−.
Proof. In dimension n = 3, the chain of inequalities (4.5.5) tells us thatˆ

Σ
RΣ dσ ≤

ˆ
∂M+

R∂M+ dσ ,

and the equality holds if and only if (M, g0, u) is isometric to the Schwarzschild–
de Sitter solution (2.5.3). Recalling that Σ has no conical singularities as proved
in Proposition 4.5.2, applying the Gauss-Bonnet formula to both sides of the
above inequality, we obtain

4π
k

∑
i=1

χ(Σi) ≤ 4πχ(∂M+) .

We recall from Theorem 4.4.5 that if ∂M+ is connected then ∂M+ is diffeomorphic
to a sphere, hence the first part of the thesis follows.

We now move to prove the second part, namely we will show that, if the
pinching assumption holds, then ∑k

i=1 χ(Σi) ≥ 2. Thanks to what we have just
proven above, this will imply that (M, g0, u) is isometric to the Schwarzschild–de
Sitter solution. We start by noticing that, in dimension n = 3, the second formula
in (4.5.1) rewrites as

m2/3
+ RΣ = 2−m2/3

+ |h̊|2 .

Integrating this identity on Σ and using our pinching condition, we getˆ
Σ

RΣ dσ =
1

m2/3
+

ˆ
Σ

(
2−m2/3

+ |h̊|2
)
dσ > 0 .

In particular, again from the Gauss-Bonnet formula it follows
k

∑
i=1

χ(Σi) =
1

4π

ˆ
Σ

RΣdσ > 0 ,

but ∑k
i=1 χ(Σi) can only assume even integer values, hence ∑k

i=1 χ(Σi) ≥ 2, as
wished.
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The above theorem is the main result of this subsection. We conclude by
noticing that some of the hypotheses can be relaxed if one has some informations
on the critical points.
Corollary 4.5.5. Let (M, g0, u) be a 3-dimensional 2-sided solution to prob-
lem (4.1.1), and let Σ ⊆ MAX(u) be the stratified hypersurface separating M+

and M−. Let also

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−, and suppose m+ < mmax. Suppose also that
the hypothesis of mass compatibility (m+ ≤ m−) and the regularity assumption
(F is C 2 along Σ) are in force, and that ∂M+ is connected. If there are no critical
points of u in the interior of M+, then (M, g0, u) is isometric to the Schwarzschild–
de Sitter triple (2.5.3) with mass m+ = m−.
Proof. If ∂M+ is connected, then we have proved in Theorem 4.4.5 that ∂M+ is
diffeomorphic to a sphere. Since there are no critical points inside M+, this
means that Σ is diffeomorphic to ∂M+, hence χ(Σ) = 2 and we conclude using
Theorem 4.5.4.

4.5.2 Generalizations of the Black Hole Uniqueness Theorem.
As anticipated in Remark 4.1.7, although the definition of 2-sided solution

helps clarifying the exposition and the ideas behind the proof of our uniqueness
result, all the power of that definition is not really necessary. In this subsection
we are going to show two generalizations of Theorem 4.5.4 which only require
relaxed versions of the 2-sided hypothesis.
Theorem 4.5.6. Let (M, g0, u) be a 3-dimensional solution to problem (4.1.1).
Let

M \MAX(u) = N0 t N1 t · · · t NK ,

where N0, . . . , NK are connected submanifolds. Suppose that N0 is outer or cylin-
drical with virtual mass

m+ = µ(N0, g0, u) .

Denote by Σ ⊆ MAX(u) the (possibly disconnected) stratified hypersurface sepa-
rating N0 from N1 t · · · t NK. If the following conditions are satisfied
mass compatibility m+ ≤ lim inf{µ(Ni, g0, u) : Ni inner region},
regularity assumption F is C 2 along Σ,

connected cosmological horizon ∂N0 is connected,
where F is the function defined by (4.1.15), then

k

∑
i=1

χ(Σi) ≤ 2 ,

where Σ1, . . . , Σk are the connected components of Σ. Moreover, if the equality
holds, then the triple (M, g0, u) is isometric to either the Schwarzschild–de Sitter
solution (2.5.3) with mass m+ < mmax or to the Nariai solution (2.5.5).

If in addition to the above hypotheses, we also suppose the following
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• pinching assumption
ffl

Σ

∣∣h̊∣∣2dσ < 2/[µ(N0, g0, u)]2/3,

where h̊ is the traceless part of the second fundamental form of Σ with respect to
the metric g0, then the triple (M, g0, u) is isometric to either the Schwarzschild–de
Sitter solution (2.5.3) with mass m+ < mmax or to the Nariai solution (2.5.5).
Proof. If m < mmax, the proof is analogous to the one of Theorem 4.5.4. To
emphasize this analogy, let us set

M+ := N0 , M− := (N1 t · · · t NK) \ Σ ,

and

m+ := µ(N0, g0, u) , m− := lim inf{µ(Ni, g0, u) : Ni inner region} .

We will focus only on the case m+ < mmax. The case m+ = mmax can be proven in
a similar fashion proceeding as discussed in Section 4.6.

Defining Ψ = ψ ◦ u, g and ϕ as usual with respect to the parameter m+,
proceeding as in Proposition 4.5.1 one obtains again |∇ϕ|g ≤ 1 on the whole
M. Now one can follow exactly the same steps discussed in Subsection 4.5.1 to
obtain the thesis.

It is worth remarking that in the above theorem it is not necessary to assume
that the regions N1, . . . , NK are inner. It is even possible for N1, . . . , NK to be all
outer, in which case lim inf{µ(Ni, g0, u) : Ni inner region} = +∞ and the mass
compatibility assumption is automatically satisfied. A similar reasoning can be
repeated focusing the analysis on the inner region. One obtains the following.
Theorem 4.5.7. Let (M, g0, u) be a 3-dimensional solution to problem (4.1.1).
Let

M \MAX(u) = N0 t N1 t · · · t NK ,

where N0, . . . , NK are connected submanifolds. Suppose that N0 is inner or cylin-
drical with virtual mass

m− = µ(N0, g0, u) ,

and that N1, . . . , NK are outer or cylindrical. Denote by Σ ⊆ MAX(u) the (possibly
disconnected) stratified hypersurface separating N0 from N1 t · · · t NK. If the
following conditions are satisfied
mass compatibility m− ≥ lim sup{µ(Ni, g0, u) : i = 1, . . . , K},
regularity assumption F is C 2 along Σ,

connected cosmological horizon ∂N0 is connected,
where F is the function defined by (4.1.15), then

k

∑
i=1

χ(Σi) ≤ 2 ,

where Σ1, . . . , Σk are the connected components of Σ. Moreover, if the equality
holds, then the triple (M, g0, u) is isometric to either the Schwarzschild–de Sitter
solution (2.5.3) with mass m− < mmax or to the Nariai solution (2.5.5).

If in addition to the above hypotheses, we also suppose the following
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pinching assumption
ffl

Σ

∣∣h̊∣∣2dσ < 2/m2/3
− ,

where h̊ is the traceless part of the second fundamental form of Σ with respect to
the metric g0, then the triple (M, g0, u) is isometric to either the Schwarzschild–de
Sitter solution (2.5.3) with mass m− < mmax or to the Nariai solution (2.5.5).

Proof. Again, the proof is analogous to the one of Theorem 4.5.4. To emphasize
this analogy, let us set

M+ := (N1 t · · · t NK) \ Σ , M− := N0 ,

and

m+ := lim sup{µ(Ni, g0, u) : i = 1, . . . , K} , m− := µ(N0, g0, u) .

As above, we only consider the case m− < mmax, as the case m− = mmax is
handled as discussed in Section 4.6.

We define Ψ = ψ ◦ u, g and ϕ as usual, this time with respect to the parameter
m−. Proceeding as in Proposition 4.5.1 one obtains again |∇ϕ|g ≤ 1 on the
whole M. To obtain the thesis, one can follow the same steps discussed in
Subsection 4.5.1, but working inside the domain M− instead of M+. We leave
the details to the interested reader.

4.6 The cylindrical case

In this section we deal with the case where the virtual mass of a region
N is equal to mmax. We notice that the metric and the static potential of the
Schwarzschild–de Sitter solution (2.5.3) collapse as the mass m approaches mmax.
Nevertheless, it is well known (see for instance Subsection 2.5.3) that, if one
rescales the static potential and the coordinates during the limit process in order
to avoid singularities, then the limit of the Schwarzschild–de Sitter solution as
the mass m approaches mmax can be seen to be the Nariai triple (2.5.5). Therefore,
in this section, the Nariai triple will play the role of the reference model. While
the following computations are different from the ones shown in the preceding
sections, the ideas and the conclusions will be analogue.

Normalization 2. According to the Nariai solution, throughout all this section,
the static potential u is normalized in such a way that umax := maxM(u) = 1.

4.6.1 Conformal reformulation.

Let (M, g0, u) be a solution to system (4.1.1), and let N be a connected compo-
nent of M \MAX(u) such that max∂N |Du| =

√
n. On N, consider the metric

g =
n

n− 2
g0 . (4.6.1)

We want to reformulate problem (4.1.1) in terms of g.
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Remark 4.6.1. We notice that this conformal change is analogue to the confor-
mal change (4.2.10) (in fact, the value of the pseudo-radial function Ψ defined
in Section 4.2.1 goes to

√
(n− 2)/n as m → mmax). In this case, the conformal

change (4.6.1) is just a rescaling of the metric, hence it is not really necessary for
the following analysis. However, we have preferred to introduce it, since it allows
for an easier comparison between the following computations and the ones shown
in the previous sections for m 6= mmax.

Wefix local coordinates in M andwe denote by Γγ
αβ, Gγ

αβ the Christoffel symbols
of g, g0. It is clear that Γγ

αβ = Gγ
αβ. Denote by ∇, ∆g the Levi-Civita connection

and the Laplace-Beltrami operator of g. For every z ∈ C ∞, we compute

∇2
αβz = D2

αβz (4.6.2)

∆gz =
n− 2

n
∆z (4.6.3)

Moreover, since the Ricci tensor is invariant under rescaling, we have Ricg = Ric.
Consider now the function

ϕ =
arcsin(u)√

n− 2
. (4.6.4)

Since u is normalized in such a way that umax = 1, the function ϕ is well defined,
is zero on ∂N and goes to π/(2

√
n− 2) when we approach MAX(u). Moreover,

the gradient and hessian of ϕ satisfy the following identities

|∇ϕ|2g =
1
n
|Du|2
1− u2 , (4.6.5)

∇2ϕ =
1√

n− 2
√

1− u2

[
D2u +

u
1− u2 du⊗ du

]
. (4.6.6)

Some more calculations show that, with respect to (ϕ, g), the equations in
(4.1.1) rewrites in N as



Ricg =

√
n− 2

tan(
√

n− 2 ϕ)
∇2ϕ− (n− 2)dϕ⊗ dϕ + (n− 2) g, in N

∆g ϕ = −
√

n− 2 tan(
√

n− 2ϕ)
(

1− |∇ϕ|2g
)

, in N

ϕ = 0, on ∂N

ϕ = ϕ0 :=
π

2
√

n− 2
on N ∩MAX(u).

(4.6.7)
We observe that, since g is just a rescaling of g0, we have Ricg = Ric. In particular
the scalar curvature of g is constant and more precisely

Rg = (n− 1)(n− 2) . (4.6.8)

We can also prove the analogue of Proposition 4.2.7.
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Proposition 4.6.2. Let (M, g0, u) be a solution to problem (4.1.1), and let N be a
cylindrical region. Let g = [n/(n− 2)]g0 and let ϕ be the pseudo-affine function
defined by (4.6.4).

If ∇2ϕ ≡ 0 and |∇ϕ|g ≡ 1 on N, then (M, g0, u) is covered by the Nariai
solution (2.5.5).

Proof. Proceeding as in the proof of Proposition 4.2.7 one shows that (N, g0, u)
is isometric to a region (MN

+ , gN
0 , uN) of a Nariai solution (MN , gN

0 , uN). We then
distinguish two cases, depending on whether the hypersurface Σ = N ∩MAX(u)
is two-sided or one-sided.

• If Σ is two sided, then one can proceed exactly as in Proposition 4.2.7 to
prove that the isometry extends beyond Σ. Therefore, (M, g0, u) is isometric
to the Nariai solution (2.5.5).

• If Σ is one sided then, reasoning as in Proposition 4.3.1, we have that
(M, g0, u) = (N, g0, u) is isometric to (MN

+ , gN
0 , uN)/ ∼, where∼ is a relation

on the points of

MAXN(u) = {p ∈ MN : uN(p) = umax} ⊂ ∂MN
+ .

induced by an involution of MAXN(u). But, up to a rescaling, MAXN(u),
with the metric induced by gN

0 is isometric to an Einstein manifold (E, gE),
hence the relation ∼ gives rise to an isometric involution ι∼ : E→ E. But
then one can check that

(MN
+ , gN

0 , uN)/ ∼= (MN , gN
0 , uN)/ι

where ι : MN → MN is the involution defined, for any (r, x) ∈ [0, π]× E =
MN, by

ι(r, x) = (π − r, ι∼(x)) .

In particular, (MN
+ , gN

0 , uN)/ ∼ is covered by the Nariai solution (2.5.5)
with fiber E, and so the same holds for our initial manifold (M, g0, u).

This concludes the proof.

Proceeding as in Subsection 4.2.4, from identity (4.6.6) one can also prove
the following formulæ for the second fundamental form and mean curvature of
a level set {ϕ = s}

hg |∇ϕ|g =
1√

n− 2
|Du|√
1− u2

h , Hg |∇ϕ|g =

√
n− 2
n

|Du|√
1− u2

H . (4.6.9)

Furthermore, starting from the Bochner formula and using the equations
in (4.6.7), we find

∆g|∇ϕ|2g −
√

n− 2
[

1 + 2 tan2(
√

n− 2 ϕ)

tan(
√

n− 2 ϕ)

]
〈∇|∇ϕ|2g | ∇ϕ〉g =

= 2|∇2ϕ|2g − 2(n− 2) tan2(
√

n− 2 ϕ) |∇ϕ|2g (1− |∇ϕ|2g) (4.6.10)
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Let w = β(1− |∇ϕ|2g), where β = | cos(
√

n− 2 ϕ)|. With computations ana-
logue to the ones shown in Subsection 4.2.5, we arrive to the following equation

∆gw −
√

n− 2
1

tan(
√

n− 2 ϕ)
〈∇ϕ | ∇w〉 −

− (n− 2) tan2(
√

n− 2 ϕ)
[
(n + 2)|∇ϕ|2g + (n− 2)

]
w =

= −2
∣∣ cos(

√
n− 2 ϕ)

∣∣ [|∇2ϕ|2g −
(∆g ϕ)2

n

]
≤ 0 . (4.6.11)

In particular, we can apply a Minimum Principle and find the following analogue
of Proposition 4.2.8.

Proposition 4.6.3. Let (M, g0, u) be a solution to problem (4.1.1), let N be a
connected component of M \MAX(u) with virtual mass m = mmax, and let g, ϕ
be defined by, (4.6.1), (4.6.4). Then |∇ϕ|g ≤ 1 on the whole N.

Proof. The proof is completely analogue to the proof of Proposition 4.2.8 for the
case m 6= mmax, so we will not give all the details.

Since max∂N |Du| =
√

n, from (4.6.5) we deduce w ≥ 0 on ∂N. Moreover,
again from (4.6.5), and Lemma 4.2.3, we have that w goes to zero as we approach
MAX(u). In particular, since cos(

√
n− 2ϕ)→ 0 as ϕ→ ϕ0, we have w→ 0 as we

approach MAX(u). In particular, for any ε > 0 we can find a small neighborhood
Uε of MAX(u) such that w ≥ −ε on N \ Uε. The thesis follows applying the
Minimum Principle in N \ Uε, and then letting ε and the volume of Uε go to
zero.

Now we consider the function

Φ(s) =
ˆ
{ϕ=s}

|∇ϕ|g dσg . (4.6.12)

which is defined on s ∈ [0, ϕ0], where we recall that we have set ϕ0 = π/(2
√

n− 2).
Proceeding as in the proof of Proposition 4.2.10, as an application of Proposi-
tion 4.6.3 one can prove the following monotonicity result for Φ.

Proposition 4.6.4. Let (M, g0, u) be a solution to problem (4.1.1), let N ⊆ M \
MAX(u) be a cylindrical region, and let Φ(s) be the function defined by (4.6.12),
with respect to the metric g and the pseudo-affine function ϕ defined by (4.6.1)
and (4.6.4). Then the function Φ(s) is monotonically nonincreasing. Moreover,
if Φ(s1) = Φ(s2) for two different values 0 ≤ s1 < s2 < ϕ0, then the solution
(M, g0, u) is covered by the Nariai triple (2.5.5).

If the limit of Φ(s) exists as s → ϕ0, then this limit is finite since |∇ϕ|g
is bounded (this is a consequence of Proposition 4.2.8) and the level sets are
compact. Therefore, from the monotonicity of Φ we can deduce the following
global monotonicity property, which is the analogue of Proposition 4.6.5 and is
proved in the same way.
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Lemma 4.6.5. Let (M, g0, u) be a solution to problem (4.1.1), let N ⊆ M \MAX(u)
be a cylindrical region, and let g and ϕ be defined by (4.6.1), (4.6.4). Then

|∂N|g ≥ lim
s→ϕ0

ˆ
{ϕ=s}

|∇ϕ|g dσg .

Moreover, if the equality holds, then (M, g0, u) is covered by the Nariai solu-
tion (2.5.5).

In order to make use of Lemma 4.6.5, we need some information on the set
MAX(u) and on the behavior of ∇ϕ at the limit ϕ→ ϕ0. In Section 4.5 we will
see how to recover some more explicit information from Lemma 4.2.11 in the
case where our solution is 2-sided according to Definition 4.1.6.

4.6.2 Integral identities.
Consider the vector field Y = ∇|∇ϕ|2g + ∆g ϕ∇ϕ. Starting from the Bochner

formula (4.6.10), we easily compute

divg(Y) −
√

n− 2

[
1 + 3 tan(

√
n− 2ϕ)

tan(
√

n− 2ϕ)

]
〈∇ϕ |Y〉g = 2|∇2ϕ|2g + (∆g ϕ)2 ≥ 0 .

If we introduce the function

γ =
cos3(

√
n− 2 ϕ)

sin(
√

n− 2 ϕ)
, (4.6.13)

the identity above can be rewritten as

divg(γ Y) = γ
[
2 |∇2ϕ|2g + (∆g ϕ)2

]
≥ 0 . (4.6.14)

As an application of the Divergence Theorem, we obtain the following result,
which is the analogue of Propositions 4.3.1 and 4.3.2.

Proposition 4.6.6. Let (M, g0, u) be a solution to problem (4.1.1), let N be a
connected component of M \MAX(u) with virtual mass m = mmax, and let ϕ be
defined by (4.6.4). For any 0 ≤ s < ϕ0 it holds
ˆ
{ϕ=s}

|∇ϕ|g
[
|∇ϕ|gHg −

3
2

∆g ϕ

]
dσg =

=
1

γ(s)

ˆ
{s≤ϕ<ϕ0}

γ

[
|∇2ϕ|2g +

1
2
(∆g ϕ)2

]
dσg ≥ 0 . (4.6.15)

where γ is the function defined by (4.6.13). Moreover, if the equality
ˆ
{ϕ=s0}

|∇ϕ|g
[
|∇ϕ|gHg −

3
2

∆g ϕ

]
dσg = 0 , (4.6.16)

holds for some 0 < s0 < ϕ0, then the solution (M, g0, u) is covered by the Nariai
triple (2.5.5).
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Proof. Let us recall that u is an analytic function. In particular, also ϕ is analytic
in the interior of N, hence its critical level sets are discrete. It follows that we
can choose 0 < s < S < ϕ0, with s arbitrarily close to 0 and S arbitrarily close
to ϕ0 such that both s and S are regular values for ϕ. Integrating (4.6.14) on
{s ≤ ϕ ≤ S} and using the Divergence Theorem 1.1.9 we obtain

ˆ

{s≤ϕ≤S}∩N

divg(γY)dσg =

=

ˆ

{ϕ=S}∩N

γ(S)
〈

Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg −

ˆ

{ϕ=s}∩N

γ(s)
〈

Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg . (4.6.17)

First of all, we notice that, proceeding as in Proposition 4.3.1, we get

lim
S→ϕ0

γ(S)
ˆ
{ϕ=S}∩N

〈
Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg = 0 . (4.6.18)

Therefore, taking the limit as S→ ϕ0 of (4.6.17), we deduce

ˆ
{ϕ=s}∩N

γ(s)
〈

Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
dσg = −

ˆ
{s≤ϕ<ϕ0}∩N

divg(γY)dσg ≤ 0 , (4.6.19)

where in the last inequality we have used (4.6.14). Now we compute the integral
on the left hand side. From (4.6.9) we find

〈
Y
∣∣∣ ∇ϕ

|∇ϕ|g

〉
g
=

= 2
∇2ϕ(∇ϕ,∇ϕ)

|∇ϕ|g
+ ∆g ϕ|∇ϕ|g = |∇ϕ|g

(
−2|∇ϕ|gHg + 3∆g ϕ

)
. (4.6.20)

Combining (4.6.19) with (4.6.20) we obtain (4.6.15), as wished.
Concerning the rigidity statement, if the equality in (4.6.16) holds, then

necessarily the right hand side of (4.6.15) is null. In particular, |∇ϕ|g ≡ 1 on
N. Substituting this information in the Bochner formula (4.6.10) we obtain
|∇2 ϕ|g ≡ 0, hence we can apply Proposition 4.6.2 to conclude.

4.6.3 Consequences.

Here we discuss the consequences of Proposition 4.6.6 proved above. First of
all, translating it in terms of u, g0, we obtain the following result.

Proposition 4.6.7. Let (M, g0, u) be a solution to problem (4.1.1) and let N be a
connected component of M \MAX(u) with virtual mass mmax. For any 0 < t <
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umax it holds
ˆ

{u=t}∩N

√
1− u2

u
|Du|

[
1
n
|Du|H +

3
2

u
(

1− 1
n
|Du|2
1− u2

)]
dσ =

=

√
n− 2

n

ˆ

{u≥t}∩N

√
1− u2

u

{
1
n
|D2u|2 + 2

n
u

1− u2 D2u(Du, Du)+

+
n
2

u2 − |Du|2
2(1− u2)

+
3

2n
u2|Du|4
(1− u2)2

}
dσ ≥ 0 .

Moreover, if the equality holds for some 0 < t < umax, then the solution (M, g0, u)
is isometric to the Nariai triple (2.5.5).

As a consequence, we obtain the following result, that should be compared
with the analogue Corollaries 4.4.2, 4.4.7.
Corollary 4.6.8. Let (M, g0, u) be a solution to problem (4.1.1), let N be a con-
nected component of M \MAX(u) with max∂N |Du|/umax <

√
n and virtual mass

m. Then it holdsˆ
∂N
|Du|

[
R∂N − n(n− 1) + 3n

(
1− |Du|2

max∂N |Du|2

)]
dσ ≥ 0 .

Moreover, if the equality holds, then the solution (M, g0, u) is isometric to the
Nariai triple (2.5.5).
Proof. Recalling that u Ric(ν, ν) = −H|Du|, the equation in Proposition 4.6.7
above can be written asˆ

{u=t}∩N

√
1− u2 |Du|

[
− 1

n
Ric(ν, ν) +

3
2

(
1− 1

n
|Du|2
1− u2

)]
dσ =

=

√
n− 2

n

ˆ

{u≥t}∩N

√
1− u2

u

{
1
n
|D2u|2 + 2

n
u

1− u2 D2u(Du, Du)+

+
n
2

u2 − |Du|2
2(1− u2)

+
3

2n
u2|Du|4
(1− u2)2

}
dσ ≥ 0 . (4.6.21)

Now, taking the limit as t→ 0+, we find

lim
t→0+

ˆ

{u=t}∩N

|Du|
[
− 1

n
Ric(ν, ν) +

3
2

(
1− 1

n
|Du|2

)]
dσ ≥ 0 ,

where we remark that the equality holds if and only if the integrand in the right
hand side of (4.6.21) is null everywhere on N (and this happens only when the
solution is isometric to the Nariai solution.

Using the Gauss-Codazzi equation we have 2 Ric(ν, ν) = R− R∂N = n(n−
1)− R∂N, where R∂N is the scalar curvature of the metric induced by g0 on ∂N,
hence the inequality above rewrites asˆ

∂N
|Du|

[
R∂N − n(n− 1) + 3n

(
1− 1

n
|Du|2

)]
dσ ≥ 0 .
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Since max∂N |Du|2 = n (because N has virtual mass mmax and we recall that u is
normalized so that umax = 1), we have proved the thesis.

In dimension n = 3, the above formula can be made more explicit using the
Gauss-Bonnet formula.

Theorem 4.6.9. Let (M, g0, u) be a 3-dimensional solution to problem (4.1.1),
and let N be a connected component of M \MAX(u) with virtual mass mmax.
Then

∑
p
i=1

[(
κi
κ1

)2
− 1

2

(
1−

(
κi
κ1

)2)]
κi|Si|

∑
p
i=1 κi

≤ 4π

3

where ∂N = S1 t · · · t Sp and κ1 ≥ · · · ≥ κp are the surface gravities of S1, . . . , Sp.
Moreover, if the equality holds then ∂N is connected and (M, g0, u) is isometric to
the Nariai triple (2.5.5).

Proof. For n = 3, the formula in Corollary 4.6.8 rewrites as
p

∑
i=1

ˆ
Si

κi

[
RSi − 6 + 9

(
1−

κ2
i

κ2
1

)]
dσ ≥ 0 .

From the Gauss-Bonnet formula, we have
´

Si
RSi dσ = 4πχ(Si) for all i = 1, . . . , p.

From [Amb15], we also know that each Si is diffeomorphic to a sphere, hence
χ(Si) = 2. Substituting these informations inside formula above, with some
manipulations we arrive to the thesis.

In the case when ∂N is connected, the constancy of the quantity |Du| on the
whole boundary allows to obtain the following stronger results.

Corollary 4.6.10. Let (M, g0, u) be a solution to problem (4.1.1), let N be a con-
nected component of M \MAX(u) with virtual mass mmax. If ∂N is connected,
then it holds ˆ

∂N
R∂N dσ ≥ n(n− 1)|∂N| .

Moreover, if the equality holds, then the solution (M, g0, u) is isometric to the
Nariai triple (2.5.5).

Proof. The result is an immediate consequence of Corollary 4.6.8 and the fact
that |Du| is constant on ∂N.

Theorem 4.6.11. Let (M, g0, u) be a 3-dimensional solution to problem (4.1.1),
and let N be a connected component of M \MAX(u) with virtual mass mmax. If
∂N is connected, then ∂N is diffeomorphic to S2 and it holds

|∂N| ≤ 4π

3
.

Moreover, if the equality holds, then the solution (M, g0, u) is isometric to the
Nariai triple (2.5.5).
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Proof. Substituting n = 3 in Corollary 4.6.10 and using the Gauss-Bonnet
formula, we immediately obtain

4πχ(∂N) ≥ 6 |∂N| .

In particular, χ(∂N) has to be positive, hence ∂N is necessarily a sphere and we
obtain the thesis.

4.6.4 Black Hole Uniqueness.
In this section we will complete the proof of Theorem 4.1.8, started in The-

orem 4.5.4, by discussing the missing case m+ = mmax. To this end, on M =
M+ ∪M− we define the metric g as in (4.6.1), and the function ϕ as follows

ϕ =


arcsin(u)√

n− 2
, on M+ ,

π − arcsin(u)√
n− 2

, on M− .
(4.6.22)

The function ϕ defined here is equal to 0 on ∂M+, it is equal to ϕ0 = π/(2
√

n− 2)
on Σ = M+ ∩M− and is equal to ϕmax = π/

√
n− 2 on ∂M−. Moreover, it is easily

checked that ϕ, g satisfy the equations in (4.6.7) on M+ and M−. In particular,
the elliptic inequality (4.6.11) is in charge on every connected component of M+

and M−, and this leads to the following global estimate for the gradient of ϕ
(which is defined a priori only on M− ∪M+ and not on Σ).

Proposition 4.6.12. Let (M, g0, u) be a 2-sided solution to problem (4.1.1) such
that the virtual masses m+ = µ(M+, g0, u), m− = µ(M−, g0, u) satisfy m+ =
m− = mmax, and let g, ϕ be defined by (4.6.1), (4.6.22). Then |∇ϕ|g ≤ 1 on the
whole M \MAX(u).

Proof. The proof is an easy adjustment of the proof of Proposition 4.2.8. First of
all, we notice that our function ϕ satisfies formula (4.6.5) hence, thanks to the
assumption, we have

|∇ϕ|g =
1
n
|Du|2 ≤ 1

on the whole boundary ∂M = ∂M+ t ∂M−. The thesis follows applying the Mini-
mum Principle to the elliptic inequality (4.6.11) on each connected component of
M+ and M−.

A second important remark is that the regularity of the function

F(x) =


√

1− u(x) in M+ ,

−
√

1− u(x) in M− .
(4.6.23)

implies the regularity of ϕ.

Lemma 4.6.13. Let (M, g0, u) be a 2-sided solution to problem (4.1.1), and let ϕ
be defined by (4.6.22). Then the function F defined by (4.6.23) is C 2 along Σ if
and only if ϕ is C 2 along Σ.
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Proof. From the definition of ϕ, it is clear that it is enough to show that F is C 2

if and only if arcsin(u) is C 2. This is an easy exercise of analysis.

As an easy consequence of the above results, we obtain the following.
Proposition 4.6.14. Let (M, g0, u) be a 2-sided solution to problem (4.1.1), let
Σ ⊆ MAX(u) be the stratified hypersurface separating M+ and M−. Let also

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−. Suppose that the following conditions hold
mass compatibility m+ = m− = mmax,
regularity assumption F is C 2 along Σ,
where F is the function defined by (4.6.23). Then Σ is a C 2 hypersurface and it
holds

H = 0 ,

[(n− 2)mmax]
2/n
(

RΣ + |h̊|2
)

=
n− 2

n

(
RΣ + |h̊|2

)
= (n− 1)(n− 2) ,

(4.6.24)

where RΣ is the scalar curvature of the metric induced by g0 on Σ and H, h̊ are
the mean curvature and the traceless second fundamental form of Σ with respect
to g0 and the unit normal pointing towards M+.
Proof. This proof follows the scheme of the proof of Proposition 4.5.2. Let us recall
fromDefinition 4.2.4 that a function F is said to beC k along Σ if F ∈ C k(U), where
U ⊃ Σ is some open neighborhood of Σ in M. Let g, ϕ be defined by (4.6.1), (4.6.22).
Since F is C 2 along Σ by hypothesis, so is ϕ thanks to Lemma 4.6.13. Therefore
∆g ϕ is continuous along Σ, thus from the second formula in (4.6.7) we deduce that
also tan(

√
n− 2ϕ)(1− |∇ϕ|2g) can be extended to a continuous function along

Σ. We also notice that |∇ϕ|g ≤ 1 everywhere by Proposition 4.6.12, whereas
tan(
√

n− 2ϕ) has positive sign on M+ and negative sign on M−. Therefore,
tan(
√

n− 2ϕ)(1− |∇ϕ|2g) has to change sign when passing through Σ, hence
tan(
√

n− 2ϕ)(1− |∇ϕ|2g) = 0 on Σ. In particular, ∆g ϕ = 0 and |∇ϕ|g = 1 on
Σ. Since ϕ is C 2 and ∇ϕ is nonzero on Σ ⊆ {ϕ = ϕ0}, we have that Σ is a C 2

hypersurface. Furthermore, |∇ϕ|g has a maximum on Σ, hence ∇|∇ϕ|2g = 0
on Σ. In particular, ∇2ϕ(νg, νg) = 〈∇ϕ | ∇|∇ϕ|2g〉g/|∇ϕ|2g = 0, where νg =
∇ϕ/|∇ϕ|g = ∇ϕ is the g-unit normal vector field to Σ, and substituting in the
first formula in (4.6.7), we obtain Ricg(νg, νg) = 0 on Σ.

Since ϕ has no critical points on Σ as proved above, the second fundamental
form hg and the mean curvature Hg of Σ can be computed using formulæ (4.6.9).
Moreover, since ∆g ϕ = ∇2ϕ(νg, νg) = 0 on Σ, from (4.6.9) we deduce

Hg = 0 , (4.6.25)
on Σ. Moreover, from the Gauss-Codazzi equation we find

RΣ
g = Rg − 2Ricg(νg, νg)− |hg|2g + H2

g

= Rg − |hg|2g
= (n− 1)(n− 2)− |hg|2g , (4.6.26)
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where in the last equality we have used from (4.6.8).
Translating (4.6.25) in terms of g0 recalling (4.6.9), and using the fact that

|∇ϕ|2g = (1/n) |Du|2/(1− u2) = 1 on Σ, we obtain

H = 0 , |h̊|2 = |h|2 =
n− 2

n
|hg|2g .

Finally, noticing that RΣ
g = [(n− 2)/n]RΣ, where RΣ is the scalar curvature of

the metric induced by g0 on Σ, from identity (4.6.26) we obtain

[(n− 2)mmax]
2/n
(

RΣ + |h̊|2
)

=
n− 2

n

(
RΣ + |h̊|2

)
= RΣ

g + |hg|2g
= (n− 1)(n− 2) .

Thiis concludes the proof.

The above proposition concludes the proof of the missing case m+ = mmax of
formula (4.1.16) stated in Subsection 4.1.3.

The next result follows combining Propositions 4.6.14, 4.6.4 and the results
in Subsection 4.6.3.
Proposition 4.6.15. Let (M, g0, u) be a 2-sided solution to problem (4.1.1), and
let Σ ⊆ MAX(u) be the stratified hypersurface separating M+ and M−. Let also

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−. If the following conditions are satisfied
mass compatibility m+ = m− = mmax,
regularity assumption F is C 2 along Σ,
where F is the function defined by (4.6.23), then it holds

ˆ
Σ

RΣ + |h̊|2
n(n− 1)

dσ = |Σ| ≤ |∂M+| .

Moreover, if the equality holds, then (M, g0, u) is isometric to the Nariai solu-
tion (2.5.5).
Proof. The proof is just a collection of the previous results. From the second
identity in (4.6.24), we immediately get

ˆ
Σ

RΣ + |h̊|2
n(n− 1)

dσ = |Σ| .

Since m+ = mmax, we have |∇ϕ|2g = (1/n)|Du|2 ≤ 1 on ∂M+. Moreover, we
recall from Proposition 4.6.14 that |∇ϕ|g, where g and ϕ are defined by (4.6.1)
and (4.6.4) as usual, goes to 1 as we approach Σ. Therefore, from Lemma 4.6.5
we obtain (

n
n− 2

) n−1
2

|Σ| = |Σ|g ≤ |∂M+|g =

(
n

n− 2

) n−1
2

|∂M+|

This concludes the proof of the inequality. The rigidity statement follows from
the corresponding rigidity statements in Proposition 4.6.4.
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If we also assume that ∂M+ is connected, then we can combine Proposi-
tion 4.6.15 with Corollary 4.6.10 and we obtain the following inequality

ˆ
Σ

RΣ + |h̊|2
n(n− 1)

dσ ≤
ˆ

∂M+

R∂M+

n(n− 1)
dσ . (4.6.27)

In dimensions n ≥ 4, we are not able to improve on this. Instead, in the 3-
dimensional case, we can obtain stronger results by combining the inequality
above with the Gauss-Bonnet formula. The first uniqueness theorem that we
obtain is the following.

Theorem 4.6.16. Let (M, g0, u) be a 3-dimensional 2-sided solution to prob-
lem (4.1.1), and let Σ ⊆ MAX(u) be the stratified hypersurface separating M+

and M−. Let also

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−. If the following conditions are satisfied
mass compatibility m+ = m− = mmax,

regularity assumption F is C 2 along Σ,

connected cylindrical horizon ∂M+ is connected,
where F is the function defined by (4.6.23), then

k

∑
i=1

χ(Σi) ≤ 2 ,

where Σ1, . . . , Σk are the connected components of Σ. Moreover, if the equality
holds, then (M, g0, u) is isometric to the Nariai triple (2.5.5).

If in addition to the above hypotheses, we also suppose the following
pinching assumption

ffl
Σ

∣∣h̊∣∣2dσ < 6,
where h̊ is the traceless part of the second fundamental form of Σ with respect to
the metric g0, then the triple (M, g0, u) is isometric to the Nariai solution (2.5.5).

Proof. Inequality (4.6.27) tells us that
ˆ

Σ
RΣ dσ ≤

ˆ
∂M+

R∂M+ dσ ,

and the equality holds if and only if (M, g0, u) is isometric to the Nariai solu-
tion (2.5.5). Recalling that Σ has no conical singularities as proved in Proposi-
tion 4.5.2, applying the Gauss-Bonnet formula to both sides of the above inequal-
ity, we obtain

4π
k

∑
i=1

χ(Σi) ≤ 4πχ(∂M+) .

We recall from Theorem 4.6.11 that if ∂M+ is connected then ∂M+ is diffeomor-
phic to a sphere, hence the first part of the thesis follows.
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We now pass to the proof of the second part, namely we will show that, if the
pinching assumption holds, then ∑k

i=1 χ(Σi) ≥ 2, so that the thesis will follow
from what we have just proven above. To this end, we start by observing that, in
dimension n = 3, the second identity in (4.6.24) gives

RΣ = 6− |h̊|2 .

Integrating this identity on Σ and using our pinching condition, we get
ˆ

Σ
RΣ dσ =

ˆ
Σ

(
6− |h̊|2

)
dσ > 0 .

In particular, again from the Gauss-Bonnet formula it follows

k

∑
i=1

χ(Σi) =
1

4π

ˆ
Σ

RΣdσ > 0 ,

but ∑k
i=1 χ(Σi) can only assume even integer values, hence ∑k

i=1 χ(Σi) ≥ 2, as
wished.

We also mention that some of the hypotheses of the above theorem can be
relplaced with some informations on the critical points. For instance, proceeding
in the same way as in Corollary 4.5.5 one proves the following.

Corollary 4.6.17. Let (M, g0, u) be a 3-dimensional 2-sided solution to prob-
lem (4.1.1), and let Σ ⊆ MAX(u) be the stratified hypersurface separating M+

and M−. Let also

m+ = µ(M+, g0, u) , m− = µ(M−, g0, u)

be the virtual masses of M+ and M−. Suppose that the hypothesis of mass com-
patibility (m+ = m− = mmax), and the regularity assumption (F is C 2 along
Σ) are in force, and suppose also that ∂M+ is connected. If there are no criti-
cal points of u in the interior of M+, then the solution is isometric to the Nariai
solution (2.5.5).

We conclude by mentioning that the 2-sided hypothesis in Theorem 4.6.16
can be relaxed, as already discussed in more details in Subsection 4.5.2.



Bibliography

[A+16a] R. Adam et al., Planck 2015 results-I. overview of products and
scientific results, Astron. Astrophys. 594 (2016), A1. 4

[A+16b] P. A. R. Ade et al., Planck 2015 results-XIII. cosmological parame-
ters, Astron. Astrophys. 594 (2016), A13. 4

[ABK14] A. Ashtekar, B. Bonga, and A. Kesavan, Asymptotics with a posi-
tive cosmological constant: I. Basic framework, Classical Quantum
Gravity 32 (2014), no. 2, 025004. 5

[ACD02] M. T. Anderson, P. T. Chruściel, and E. Delay, Non-trivial, static,
geodesically complete, vacuum space-times with a negative cosmo-
logical constant, J. High Energy Phys. (2002), no. 10, 063, 27. 67,
92, 95

[ACD05] ,Non-trivial, static, geodesically complete space-times with a
negative cosmological constant. II. n ≥ 5, AdS/CFT correspondence:
Einstein metrics and their conformal boundaries, IRMA Lect. Math.
Theor. Phys., vol. 8, Eur. Math. Soc., Zürich, 2005, pp. 165–204. 67,
92, 95

[ACG08] L. Andersson, M. Cai, and G. J. Galloway, Rigidity and positivity
of mass for asymptotically hyperbolic manifolds, vol. 9, Springer,
2008, pp. 1–33. 4

[AD82] L. F. Abbott and S. Deser, Stability of gravity with a cosmological
constant, Nuclear Phys. B 195 (1982), no. 1, 76–96. 5

[AD98] L. Andersson and M. Dahl, Scalar curvature rigidity for asymp-
totically locally hyperbolic manifolds, Ann. Global Anal. Geom. 16
(1998), no. 1, 1–27. 32

[ADM62] R. Arnowitt, S. Deser, and C. W. Misner, The dynamics of general
relativity, Gravitation: An introduction to current research, Wiley,
New York, 1962, pp. 227–265. 2, 26

177



178 BIBLIOGRAPHY

[AH82] A. Ashtekar and G. T. Horowitz, Energy-momentum of isolated
systems cannot be null, Phys. Lett. A 89 (1982), no. 4, 181–184. 3

[AM15] V. Agostiniani and L. Mazzieri, Riemannian aspects of potential
theory, J. Math. Pures Appl. (9) 104 (2015), no. 3, 561–586. 122,
137

[AM16] , Monotonicity formulas in potential theory, ArXiv Preprint
Server https://arxiv.org/abs/1606.02489. 11, 122, 125

[AM17a] , Comparing monotonicity formulas for electrostatic poten-
tials and static metrics, Atti Accad. Naz. Lincei Rend. Lincei Mat.
Appl. 28 (2017), no. 1, 7–20. 11

[AM17b] , On the Geometry of the Level Sets of Bounded Static Poten-
tials, Comm. Math. Phys. 355 (2017), no. 1, 261–301. 11, 59, 103,
122, 125

[Amb15] L. Ambrozio, On static three-manifolds with positive scalar curva-
ture, ArXiv Preprint Server https://arxiv.org/abs/1503.03803.
9, 74, 75, 96, 97, 115, 124, 152, 156, 171

[And99] M. T. Anderson, Scalar curvature, metric degenerations and the
static vacuum Einstein equations on 3-manifolds. I, Geom. Funct.
Anal. 9 (1999), no. 5, 855–967. 58, 84

[Ann12] D. Anninos, de Sitter musings, Int. J. Mod. Phys. A 27 (2012), no. 13,
1230013. 5

[AT11] M. Abate and F. Tovena, Geometria differenziale, Unitext, vol. 54,
Springer, Milan, 2011, La Matematica per il 3+2. 80

[Bar86] R. Bartnik, The mass of an asymptotically flat manifold, Comm.
Pure Appl. Math. 39 (1986), no. 5, 661–693. 2, 26

[BC14] S. Brendle and O. Chodosh, A volume comparison theorem for
asymptotically hyperbolic manifolds, Comm. Math. Phys. 332
(2014), no. 2, 839–846. 4

[BCH73] J. M. Bardeen, B. Carter, and S. W. Hawking, The four laws of
black hole mechanics, Comm. Math. Phys. 31 (1973), 161–170. 39

[BDBM02] V. Balasubramanian, J. De Boer, and D. Minic, Mass, entropy,
and holography in asymptotically de sitter spaces, Phys. Rev. D 65
(2002), no. 12, 123508. 5

[Bei80] R. Beig, The static gravitational field near spatial infinity. I, Gen.
Relativity Gravitation 12 (1980), no. 6, 439–451. 59, 122

[Bei79] , Arnowitt-Deser-Misner energy and g00, Phys. Lett. A 69
(1978/79), no. 3, 153–155. 60

https://arxiv.org/abs/1606.02489
https://arxiv.org/abs/1503.03803


BIBLIOGRAPHY 179

[Bes08] A. L. Besse, Einstein manifolds, Classics in Mathematics, Springer-
Verlag, Berlin, 2008, Reprint of the 1987 edition. 24, 41, 48

[BF02] H. Bray and F. Finster, Curvature estimates and the positive mass
theorem, Comm. Anal. Geom. 10 (2002), no. 2, 291–306. 28

[BGH84] W. Boucher, G.W. Gibbons, and G. T. Horowitz,Uniqueness theorem
for anti-de Sitter spacetime, Phys. Rev. D (3) 30 (1984), no. 12, 2447–
2451. 9, 67, 73, 91

[BH96] R. Bousso and S. W. Hawking, Pair creation of black holes during
inflation, Physical review D 54 (1996), 6312–6322. 6, 42, 71, 120

[BL09] H. L. Bray and D. A. Lee, On the Riemannian Penrose inequality in
dimensions less than eight, DukeMath. J. 148 (2009), no. 1, 81–106.
28

[Bla11] M. Blau, Lecture notes on general relativity, Bern Germany: Albert
Einstein Center for Fundamental Physics, 2011. 1

[BM11] S. Brendle and F. C. Marques, Scalar curvature rigidity of geodesic
balls in Sn, J. Differential Geom. 88 (2011), no. 3, 379–394. 36

[BM16] S. Borghini and L. Mazzieri, Monotonicity formulas for static met-
rics with non-zero cosmological constant, ArXiv Preprint Server
https://arxiv.org/abs/1605.04578. 83, 103

[BM17a] , On the mass of static metrics with positive cosmological
constant-I, ArXiv Preprint Server https://arxiv.org/abs/1710.

10990. 83

[BM17b] , On the mass of static metrics with positive cosmological
constant-II, ArXiv Preprint Server https://arxiv.org/abs/1711.

07024. 113

[BMN11] S. Brendle, F. C. Marques, and A. Neves, Deformations of the hemi-
sphere that increase scalar curvature, Invent. Math. 185 (2011),
no. 1, 175–197. 5, 11, 36, 90

[BMu87] G. L. Bunting and A. K. M. Masood-ul-Alam, Nonexistence of mul-
tiple black holes in asymptotically Euclidean static vacuum space-
time, Gen. Relativity Gravitation 19 (1987), no. 2, 147–154. 9,
60

[BMW15] E. Bahuaud, R. Mazzeo, and E. Woolgar, Renormalized volume and
the evolution of APEs, Geom. Flows 1 (2015), 126–138. 32

[Böh99] C. Böhm,Non-compact cohomogeneity one Einsteinmanifolds, Bull.
Soc. Math. France 127 (1999), no. 1, 135–177. 78, 79

[Bou03] R. Bousso, Adventures in de Sitter space, pp. 539–569, 2003. 71

https://arxiv.org/abs/1605.04578
https://arxiv.org/abs/1710.10990
https://arxiv.org/abs/1710.10990
https://arxiv.org/abs/1711.07024
https://arxiv.org/abs/1711.07024


180 BIBLIOGRAPHY

[Bou07] R. Bousso, TASI lectures on the cosmological constant (2007), ArXiv
Preprint Server arXiv:0708.4231 (2007). 5

[BQ05] D. Bakry and Z. Qian, Volume comparison theorems without jacobi
fields, Conference on Potential Theory, 2005, pp. 115–122. 84

[Bra01] H. L. Bray, Proof of the Riemannian Penrose inequality using the
positive mass theorem, J. Differential Geom. 59 (2001), no. 2, 177–
267. 3, 27

[Bra11] ,On the positive mass, penrose, and ZAS inequalities in gen-
eral dimension, ArXiv Preprint Server https://arxiv.org/abs/

1101.2230 (2011). 29

[BS92] R. Beig and W. Simon, On the uniqueness of static perfect-fluid
solutions in general relativity, Comm.Math. Phys. 144 (1992), no. 2,
373–390. 69

[BS11] J. D. Barrow and D. J. Shaw, The value of the cosmological constant,
Int. J. Mod. Phys. D 20 (2011), no. 14, 2875–2880. 4

[BVdBM62] H. Bondi, M. G. J. Van der Burg, and A. W. K. Metzner, Gravi-
tational waves in general relativity. vii. waves from axi-symmetric
isolated systems, Proceedings of the Royal Society of London A:
Mathematical, Physical and Engineering Sciences, vol. 269, The
Royal Society, 1962, pp. 21–52. 4

[Cas10] J. S. Case, The nonexistence of quasi-Einstein metrics, Pacific J.
Math. 248 (2010), no. 2, 277–284. 11, 58, 84

[CBG69] Y. Choquet-Bruhat and R. Geroch, Global aspects of the cauchy
problem in general relativity, Comm. Math. Phys. 14 (1969), no. 4,
329–335. 1

[CDC17] G. Crasta and V. De Cicco, Anzellotti’s pairing theory and the
gauss–green theorem, ArXiv Preprint Server https://arxiv.org/

abs/1708.00792 (2017). 23

[CDL04] V. Cardoso, Ó. J. Dias, and J. P. Lemos, Nariai, Bertotti-Robinson,
and anti-Nariai solutions in higher dimensions, Physical review D
70 (2004), no. 2, 024002. 71

[CDL16] A. Carlotto and C. De Lellis,Min-max embedded geodesic lines and
a question of bangert, ArXiv Preprint Server https://arxiv.org/
abs/1610.09147 (2016). 25

[Ced12] C. Cederbaum, The Newtonian Limit of Geometrostatics, ArXiv
Preprint Server https://arxiv.org/abs/1201.5433. 59

[CG99] M. Cai and G. J. Galloway, Boundaries of zero scalar curvature in
the AdS/CFT correspondence, Adv. Theor. Math. Phys. 3 (1999),
no. 6, 1769–1783 (2000). 29

arXiv:0708.4231
https://arxiv.org/abs/1101.2230
https://arxiv.org/abs/1101.2230
https://arxiv.org/abs/1708.00792
https://arxiv.org/abs/1708.00792
https://arxiv.org/abs/1610.09147
https://arxiv.org/abs/1610.09147
https://arxiv.org/abs/1201.5433


BIBLIOGRAPHY 181

[CH03] P. T. Chruściel and M. Herzlich, The mass of asymptotically hy-
perbolic Riemannian manifolds, Pacific J. Math. 212 (2003), no. 2,
231–264. 4, 10, 31, 32, 34, 35, 68

[Chr] P. T. Chruściel, Remarks on rigidity of the de sitter met-
ric, http://homepage.univie.ac.at/piotr.chrusciel/papers/

deSitter/deSitter2.pdf. 74, 91, 100, 115

[Chr05] , On analyticity of static vacuum metrics at non-degenerate
horizons, Acta Phys. Polon. B 36 (2005), no. 1, 17–26. 41, 103, 139

[Chr10] , Lectures on energy in general relativity, Krakow, March
April (2010), https://homepage.univie.ac.at/piotr.chrusciel/

teaching/Energy/Energy.pdf. 25

[Chr15] , The geometry of black holes, https://homepage.

univie.ac.at/piotr.chrusciel/teaching/BlackHoles/

BlackHolesViennaJanuary2015.pdf. 39, 41, 43

[CJK13] P. T. Chruściel, J. Jezierski, and J. Kijowski, Hamiltonian mass of
asymptotically Schwarzschild–de sitter space-times, Phys. Rev. D
87 (2013), no. 12, 124015. 5

[CN01] P. T. Chruściel and G. Nagy, The mass of spacelike hypersurfaces in
asymptotically anti-de Sitter space-times, Adv. Theor. Math. Phys.
5 (2001), no. 4, 697–754. 4, 32

[CS01] P. T. Chruściel and W. Simon, Towards the classification of static
vacuum spacetimes with negative cosmological constant, J. Math.
Phys. 42 (2001), no. 4, 1779–1817. 4, 8, 35, 43, 66, 68, 95

[DG61a] E. De Giorgi, Complementi alla teoria della misura (n − 1)-
dimensionale in uno spazio n-dimensionale, Seminario di Matem-
atica della Scuola Normale Superiore di Pisa, 1960-61, Editrice
Tecnico Scientifica, Pisa, 1961. 23

[DG61b] , Frontiere orientate di misura minima, Editr. tecnico scien-
tifica, 1961. 23

[dLG13] L. L. de Lima and F. Girão, A Penrose inequality for asymptotically
locally hyperbolic graphs, ArXiv Preprint Server https://arxiv.

org/abs/1304.7887 (2013). 4

[DS17] W. De Sitter, On the curvature of space, Proc. Kon. Ned. Akad. Wet,
vol. 20, 1917, pp. 229–243. 7

[Eic09] M. Eichmair, The size of isoperimetric surfaces in 3-manifolds and
a rigidity result for the upper hemisphere, Proc. Amer. Math. Soc.
137 (2009), no. 8, 2733–2740. 36

http://homepage.univie.ac.at/piotr.chrusciel/papers/deSitter/deSitter2.pdf
http://homepage.univie.ac.at/piotr.chrusciel/papers/deSitter/deSitter2.pdf
https://homepage.univie.ac.at/piotr.chrusciel/teaching/Energy/Energy.pdf
https://homepage.univie.ac.at/piotr.chrusciel/teaching/Energy/Energy.pdf
https://homepage.univie.ac.at/piotr.chrusciel/teaching/Black Holes/BlackHolesViennaJanuary2015.pdf
https://homepage.univie.ac.at/piotr.chrusciel/teaching/Black Holes/BlackHolesViennaJanuary2015.pdf
https://homepage.univie.ac.at/piotr.chrusciel/teaching/Black Holes/BlackHolesViennaJanuary2015.pdf
https://arxiv.org/abs/1304.7887
https://arxiv.org/abs/1304.7887


182 BIBLIOGRAPHY

[EMW12] M. Eichmair, P. Miao, and X. Wang, Extension of a theorem of Shi
and Tam, Calc. Var. Partial Differential Equations 43 (2012), no. 1-
2, 45–56. 28

[ER08] R. Emparan and H. S. Reall, Black holes in higher dimensions,
Living Rev. Relativ. 11 (2008), no. 1, 6. 3

[FB52] Y. Foures-Bruhat, Théorème d’existence pour certains systèmes
d’équations aux dérivées partielles non linéaires, Acta Math. 88
(1952), no. 1, 141–225. 1

[Fed45] H. Federer, The Gauss-Green theorem, Trans. Amer. Math. Soc. 58
(1945), 44–76. 23

[Fed58] , A note on the Gauss-Green theorem, Proc. Amer. Math. Soc.
9 (1958), 447–451. 23

[FM72] A. E. Fischer and J. E. Marsden, The einstein evolution equations
as a first-order quasi-linear symmetric hyperbolic system, i, Comm.
Math. Phys 28 (1972), no. 1, 1–38. 1

[FM15] P. Feehan and M. Maridakis, Lojasiewicz-simon gradient inequal-
ities for analytic and morse-bott functionals on banach spaces and
applications to harmonic maps, ArXiv Preprint Server https://

arxiv.org/abs/1510.03817 (2015). 20

[FNOT96] G. Fodor, K. Nakamura, Y. Oshiro, and A. Tomimatsu, Surface
gravity in dynamical spherically symmetric spacetimes, Phys. Rev.
D 54 (1996), no. 6, 3882. 39

[Foo84] R. L. Foote, Regularity of the distance function, Proc. Amer. Math.
Soc. 92 (1984), no. 1, 153–155. 105

[FW74] A. E. Fischer and J. A. Wolf, The Calabi construction for compact
Ricci flat Riemannian manifolds, Bull. Amer. Math. Soc. 80 (1974),
92–97. 57

[FW75] , The structure of compact Ricci-flat Riemannian manifolds,
J. Differential Geometry 10 (1975), 277–288. 57

[Ger73] R. Geroch, Energy extraction, Annals of the New York Academy of
Sciences 224 (1973), no. 1, 108–117. 3, 27

[Gey80] K. H. Geyer, Geometrie der Raum-Zeit der Maßbestimmung von
Kottler, Weyl und Trefftz, Astronom. Nachr. 301 (1980), no. 3, 135–
149. 77

[GHL04] S. Gallot, D. Hulin, and J. Lafontaine, Riemannian geometry, third
ed., Universitext, Springer-Verlag, Berlin, 2004. 13

[GHP03] G. W. Gibbons, S. A. Hartnoll, and C. N. Pope, Bohm and Einstein-
Sasaki metrics, black holes, and cosmological event horizons, Phys.
Rev. D (3) 67 (2003), no. 8, 084024, 24. 74, 78, 79, 80, 89, 90

https://arxiv.org/abs/1510.03817
https://arxiv.org/abs/1510.03817


BIBLIOGRAPHY 183

[GIS02] G. W. Gibbons, D. Ida, and T. Shiromizu, Uniqueness and non-
uniqueness of static vacuum black holes in higher dimensions,
Progr. Theoret. Phys. Suppl. (2002), no. 148, 284–290, Brane world:
new perspective in cosmology (Kyoto, 2002). 60

[GP83] P. Ginsparg and M. J. Perry, Semiclassical perdurance of de Sitter
space, Nuclear Phys. B 222 (1983), 245–268. 71

[Gra00] C. R. Graham, Volume and area renormalizations for conformally
compact Einstein metrics, The Proceedings of the 19th Winter
School “Geometry and Physics” (Srní, 1999), no. 63, 2000, pp. 31–42.
30, 67

[GT83] D. Gilbarg and N. S. Trudinger, Elliptic partial differential equa-
tions of second order, second ed., Grundlehren der Mathematis-
chen Wissenschaften [Fundamental Principles of Mathematical
Sciences], vol. 224, Springer-Verlag, Berlin, 1983. 22, 24, 141

[Gui16] C. R. Guilbault,Ends, shapes, and boundaries inmanifold topology
and geometric group theory, Topology and geometric group theory,
Springer Proc. Math. Stat., vol. 184, Springer, [Cham], 2016, pp. 45–
125. 93

[GW15] G. J. Galloway and E. Woolgar, On static Poincaré-Einstein metrics,
J. High Energy Phys. (2015), no. 6, 051, front matter+17. 32

[HE73] S. W. Hawking and G. F. R. Ellis, The large scale structure of space-
time, vol. 1, Cambridge university press, 1973. 1

[Her05] M. Herzlich, Mass formulae for asymptotically hyperbolic mani-
folds, AdS/CFT correspondence: Einstein metrics and their confor-
mal boundaries, IRMA Lect. Math. Theor. Phys., vol. 8, Eur. Math.
Soc., Zürich, 2005, pp. 103–121. 34

[Her16] , Computing asymptotic invariants with the Ricci tensor on
asymptotically flat and asymptotically hyperbolic manifolds, Ann.
Henri Poincaré 17 (2016), no. 12, 3605–3617. 34

[Heu96] M. Heusler, Black hole uniqueness theorems, Cambridge Lecture
Notes in Physics, vol. 6, Cambridge University Press, Cambridge,
1996. 39

[HI01] G. Huisken and T. Ilmanen, The inverse mean curvature flow and
the Riemannian Penrose inequality, J. Differential Geom. 59 (2001),
no. 3, 353–437. 2, 3, 27, 35, 69

[HI05] S. Hollands and A. Ishibashi, Asymptotic flatness and bondi energy
in higher dimensional gravity, J. Mathematical Phys. 46 (2005),
no. 2, 022503. 4



184 BIBLIOGRAPHY

[HM99] G. T. Horowitz and R. C. Myers, AdS-CFT correspondence and a
new positive energy conjecture for general relativity, Phys. Rev. D
(3) 59 (1999), no. 2, 026005, 12. 32

[HM14] O. Hijazi and S. Montiel, Uniqueness of the AdS spacetime among
static vacua with prescribed null infinity, Adv. Theor. Math. Phys.
18 (2014), no. 1, 177–203. 29, 66, 68

[HMR15] O. Hijazi, S. Montiel, and S. Raulot, Uniqueness of the de Sitter
spacetime among static vacua with positive cosmological constant,
Ann. Global Anal. Geom. 47 (2015), no. 2, 167–178. 91

[HP82] G. T. Horowitz andM. J. Perry,Gravitational energy cannot become
negative, Phys. Rev. Lett. 48 (1982), no. 6, 371. 4

[HW06] F. Hang and X. Wang, Rigidity and non-rigidity results on the
sphere, Comm. Anal. Geom. 14 (2006), no. 1, 91–106. 36

[HW09] , Rigidity theorems for compact manifolds with boundary
and positive Ricci curvature, J. Geom. Anal. 19 (2009), no. 3, 628–
642. 36

[HW10] L.-H. Huang and D. Wu, Rigidity theorems on hemispheres in non-
positive space forms, Comm. Anal. Geom. 18 (2010), no. 2, 339–363.
36

[Hwa98] S. Hwang, A rigidity theorem for Ricci flat metrics, Geom. Dedicata
71 (1998), no. 1, 5–17. 60

[Isr67] W. Israel, Event Horizons in Static Vacuum Space-Times, Physical
Review 164 (1967), no. 5, 1776–1779. 9, 60

[JW77] P. S. Jang and R. M. Wald, The positive energy conjecture and the
cosmic censor hypothesis, J. Mathematical Phys. 18 (1977), no. 1,
41–44. 3, 27

[KN94] D. Korotkin and H. Nicolai, A periodic analog of the Schwarzschild
solution, ArXiv Preprint Server https://arxiv.org/abs/gr-qc/

9403029 (1994). 58, 61

[Kob82] O. Kobayashi, A differential equation arising from scalar curvature
function, J. Math. Soc. Japan 34 (1982), no. 4, 665–675. 45

[Kot18] F. Kottler, Über die physikalischen grundlagen der Einsteinschen
gravitationstheorie, Ann. Phys. (Berlin) 361 (1918), no. 14, 401–462.
6

[KP81] S. G. Krantz and H. R. Parks, Distance to Ck hypersurfaces, J. Dif-
ferential Equations 40 (1981), no. 1, 116–120. 105

[KP94] K. Kurdyka and A. Parusiński, w f -stratification of subanalytic
functions and the łojasiewicz inequality, C. R. Acad. Sci. Paris Sér.
I Math. 318 (1994), no. 2, 129–133. 20, 104

https://arxiv.org/abs/gr-qc/9403029
https://arxiv.org/abs/gr-qc/9403029


BIBLIOGRAPHY 185

[KP02] S. G. Krantz and H. R. Parks, A primer of real analytic func-
tions, second ed., Birkhäuser Advanced Texts: Basler Lehrbücher.
[Birkhäuser Advanced Texts: Basel Textbooks], Birkhäuser Boston,
Inc., Boston, MA, 2002. 19, 103, 105, 139

[KT02] D. Kastor and J. Traschen, A positive energy theorem for asymptot-
ically de sitter spacetimes, Classical Quantum Gravity 19 (2002),
no. 23, 5901. 5

[KW91] B. S. Kay and R. M. Wald, Theorems on the uniqueness and thermal
properties of stationary, nonsingular, quasifree states on spacetimes
with a bifurcate Killing horizon, Phys. Rep. 207 (1991), no. 2, 49–
136. 41

[Laf83] J. Lafontaine, Sur la géométrie d’une généralisation de l’équation
différentielle d’Obata, J. Math. Pures Appl. (9) 62 (1983), no. 1,
63–72. 45

[Lee13] D. A. Lee, A positive mass theorem for Lipschitz metrics with small
singular sets, Proc. Amer. Math. Soc. 141 (2013), no. 11, 3997–4004.
29

[Lin88] L. Lindblom, Static uniform-density stars must be spherical in gen-
eral relativity, J. Math. Phys. 29 (1988), no. 2, 436–439. 74

[Lis10] M. Listing, Scalar curvature on compact symmetric spaces, ArXiv
Preprint Server https://arxiv.org/abs/1007.1832. 36

[LL15] D. A. Lee and P. G. LeFloch, The positive mass theorem for mani-
folds with distributional curvature, Comm. Math. Phys. 339 (2015),
no. 1, 99–120. 29

[Lla98] M. Llarull, Sharp estimates and the Dirac operator, Math. Ann.
310 (1998), no. 1, 55–71. 36

[LN15] D. A. Lee and A. Neves, The Penrose inequality for asymptotically
locally hyperbolic spaces with nonpositivemass, Comm.Math. Phys.
339 (2015), no. 2, 327–352. 4, 11, 35, 69

[Łoj63] S. Łojasiewicz, Une propriété topologique des sous-ensembles ana-
lytiques réels, Les Équations aux Dérivées Partielles (Paris, 1962),
Éditions du Centre National de la Recherche Scientifique, Paris,
1963, pp. 87–89. 20, 104

[Łoj91] , Introduction to complex analytic geometry, Birkhäuser Ver-
lag, Basel, 1991, Translated from the Polish by Maciej Klimek. 19,
105, 120, 139

[LR77] K. Lake and R. C. Roeder, Effects of a nonvanishing cosmological
constant on the spherically symmetric vacuummanifold, Phys. Rev.
D 15 (1977), no. 12, 3513. 77

https://arxiv.org/abs/1007.1832


186 BIBLIOGRAPHY

[LV82] M. Ludvigsen and J. A. G. Vickers, A simple proof of the positivity
of the bondi mass, J. Phys. A: Math. Gen. 15 (1982), no. 2, L67. 4

[LXZ10] M. Luo, N. Xie, and X. Zhang, Positive mass theorems for asymp-
totically de Sitter spacetimes, Nuclear Phys. B 825 (2010), no. 1-2,
98–118. 5

[Mae06] D. Maerten, Positive energy-momentum theorem for AdS-
asymptotically hyperbolic manifolds, vol. 7, Springer, 2006,
pp. 975–1011. 4

[Mar09] M. Mars, Present status of the Penrose inequality, Classical Quan-
tum Gravity 26 (2009), no. 19, 193001, 59. 3, 28

[Maz88] R. Mazzeo, The Hodge cohomology of a conformally compact metric,
J. Differential Geom. 28 (1988), no. 2, 309–339. 30

[Mia02] P. Miao, Positive mass theorem on manifolds admitting corners
along a hypersurface, Adv. Theor. Math. Phys. 6 (2002), no. 6, 1163–
1182 (2003). 28

[MN12] F. C. Marques and A. Neves, Rigidity of min-max minimal spheres
in three-manifolds, Duke Math. J. 161 (2012), no. 14, 2725–2752. 5

[MO89] M. Min-Oo, Scalar curvature rigidity of asymptotically hyperbolic
spin manifolds, Math. Ann. 285 (1989), no. 4, 527–539. 32

[MO98] , Scalar curvature rigidity of certain symmetric spaces, Ge-
ometry, topology, and dynamics (Montreal, PQ, 1995), CRM Proc.
Lecture Notes, vol. 15, Amer. Math. Soc., Providence, RI, 1998,
pp. 127–136. 5, 35

[MS12] D. McFeron and G. Székelyhidi, On the positive mass theorem for
manifolds with corners, Comm. Math. Phys. 313 (2012), no. 2, 425–
443. 28

[Mye87] R. C. Myers,Higher-dimensional black holes in compactified space-
times, Phys. Rev. D (3) 35 (1987), no. 2, 455–466. 58, 61

[Nar51] H. Nariai, On a new cosmological solution of Einstein’s fieldequa-
tions of gravitation, Science reports of the Tohoku University 1st
ser. Physics, chemistry, astronomy 35 (1951), no. 1, 62–67. 7

[Oba62] M. Obata, Certain conditions for a Riemannian manifold to be iso-
metric with a sphere, J. Math. Soc. Japan 14 (1962), 333–340. 98

[Pen63] R. Penrose, Asymptotic properties of fields and space-times, Phys.
Rev. Lett. 10 (1963), 66–68. 29

[Pen73] , Naked singularities, Ann. N. Y. Acad. Sci. 224 (1973), no. 1,
125–134. 3



BIBLIOGRAPHY 187

[Pet06] P. Petersen, Riemannian geometry, second ed., Graduate Texts in
Mathematics, vol. 171, Springer, New York, 2006. 13, 86

[PK17] T. Pappas and P. Kanti, Schwarzschild-de Sitter spacetime: the
role of Temperature in the emission of Hawking radiation, ArXiv
Preprint Server https://arxiv.org/abs/1707.04900. 6, 42

[Pod99] J. Podolský, The structure of the extreme Schwarzschild-de Sitter
space-time, Gen. Relativity Gravitation 31 (1999), no. 11, 1703–
1725. 77

[PT82] T. Parker and C. H. Taubes, On witten’s proof of the positive energy
theorem, Comm. Math. Phys. 84 (1982), no. 2, 223–238. 3

[Qin04] J. Qing,On the uniqueness of AdS space-time in higher dimensions,
Ann. Henri Poincaré 5 (2004), no. 2, 245–260. 68, 96, 99

[Rei] M. Reiris, A classification of static vacuum black-holes, http://www.
cmat.edu.uy/docentes/reiris-ithurralde-martin/sscc.pdf. 61

[Rei15] , The asymptotic of static isolated systems and a general-
ized uniqueness for Schwarzschild, Classical Quantum Gravity 32
(2015), no. 19, 195001, 16. 60

[Reu82] O. Reula, Existence theorem for solutions of witten’s equation and
nonnegativity of total mass, J. Mathematical Phys. 23 (1982), no. 5,
810–814. 3

[Rob77] D. C. Robinson, A simple proof of the generalization of Israel’s the-
orem, General Relativity and Gravitation 8 (1977), no. 8, 695–698.
9, 60

[RT84] O. Reula and K. P. Tod, Positivity of the bondi energy, J. Mathemat-
ical Phys. 25 (1984), no. 4, 1004–1008. 4

[RW96] I. Rácz and R. M. Wald, Global extensions of spacetimes describing
asymptotic final states of black holes, Classical Quantum Gravity
13 (1996), no. 3, 539. 41

[Sch84] R. Schoen, Conformal deformation of a riemannian metric to con-
stant scalar curvature, J. Differential Geom. 20 (1984), no. 2, 479–
495. 3

[Sch03] K. Schwarzschild,On the gravitational field of a mass point accord-
ing to Einstein’s theory, Gen. Relativity Gravitation 35 (2003), no. 5,
951–959, Translated from the original German article [Sitzungs-
ber. Königl. Preussich. Akad. Wiss. Berlin Phys. Math. Kl. 1916,
189–196] by S. Antoci and A. Loinger. 57

[She97] Y. Shen, A note on Fischer-Marsden’s conjecture, Proc. Amer. Math.
Soc. 125 (1997), no. 3, 901–905. 96

https://arxiv.org/abs/1707.04900
http://www.cmat.edu.uy/docentes/reiris-ithurralde-martin/sscc.pdf
http://www.cmat.edu.uy/docentes/reiris-ithurralde-martin/sscc.pdf


188 BIBLIOGRAPHY

[Shi94] T. Shiromizu, Positivity of gravitational mass in asymptotically de
Sitter space-times, Phys. Rev. D 49 (1994), no. 10, 5026. 5

[Sim83] L. Simon, Asymptotics for a class of nonlinear evolution equations,
with applications to geometric problems, Ann. of Math. (2) 118
(1983), no. 3, 525–571. 20

[SIT01] T. Shiromizu, D. Ida, and T. Torii, Gravitational energy, dS/CFT
correspondence and cosmic no-hair, J. High Energy Phys. 2001
(2001), no. 11, 010. 5

[SS72] J. Souček andV. Souček,Morse-Sard theorem for real-analytic func-
tions, Comment. Math. Univ. Carolinae 13 (1972), 45–51. 19

[ST02] Y. Shi and L.-F. Tam, Positive mass theorem and the boundary be-
haviors of compact manifolds with nonnegative scalar curvature, J.
Differential Geom. 62 (2002), no. 1, 79–125. 28

[ST16] , Scalar curvature and singular metrics, ArXiv Preprint
Server https://arxiv.org/abs/1611.04056 (2016). 29

[SY79] R. Schoen and S. T. Yau,On the proof of the positive mass conjecture
in general relativity, Comm. Math. Phys. 65 (1979), no. 1, 45–76.
2, 3, 27, 96

[SY81] , Proof of the positive mass theorem. II, Comm. Math. Phys.
79 (1981), no. 2, 231–260. 3

[SY82] , Proof that the bondi mass is positive, Phys. Rev. Lett. 48
(1982), no. 6, 369. 4

[SY17] , Positive scalar curvature and minimal hypersurface sin-
gularities, ArXiv Preprint Server https://arxiv.org/abs/1704.

05490. 27, 96

[Sza09] L. B. Szabados, Quasi-local energy-momentum and angular mo-
mentum in general relativity, Living Rev. Relativ. 12 (2009), no. 1,
4. 4

[Wal70] M. Walker, Block diagrams and the extension of timelike two-
surfaces, J. Mathematical Phys. 11 (1970), 2280–2286. 43

[Wal84] R. M. Wald, General relativity, University of Chicago Press,
Chicago, IL, 1984. 1, 6, 39, 44

[Wan01] X. Wang, The mass of asymptotically hyperbolic manifolds, J. Dif-
ferential Geom. 57 (2001), no. 2, 273–299. 4, 31, 67, 68, 96

[Wan05] , On the uniqueness of the AdS spacetime, Acta Math. Sin.
(Engl. Ser.) 21 (2005), no. 4, 917–922. 10, 67, 96

[Wan15] M.-T. Wang, Four lectures on quasi-local mass, ArXiv Preprint
Server https://arxiv.org/abs/1510.02931 (2015). 4

https://arxiv.org/abs/1611.04056
https://arxiv.org/abs/1704.05490
https://arxiv.org/abs/1704.05490
https://arxiv.org/abs/1510.02931


BIBLIOGRAPHY 189

[Wit81] E. Witten, A new proof of the positive energy theorem, Comm. Math.
Phys. 80 (1981), no. 3, 381–402. 3, 27

[Wit01] , Quantum gravity in de sitter space, Tech. report, 2001. 5

[WW07] G. Wei and W. Wylie, Comparison geometry for the Bakry-Emery
Ricci tensor, ArXiv Preprint Server https://arxiv.org/abs/0706.
1120 (2007). 84

[WY99] E. Witten and S. T. Yau, Connectedness of the boundary in the
AdS/CFT correspondence, Adv. Theor. Math. Phys. 3 (1999), no. 6,
1635–1655 (2000). 29

[zH70] H. M. zum Hagen, On the analyticity of static vacuum solutions of
Einstein’s equations, Proc. Cambridge Philos. Soc. 67 (1970), 415–
421. 41, 103, 139

[Zha04] X. Zhang, A definition of total energy-momenta and the positive
mass theorem on asymptotically hyperbolic 3-manifolds. I, Comm.
Math. Phys. 249 (2004), no. 3, 529–548. 4, 32

[zHRS73] H. M. zum Hagen, D. C. Robinson, and H. J. Seifert, Black holes
in static vacuum space-times, Gen. Relativity Gravitation 4 (1973),
no. 1, 53–78. 9

https://arxiv.org/abs/0706.1120
https://arxiv.org/abs/0706.1120

	Introduction
	Outline of the thesis

	Background material
	Preliminaries and notations
	Riemannian manifolds and curvature tensors.
	Hypersurfaces.
	Lorentzian manifolds.
	Analytic functions.
	Łojasiewicz and reverse Łojasiewicz inequalities.
	Divergence Theorem and Maximum Principle.
	Conformal metrics.

	Mass
	Asymptotically flat manifolds.
	Asymptotically hyperbolic manifolds.
	Min-Oo's conjecture.


	Static spacetimes
	Definitions
	Vacuum spacetimes.
	Killing vector fields and surface gravity.
	Static Einstein System.
	Surface gravity on static spacetimes.

	Warped product solutions
	Static solutions with Λ=0
	Statement of the problem and main solutions.
	Main properties.

	Static solutions with Λ<0
	Statement of the problem and main solutions.
	Main properties.

	Static solutions with Λ>0
	Statement of the problem and main solutions.
	Main properties.
	Limits of the Schwarzschild–de Sitter solution.
	Counterexamples to the Cosmic No Hair Conjecture.


	Characterization of massless solutions
	Characterization of the Minkowski solution
	Proof of Theorem 3.1.1.

	Characterization of the de Sitter solution
	Statement of the main results.
	Surface gravity and mass.
	Area bounds.

	Characterization of the Anti de Sitter solution
	Statement of the main results.
	Comparison with other known characterizations.

	Shen's Identity and its consequences
	Computations via Bochner formula.
	Proof of Theorems 3.2.1 and 3.3.1.
	Boucher-Gibbons-Horowitz method revisited.

	Local lower bound for the surface gravity
	Some preliminary results.
	Monotonicity formula.
	Proof of Theorem 3.2.2.

	A characterization of the Anti de Sitter solution
	Some preliminary results.
	Proof of Theorem 3.3.2.


	Features of the virtual mass
	Introduction and statement of the main results
	Setting of the problem.
	Area bounds.
	Uniqueness results.
	Summary.

	The cylindrical ansatz
	The pseudo-radial function.
	Preparatory estimates.
	Conformal reformulation of the problem.
	The geometry of the level sets.
	Consequences of the Bochner formula.
	Area lower bound.

	Integral identities
	Integral identities in the outer regions.
	Integral identities in the inner regions.

	Proof of the area bounds
	The outer case.
	The inner case.

	Black Hole Uniqueness Theorem
	Analysis of 2-sided solutions.
	Generalizations of the Black Hole Uniqueness Theorem.

	The cylindrical case
	Conformal reformulation.
	Integral identities.
	Consequences.
	Black Hole Uniqueness.



