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1 Introduction

The purpose of this paper is to study algebras of singular integral operators on Rn and
nilpotent Lie groups that arise when one considers the composition of Calderón-Zygmund
operators with different homogeneities, such as operators that occur in sub-elliptic problems
and those arising in elliptic problems. For example, one would like to describe the algebras
containing the operators related to the Kohn-Laplacian for appropriate domains, or those
related to inverses of Hörmander sub-Laplacians, when these are composed with the more
standard class of pseudo-differential operators. The algebras we study can be characterized
in a number of different but equivalent ways, and consist of operators that are pseudo-local
and bounded on Lp for 1 < p <∞. While the usual class of Calderón-Zygmund operators is
invariant under a one-parameter family of dilations, the operators we study fall outside this
class, and reflect a multi-parameter structure.

This paper is the second in the series begun with [NRSW12].

1.1 Background

An initial impetus for the study of composition of singular integral operators of different
types came from the study of the ∂-Neumann problem in complex analysis. In the case
of domains in Cn where matters are sufficiently well understood, the relevant “Calderón
operator” for this boundary-value problem can be viewed as a composition of a sub-elliptic
type operator with a standard pseudo-differential operator of order 0. Early studies of such
compositions in the context of the Heisenberg group can be found [GS77] and in [PS82].
In [MRS95] more general such operators appear as singular integrals with “flag kernels”.
The corresponding algebra was broad enough to contain, for example, all operators of the
form m(L, iT ), where L is the sub-Laplacian and T is the central invariant vector field, with
m a multiplier of Marcinkiewicz-type. The notion of flag kernels (having singularities on
appropriate flag varieties) and the properties of the corresponding singular integrals were
then extended to the higher step case in [NRS01], largely in the Euclidean setting, and then
in [NRSW12] in the context of automorphic flags on a general homogeneous group. In this
connection we should mention the general theory of Brian Street [Str14] which treats aspects
of both singular integrals and singular Radon transforms in the context of multi-parameter
analysis.

However, the general nature of these results did not provide an entirely satisfactory answer
to a main question that arises when composing singular integrals of different homogeneities:
that of characterizing the resulting class of kernels. It turns out that the class in question
is indeed narrower than the class of flag kernels: the kernels satisfy stricter differential in-
equalities, and in particular they are all smooth away from the origin, and the corresponding
operators are thus pseudo-local.

A different approach to the study of flag kernels can be found in the work of G lowacki; see
[G lo10a], [G lo10b], [G lo13]. There has been recent interest in the study of Hardy spaces asso-
ciated to flags and flag kernels (see for example [HL10], [HLL10], [Rua11], [HLL13], [HLS14],
[Wu14a]) and in the study of weighted norm inequalities (see for example [Wu14b]). Fur-
ther recent references that deal with flag kernels include [Yan09], [DLM10] [Rua10], [WL12],
[LZ13], [SY13], [Wu14b], and [MPR15].
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1.2 Some motivating examples

We begin by describing a particularly simple situation occurring in studying the heat
equation on Rn × R, or in studying convolution of operators arising on the non-Abelian
Heisenberg group Hn = {(z, t) : z = (z1, . . . , zn) ∈ Cn, t ∈ R}. In the latter case, Calderón-
Zygmund kernels adapted to the automorphic dilations δ · (z, t) = (δz, δ2t) are distributions
K on Hn which, away from the origin, are given by integration against a smooth function K
satisfying ∣∣∣∂βt ∂αz,z̄K(z, t)

∣∣∣ .
(
|z| + |t|

1
2

)−2n−2−|α|−2β
(1.1)

and which satisfy appropriate cancellation conditions. Similarly the isotropic variants of these
kernels (the building blocks of the standard pseudodifferential operators) satisfy instead the
inequalities ∣∣∣∂βt ∂αz,z̄K(z, t)

∣∣∣ . (|z| + |t|)−2n−1−|α|−β
. (1.2)

If we consider kernels with compact support, it turns out that the relevant algebra of
kernels containing both kinds of distributions are those given by the mixed differential in-
equalities ∣∣∣∂βt ∂αz,z̄K(z, t)

∣∣∣ . (|z| + |t|)−2n−|α| (|z|2 + |t|)−1−β (1.3)

for (z, t) in the unit ball, in addition to cancellation conditions.

There are several ways of thinking about the estimates in equation (1.3). One notices that
the inequalities in (1.3) are the best that can be satisfied on the unit ball for kernels K that
are assumed to be either of type (1.1) or of type (1.2), but this rather simple situation is not
repeated in the higher step case1. However, one can make two more productive observations.

a) Operators satisfying (1.3) can be understood in terms of the theory of flag kernels studied
in [NRS01] and [NRSW12]. Consider the following two sets of differential inequalities:

∣∣∣∂βt ∂αz,z̄K(z, t)
∣∣∣ . |z|−2n−|α|

(
|z|2 + |t|

)−1−β
, (1.4)

∣∣∣∂βt ∂αz,z̄K(z, t)
∣∣∣ .

(
|z| + |t|

)−2n−|α|
|t|−1−β . (1.5)

Equation (1.4) gives the differential inequalities satisfied by flag kernels for the flag (0) ⊂
Cn ⊂ Cn ⊕ R, while equation (1.5) give the differential inequalities for the opposite flag
(0) ⊂ R ⊂ Cn ⊕ R. Operators of type (1.1) satisfy (1.4), operators of type (1.2) satisfy
(1.5), and locally (for (z, t) in compact sets), operators of type (1.1) or (1.2) satisfy both
(1.4) and (1.5). Moreover, we will see that a kernel satisfying both (1.4) and (1.5) auto-
matically satisfies (1.3). Thus one is led to the study of two-flag kernels which locally are
simultaneously flag kernels for two opposite flags.

b) A second related perspective is to view kernels K satisfying the conditions of (1.3) as
satisfying differential inequalities appropriate to two different families of dilations on RN .
Derivatives in z or z̄ are controlled by the dilations (z, t) → (δz, δt), while derivatives with
respect to t are controlled by the dilations (z, t) → (δz, δ2t). This suggests that, more
generally, we should study operators whose kernels satisfy differential inequalities in which
different derivatives are controlled by different families of dilations.

1See Subsection 1.3.8 below for an interesting example, and Section 7 for a more complete discussion
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In this paper we begin by adopting the second point of view. It will then turn out that
the resulting class of distributions includes the class which belong to two flags. One of the
main goals of this paper is the study the composition of convolution operators with kernels
of this form. In the Euclidean context this reduces to the study of the product of the Fourier
multipliers, but in the non-Abelian situation the composition becomes a more serious issue.

A second goal of this paper is to establish regularity of two-flag kernels. The inequalities in
equations (1.4) and (1.5) are the differential inequalities for a kernel belonging simultaneously
to two opposite 2-step flags, and it is easy to see that these imply the inequalities in equation
(1.3). However in the case of higher step, the results are not so simple, and in fact are rather
surprising. Consider, for example, the case of two opposite 3-step flags in R3:

F : (0) ⊂ {(x, y, z) : y = z = 0} ⊂ {(x, y, z) : z = 0} ⊂ R3,

F⊥ : (0) ⊂ {(x, y, z) : x = y = 0} ⊂ {(x, y, z) : x = 0} ⊂ R3.

A flag kernel K for the flag F with homogeneity λ · (x, y, z) = (λx, λy, λz) satisfies the
differential inequalities

∣∣∂ax∂by∂czK(x, y, z)
∣∣ ≤ Ca,b,c |x|

−1−a(|x| + |y|)−1−b(|x| + |y| + |z|)−1−c. (1.6)

A flag kernel K for the flag F⊥ with homogeneity λ · (x, y, z) = (λx, λ
1
2 y, λ

1
3 z) satisfies the

differential inequalities

∣∣∂ax∂by∂czK(x, y, z)
∣∣ ≤ Ca,b,c (|x| + |y|2 + |z|3)−1−a(|y| + |z|

3
2 )−1−b|z|−1−c. (1.7)

Suppose that K is a distribution with compact support which is a flag kernel for both flags.
Looking only at the inequalities in equations (1.6) and (1.7), these estimates provide no
information about K(x, y, z) if x = z = 0 and y 6= 0; in terms of the assumed size estimates
alone, the distribution K could be singular away from the origin. Unexpectedly, it turns out
that

∣∣∂ax∂by∂czK(x, y, z)
∣∣ ≤ Ca,b,c (|x| + |y|2 + |z|3)−1−a(|x| + |y| + |z|

3
2 )−1−b(|x| + |y| + |z|)−1−c,

and the distribution K is indeed pseudo-local. It is important to note that this is a consequence
of both the differential inequalities and the cancellation conditions.

1.3 Plan of the paper

Our results can be divided roughly into two kinds: those concerning properties of the
kernels and those concerning the resulting convolution operators.

1. We begin by studying a class P(E) of distributions on RN given away from the origin by
integration against a smooth function. These functions are required to satisfy differential
inequalities adapted to a set of n ≤ N families of dilations on RN prescribed by an n× n
matrix E. Distributions K ∈ P(E) must also satisfy appropriate cancellation conditions.

2. We are primarily interested in the local behavior of these distributions2, and it will be
convenient to modify the class of kernels outside the unit ball so that they and all their
derivatives are rapidly decreasing at infinity. Under these hypotheses, we shall denote the
class of modified kernels by P0(E).

2We will see below in Section 7 that if the rank of the matrix E is greater than 1, then the kernels K ∈ P(E)
are integrable at infinity.
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3. We then characterize these distributions in terms of their Fourier transform, and also in
terms of decompositions as infinite dyadic sums of dilates of normalized bump functions.
This material is discussed in Sections 2 - 6. In Section 7 we show that these distributions
fall outside the class of standard Calderón-Zygmund kernels. In Section 10 we find the
smallest class P0(E) containing the convolution of Calderón-Zygmund kernels with different
homogeneities. In Section 11 we show that two-flag kernels provide examples of the classes
P(E).

After establishing the basic properties of the distributions K ∈ P0(E), we fix a homogeneous
nilpotent Lie group G whose underlying space is RN and thus has a given automorphic
family of dilations. (Of course this includes the special case in which the group G is the
abelian Rn.)

4. If the n families of dilations on RN given by the matrix E are compatible3 with the
automorphic dilations, we show that convolution on G with a distribution K ∈ P(E)
defines a bounded operator on Lp(G) for 1 < p < ∞, and that the collection of these
convolution operators form an algebra under composition. This material is discussed in
Sections 8 - 9.

5. We also characterize the smallest algebra of convolution operators which arise when one
composes Calderón-Zygmund operators of different homogeneities. This material appears
in Section 10.

6. Finally we describe a generalization of the class P(E) to allow variable coefficients, and
we investigate the commutation properties of these operators. In particular, we study the
role of the classical pseudo-differential operators. This material is considered in Sections
12 and 13.

In the following subsections we provide a more detailed summary of the results in this paper.

1.3.1 Section 2: The class of kernels

In Section 2 we provide a precise definition of a class of distributions and their associated
multipliers. We start with a fixed decomposition RN = RC1 ⊕ · · · ⊕ RCn . Write x ∈ RN

as (x1, . . . ,xn) with xj =
(
xk : k ∈ Cj

)
∈ RCj . (Throughout this paper we use boldface,

such as xj , to indicate a tuple of coordinates, and standard type, such as xk, to indicate a
single coordinate.) Each component RCj is equipped with a family of dilations, denoted by
λ · xj for λ > 0. For simplicity of exposition in this Introduction, we assume that these are
the standard isotropic dilations λ · xj =

(
λxk : k ∈ Cj

)
although we will allow more general

non-isotropic dilations in Section 2 below. If Qj is the homogeneous dimension of RCj , then
for isotropic dilations, Qj is the dimension of RCj .4 Let nj be a smooth homogeneous norm
on RCj so that nj(λ · xj) = λnj(xj). Thus for isotropic dilations, we can take nj to be the
standard Euclidean norm on RCj .

The homogeneities on each component RCj can be weighted in various ways to give a
global family of dilations on RN . Let E = {e(j, k)} be an n× n matrix with strictly positive
entries, and for 1 ≤ j ≤ n, define a family of dilations on RN by setting

δj(λ)[x] =
(
λ1/e(j,1) · x1, . . . , λ

1/e(j,j) · xj , . . . , λ
1/e(j,n) · xn

)
. (1.8)

3A precise definition is given in Subsection 8.1 below.
4If λ · xj = exp[Aj log λ](xj) the homogeneous dimension of RCj is the trace of Aj .
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Put
Nj(x) = n1(x1)e(j,1) + · · · + nj(xj)

e(j,j) + · · ·nn(xn)e(j,n) (1.9)

so that Nj
(
δj(λ)[x]

)
= λNj(x). Thus N1, . . . , Nn are homogeneous norms5 on RN for the

different dilation structures. We require that the components of the matrix E satisfy

e(j, j) = 1 1 ≤ j ≤ n,

e(j, k) ≤ e(j, l)e(l, k) 1 ≤ j, k, l ≤ n.
(1.10)

We study a family P = P(E) of distributions K on RN which are given away from the
origin 0 ∈ RN by integration against a smooth function K satisfying the following differential
inequalities6:

∣∣∂α1
x1

· · ·∂αn
xn
K(x)

∣∣ .
n∏

j=1

Nj(x)−Qj−|αj|. (1.11)

(Note that derivatives of K with respect to any of the variables in xj are controlled by the
family of dilations δj(λ) and the homogeneous norm Nj .) In addition, we impose certain can-
cellation conditions on the distributions K. These are analogous to cancellation conditions for
product kernels or flag kernels. Roughly speaking, they require that if x = (x′,x′′) is a decom-
position of the coordinates x1, . . . ,xn into two subsets, then K(x′) =

∫
K(x′,x′′)ψ(x′′) dx′′

is a distribution in the x′′ variables of the same type. The precise conditions are specified in
part (b) of Definition 2.2 below.

Note that in the example of the Heisenberg group given above, we have the natural de-
composition Hn = Cn⊕R ∼= R2n⊕R. The isotropic dilations on each component are given by
λ · (z1, . . . , zn) = (λz1, . . . , λzn) and λ · t = λt, so that the homogeneous dimension of Cn is 2n

and the homogeneous dimension of R is 1. Set n1(z) = |z| =
[∑n

j=1 |zj|
2
] 1

2 and n2(t) = |t|,

so that n1(λ · z) = λn1(z) and n2(λ · t) = λn2(t). If we take E =

[
1 1
2 1

]
then

N1(z, t) = n1(z) + n2(t) ≈ |z| + |t|,

N2(z, t) = n1(z)2 + n2(t) ≈ |z|2 + |t|,
(1.12)

and the corresponding dilations are given by

δ1(λ)(z, t) = (λz, λt),

δ2(λ)(z, t) = (λ
1
2 z, λt).

The differential inequalities required by (1.11) are then

∣∣∂αz,z̄∂βt K(z, t)
∣∣ . N1(z, t)−2n−|α|N2(z, t)−1−β ≈ (|z| + |t|)−2n−|α|(|z|2 + |t|)−1−β

which is in agreement with (1.3).

1.3.2 Section 3: Marked partitions

Our analysis of the distributions K ∈ P0(E) is based on the decomposition of the unit ball
into the regions where one summand in each norm Nj(x) = n1(x1)e(j,1) + · · · + nn(xn)e(j,n)

is strictly larger than all the others. (There is an analogous decomposition of the Fourier

5This is standard terminology, although we only have Nj(x + y) ≤ Aj [Nj(x) + Nj(y)] for some constant
Aj instead of the usual triangle inequality.

6We use standard multi-index notation; see Section 2 for more details.
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transform ξ-space for ξ large, which is needed to understand the differential inequalities of
the multiplier m = K̂.) Matters are simplest in the case when n = 2 exemplified by the
Heisenberg group, where the two norms are given in equation (1.12). In this case there are
three regions near the origin.

1. The set |z|2 & |t| & |t|2, where the isotropic dilations are controlling. Here N1(z, t) ≈ |z| ≈
|z| + |t| and N2(z, t) ≈ |z|2 ≈ (|z| + |t|)2.

2. The set |z| . |t| . |t|
1
2 , where the automorphic dilations are controlling. Here N1(z, t) ≈

|t| ≈ |z|2 + |t| and N2(z, t) ≈ |t| ≈ |z|2 + |t|.

3. The intermediate region where |t| . |z| . |t|
1
2 where kernels of the type (1.3) behave like

“product kernels”. Here N1(z, t) ≈ |z| and N2(z, t) ≈ |t|.

The case n ≥ 3 is more intricate. The required systematic decomposition of the x-space
depends on the notion of a ‘marked partition’ of the set {1, . . . , n}, which is a collection of
disjoint non-empty subsets I1, . . . , Is of {1, . . . , n} with

⋃s
r=1 Ir = {1, . . . , n}, together with a

‘marked’ element kr in each subset Ir . This concept arises as follows.

Suppose the matrix E satisfies the conditions given in equation (1.10), and let x be a
point in the unit ball such that no two terms in any norm Nj(x) are equal. We will see in
Proposition 3.3 below that if nk(xk) is the dominant term in Nj(x) for some j 6= k then nk(x)
is also the dominant term in Nk(x). Thus given such a point x, there is a well-defined set
{k1, . . . , ks} of indices such that nkr(xkr ) is the dominant term in Nkr (x). For 1 ≤ r ≤ s, we
let Ir be the set of indices j such that nkr (xkr ) is dominant in Nj(x). Then kr ∈ Ir and this
produces a marked partition. The details are given below in Section 3.

One may note that the decomposition given via marked partitions is somewhat akin to
what happens in the theory of “resolutions of singularities”, here applied to (say) a smooth
version of a power of the function F (x) =

∏n
j=1Nj(x). Using that theory (see e.g. [CGP13])

one would be led to decompose a neighborhood of the origin into a number of parts, and in
each part make an appropriate change of variables so that F becomes essentially a monomial
in the new variables. However, in our situation the decomposition by marked partitions is
much more explicit and tractable, and no auxiliary change of variables is required.

1.3.3 Section 4: Characterization by Fourier transforms

For ξ ∈ RN = RC1 ⊕ · · · ⊕ RCn write ξ = (ξ1, . . . , ξn) with ξk ∈ RCk and set

N̂j(ξ) = |ξ1|
1/e(1,j) + · · · + |ξj | + · · · + |ξn|

1/e(j,n). (1.13)

This is the ‘dual norm’ to Nj(x). Denote by M∞(E) the class of multipliers m ∈ C∞(RN )
satisfying

∣∣∣∂α1

ξ1
· · ·∂αn

ξn
m(ξ)

∣∣∣ .
n∏

j=1

[
1 + N̂j(ξ)

]−|αj |

. (1.14)

On page 6 we indtroduced the subclass P0(E) of proper distributions. In Section 4 we show

that K ∈ P0(E) if and only if its Fourier transform m = K̂ ∈ M∞(E).

1.3.4 Sections 5 and 6: Characterization by dyadic decompositions
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In Section 5 we show that kernels K ∈ P0(E) can be characterized by their dyadic decompo-
sition into dilates of bump functions. Let {ϕI} be a uniformly bounded family of C∞-functions
supported in the unit ball, where I runs over the set of all n-tuples I = (i1, . . . , in) ∈ Zn. Let

[ϕI ]I(x) = 2−
∑n

j=1 Qj ijϕ(2−i1x1, . . . , 2
−inxn) (1.15)

be the L1-invariant dilation of ϕI , and let

ΓZ(E) =
{
I = (i1, . . . , in) ∈ Zn : e(j, k)ik ≤ ij < 0

}
. (1.16)

If ∫

R
Cj

ϕI(x1, . . . ,xj , . . . ,xn) dxj = 0 (1.17)

for each I ∈ ΓZ(E) and for all 1 ≤ j ≤ n, then the infinite series
∑

I∈ΓZ(E)[ϕ
I ]I converges

in the sense of distributions to a distribution K ∈ P0(E). More generally, we show that
the ‘strong’ cancellation condition given in (1.17) can be replaced by a variant of the weak
cancellation condition that was introduced in [NRSW12]. Roughly speaking7, we require that
if ϕI does not have cancellation in a variable xj , then there is a compensating gain in the size
of ϕI .

This more general result is then used in our study of convolutions of distributions in Section
9. In this study we also need a converse statement: if K ∈ P0(E), it can be written, modulo
distributions corresponding to coarser decompositions of RN , as a sum

∑
I∈ΓZ(E)[ϕ

I ]I . This
is the subject of Section 6.

1.3.5 Section 7: Significance of the rank of E

In Section 7 we show that the class of classical Calderón-Zygmund kernels corresponds
exactly to the case in which the rank of the matrix E is equal to 1. If the rank is greater than
1, distributions K ∈ P(E) differ from Calderón-Zygmund kernels in two ways:

1) The distribution K is integrable at infinity, and so we can write K = K0 + K∞ with
K0,K∞ ∈ P(E), where K0 has support in the unit ball, and where K∞ is given by integra-
tion against a function K∞ ∈ C∞(RN ) ∩ L1(RN ). Thus for rank(E) ≥ 2, we focus on the
local behavior of distributions K ∈ P(E). We generally restrict our attention to the class
of proper distributions P0(E) ⊂ P(E) such that all derivatives are rapidly decreasing at
infinity.

2) If K is a Calderón-Zygmund kernel, then
∣∣{x ∈ RN : |K(x)| > λ

}∣∣ . λ−1. If K ∈ P(E)
and the rank of E is greater than 1, such weak type estimates may no longer be true.
We show, for example, that if rank(E) = n there exist distributions K ∈ P(E) such that∣∣{x ∈ RN : |K(x)| > λ

}∣∣ ≈ λ−1
[

logλ
]n−1

.

3) In general, there is a notion of ‘reduced rank’ which determines optimal bounds for esti-
mates of the sort considered in 2). This is discussed in Section 7.3.

7The precise statement is given in Definition 5.9.
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1.3.6 Sections 8 and 9: Convolution operators on a Lie group

In Sections 8 and 9 we turn to the second part of our analysis dealing with convolution
operators TKf = f ∗K on a homogeneous nilpotent Lie group G ∼= RN . Our two main results
are the following:

(A) If K ∈ P0(E) then each operator TK extends to a bounded operator on Lp(G) for 1 <
p <∞.

(B) If K,L ∈ P0(E) then there exists M ∈ P0(E) such that TL ◦ TK = TM. Formally
M = K ∗ L, although the convolution of tempered distributions is not always defined.
Thus the space P0(E) is an algebra under composition (or convolution).

The first result follows rather easily from the observation that every distribution K ∈ P0(E)
is a flag kernel, since it was established in [NRSW12] that convolution with a flag kernel
extends to a bounded operator on Lp. The second result is analogous to the result in the
same paper that the space of kernels is closed under convolution. However this case is more
difficult and requires additional ideas.

We remark that both results are quite simple for Euclidean convolution, since T̂Kf(ξ) =

m(ξ)f̂(ξ) where m is the Fourier transform of K and hence m ∈ M∞(E). It is not hard to
check that a multiplier m ∈ M∞(E) satisfies the conditions of the Marcinkiewicz multiplier
theorem, and the Lp-boundedness of the operator TK follows immediately. Since the product
of two such multipliers is again a multiplier of the same class, the result on composition of
operators also follows easily in this case.

To prove the results on a more general group, we rely very heavily on the decomposition
of distributions K ∈ P(E) as dyadic sums of dilates of bump functions. The heart of the
argument is then a careful analysis of sums of the form

∑
I,J [ϕI ]I ∗ [ψJ ]J .

1.3.7 Section 10: Convolution of Calderón-Zygmund kernels

In Section 10 we study the convolution of Calderón-Zygmund kernels K1, . . . ,Km with
compact support having different homogeneities. If the homogeneities are suitably adapted
to the decomposition on RN we show that there is an s×s matrix E so that the algebra P0(E)
contains each Kj . We also establish a kind of converse result: If E is an n×n matrix satisfying
the basic hypothesis given in (1.10), then there are finitely many different homogeneities on
RN so that P0(E) is the minimal algebra of the above type containing compactly supported
Calderón-Zygmund kernels of each homogeneity.

1.3.8 Section 11: Regularity of two-flag kernels

In Section 11 we return to the study of kernels belonging to two opposite flags, and show
that these belong to P0(E) for an appropriate matrix E. In the example studied in section
1.2, where the kernel satisfied the two estimates

∣∣∂ax∂by∂czK(x, y, z)
∣∣ ≤ Ca,b,c





|x|−1−a(|x|2 + |y|)−1−b(|x|3 + |y|3/2 + |z|)−1−c

(|x| + |y|2 + |z|3)−1−a(|y| + |z|
3
2 )−1−b|z|−1−c

,
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it turns out that K ∈ P0(E) where

E =




1 1 1
2 1 1
3 3

2 1


 and





N1(x, y, z) = |x| + |y| + |z|,

N2(x, y, z) = |x|2 + |y| + |z|,

N3(x, y, z) = |x|3 + |y|3/2 + |z|

.

1.3.9 Sections 12 and 13: Operators with variable coefficients

In Sections 12 and 13 we describe a wider class of operators with “variable coefficients”.
An operator T belongs to this extended class if it is of the form

T [f ](x) =

∫

G

K(x, z)f(x · z−1) dz (1.18)

where for each x, the distribution K(x, ·) is a kernel of the type we have been considering
that depends in an appropriately smooth way on x. One can then assert:

a) Operators of that type form an algebra, and each is bounded on Lp(G) for 1 < p <∞.

b) The standard pseudo-differential operators of order 0 belong to this algebra, and the sub-
algebra of these operators is “central” in the sense that an operator of the extended algebra
commutes with a standard pseudo-differential operator of order 0, up to an error which is
an appropriate “smoothing operator.”

2 The Classes P(E) and M(E)

In this section we define a class of distributions P(E) and the corresponding class of Fourier
multipliers M(E) on the space RN and its dual. We begin by introducing notation that will
be used throughout the paper.

2.1 Notation

2.1.1 Decompositions of RN

We begin with an initial decomposition of RN into direct sums of subspaces where only some
of the coordinates x1, . . . , xN are non-zero. Thus if C ⊂ {1, . . . , N} is non-empty, set

RC =
{
x = (x1, . . . , xN ) ∈ RN : xj = 0 for all j /∈ C

}
⊂ RN . (2.1)

We will abuse of this notation by allowing RC to also indicate the set of c-tuples (c being
the cardinality of C) with entries indexed by elements of C. We assume that an initial
decomposition of RN is given,

RN = RC1 ⊕ · · · ⊕ RCn , (2.2)

where C1, . . . , Cn ⊂ {1, . . . , N} are disjoint non-empty subsets with
⋃n
j=1 Cj = {1, . . . , N}.

Given the decomposition (2.2), if x = (x1, . . . , xN ) ∈ RN we write x = (x1, . . . ,xn) where
xj = {xl : l ∈ Cj}.
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Unfortunately there are further notational complications. We shall sometimes need to
consider the direct sum of only a subset of the subspaces RC1 , . . . ,RCn , and we will also need to
partition the set {C1, . . . , Cn} into a union of disjoint subsets and consider the corresponding
coarser decomposition of RN . We shall then use the following notation.

(a) If L = {l1, . . . , lr} ⊂ {1, . . . , n}, write

RL = RCl1 ⊕ · · · ⊕ RClr =
{
x ∈ RN : xj = 0 for all j /∈

r⋃

k=1

Clk

}
. (2.3)

An element of RL can then be written xL = {xk : k ∈ L}.

(b) Let I1, . . . , Is ⊂ {1, . . . , n} be disjoint, non-empty subsets with
⋃s
r=1 Ir = {1, . . . , n}.

Write
RIr =

⊕

k∈Ir

RCk =
{
x ∈ RN : xj = 0 for all j /∈

⋃

k∈Ir

Ck}. (2.4)

We then have the coarser decomposition RN = RI1 ⊕ · · · ⊕ RIs . If x ∈ RN we write
x = (xI1 , . . . ,xIs) where xIr ∈ RIr .

Note that we have slightly abused notation since the symbols RL and RIr in equations (2.3)
and (2.4) have a different meaning than the symbol RC in eqwuation (2.1). However C is a
subset of {1, . . . , N} while L and Ir are subsets of {1, . . . , n}.

2.1.2 Dilations on RN

The underlying space RN is equipped with a family of dilations given by

λ · x = λ · (x1, . . . , xN ) =
(
λd1x1, . . . , λ

dNxN
)

(2.5)

where each dj > 0. We can restrict these dilations in equation (2.5) to each subspace RCj

and write λ ·xj =
{
λdlxl : l ∈ Cj

}
. The homogeneous dimension of the subspace RCj is then

Qj =
∑
l∈Cj

dl. Let nj : RCj → [0,∞) be a smooth homogeneous norm for this family of
dilations so that

nj(xj) ≈
∑

l∈Cj

|xl|
1/dl . (2.6)

Thus nj(λ · xj) = λnj(xj) for λ > 0. Put

B(ρ) =
{
x ∈ RN : nj(xj) < ρ, 1 ≤ j ≤ n

}
.

We use standard multi-index notation for derivatives. If γ = (γ1, . . . , γN ) ∈ NN then

∂γx =
∏N
l=1 ∂

γl
xl

and |γ| =
∑N
l=1 γl. Using the decomposition (2.2), we can also write γ =

(γ1, . . . ,γn) ∈ NC1×· · ·×NCn . When estimating derivatives ∂γx f(x) in terms of homogeneous
norms on each subspace RCj we need to use an appropriately weighted length. Thus put

[[γj ]] =
∑

l∈Cj

γldl and [[γ]] =

n∑

j=1

[[γj ]] =

N∑

l=1

γldl. (2.7)

The space of infinitely differentiable real-valued functions on RN with compact support
is denoted by C∞

0 (RN ) and the space of Schwartz functions is denoted by S(RN ). The basic
semi-norms on these spaces are given by

||ϕ||(m) = sup
x∈RN

{∣∣∂γxϕ(x)
∣∣ : |γ| ≤ m

}
for ϕ ∈ C∞

0 (RN ),

||ψ||M = sup
x∈RN

{∣∣(1 + |x|)α∂βxψ(x)
∣∣ : |α| + |β| ≤M

}
for ψ ∈ S(RN ).
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Let A be an index set. We use the following terminology from Section 4 in [NRSW12].

1) If
{
ϕα : α ∈ A

}
⊂ C∞

0 (RN ), then the family {ϕα} is normalized in terms of a function Φ ∈
C∞
0 (RN ) if there are constants C,Cm > 0 and integers pm with the following properties.

a) If the support of Φ is contained in the ball B(ρ) then the support of each ϕα is contained
in the ball B(Cρ).

b) For every m ∈ N and every α ∈ A, ||ϕα||(m) ≤ Cm||Φ||(m+pm).

2) A family {ϕα : α ∈ A} ⊂ C∞
0 (RN ) is uniformly bounded if all the members are supported

in a fixed ball B(ρ) and if there are constants Cm > 0 so that ||ϕα||(m) ≤ Cm for all α ∈ A.

3) If {ψα : α ∈ A} ⊂ S(RN ), then the family {ψα} is normalized in terms of a function
Ψ ∈ S(RN ) if there are constants CM > 0 and integers pM ∈ N so that ||ψα||[M ] ≤
CM ||Ψ||[M+pM ] for every M ∈ N.

4) A family {ψα : α ∈ A} ⊂ S(RN ) is uniformly bounded if there are constants CM > 0 so
that ||ψα||M ≤ CM for all α ∈ A.

Given the decomposition RN = RC1 ⊕· · ·⊕RCn , define an n-parameter family of dilations
by setting (λ1, . . . , λn) · x = (λ1 · x1, . . . , λn · xn). If (λ1, . . . , λn) = (2−t1 , . . . , 2−tn) with
t = (t1, . . . , tn) ∈ Rn then for f ∈ L1(RN ), we define

(f)t(x) = f(2−t1 · x1, . . . , 2
−tn · xn),

[f ]t(x) = 2−
∑n

j=1 tjQjf(2−t1 · x1, . . . , 2
−tn · xn).

(2.8)

Note that ||(f)t||L∞(RN ) = ||f ||L∞(RN ) while ||[f ]t||L1(RN ) = ||f ||L1(RN ).

2.2 Global norms

The classes P(E) and M(E) of distributions and multipliers are defined using families of

norms {N1, . . . , Nn} and dual norms {N̂1, . . . , N̂n}. These in turn are defined in terms of an
n× n matrix E = {e(j, k)}, where each entry e(j, k) ∈ (0,∞). For 1 ≤ j ≤ n set

Nj(t1, . . . , tn) = n1(t1)e(j,1) + · · · + nn(tn)e(j,n) ≈
n∑

k=1

∑

l∈Ck

|tl|
e(j,k)/dl ,

N̂j(t1, . . . , tn) = n1(t1)
1

e(1,j) + · · · + nn(tn)
1

e(n,j) ≈
n∑

k=1

∑

l∈Ck

|tl|
1/e(k,j)dl .

(2.9)

The entries of E are usually subject to certain natural constraints.8

Definition 2.1. The matrix E satisfies the basic hypothesis if :

e(j, j) = 1, for 1 ≤ j ≤ n,

e(j, l) ≤ e(j, k)e(k, l) for 1 ≤ j, k, l ≤ n.
(2.10)

In particular, 1 ≤ e(j, k)e(k, j) for 1 ≤ j, k ≤ n.

8The motivation for these constraints is discussed in Section 14 below.
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We will need to restrict the norms {Nj} to certain subspaces of RN . Thus if L =
{l1, . . . , ls} ⊂ {1, . . . , n}, we use the notation introduced on page 12 and set RL =

⊕
l∈LRCl .

For tL = (tl1 , . . . , tls) ∈ RL, and for each l ∈ L, put

Nl(tL) =
∑

m∈L

nm(tm)e(l,m).

If R = {R1, . . . , Rs} are positive real numbers and if ψ ∈ C∞
0 (RL), define ψR ∈ C∞

0 (RL) by
setting

ψR(tL) = ψ(R1 · tl1 , . . . , Rs · tls).

2.3 Classes of distributions and multipliers

Let RN = RC1 ⊕ · · · ⊕RCn , let E = {e(j, k)} be an n× n matrix satisfying (2.10), and let

{N1, . . . , Nn} and {N̂1, . . . , N̂n} be the norms and dual defined in (2.9).

Definition 2.2. A distribution K on RN belongs to the class P(E) if it satisfies the following
differential inequalities and cancellation conditions.

(a) [Differential Inequalities] Away from the origin the distribution K is given by integration
against a C∞-function K, and for every γ = (γ1, . . . ,γn) ∈ NC1 × · · · × NCn , there is a
constant Cγ so that

|∂γK(x)| ≤ Cγ

n∏

j=1

Nj(x)−(Qj+[[γj ]]).

(b) [Cancellation Conditions] Let L = {l1, . . . , lr} and M = {m1, . . . ,ms} be any pair of
complementary subsets of {1, . . . , n}, let R = {R1, . . . , Rs} be any positive real numbers,
and let ψ ∈ C∞

0 (RM ) have support in the unit ball. Define a distribution Kψ,R on RL by
setting 〈

Kψ,R, ϕ
〉

=
〈
K, ϕ⊗ ψR

〉

for every ϕ ∈ C∞
0 (RL). Then Kψ,R uniformly satisfies the analogue of the estimates

in (a) on the space RL: precisely, this means that away from the origin of RL the dis-
tribution Kψ,R is given by integration against a smooth function Kψ,R and for every
γ = (γl1 , . . . ,γlr ) ∈ NCl1 × · · · × NClr there is a constant C′

γ depending only on the
constants {Cγ} in (a) and the norms {||ψ||(m)} (but independent of R) so that

∣∣∂γKψ,R(x)
∣∣ ≤ C′

γ

r∏

t=1

Nlt(xL)−(Qlt+[[γlt
]]).

In particular, if L = ∅ then |
〈
K, ψR

〉
| is bounded independently of R.

Remark 2.3. Since Nj(x)−[[γj ]] ≤ |xj |
−[[γj ]], it follows that a distribution K ∈ P(E) is a

product kernel on RN =
⊕n

j=1 R
Cj in the sense of [NRS01]. (The cancellation conditions

follow from the Fourier transform characterization. See [NRS01], Remark 2.16.) However,
the distributions in P(E) are in general more regular; they are singular only at the origin.

Definition 2.4. If m ∈ C∞(RN \ {0}) then m belongs to the class of multipliers M(E) if for
every γ = (γ1, . . . ,γn) ∈ NC1 × · · · × NCn there is a constant Cγ so that

|∂γm(ξ)| ≤ Cγ

n∏

j=1

N̂j(ξ)−[[γj ]].
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We shall see in Lemma 7.3 that unless e(j, k) = e(j, l)e(l, k) for all j, k, l ∈ {1, . . . , n},
the distribution K ∈ P(E) is integrable at infinity. We are primarily interested in the local
behavior of these kernels and the following restricted classes of distributions and multipliers.

Definition 2.5. Let |x| denote the usual Euclidean norm of a vector x ∈ RN .

(a) A distribution K on RN belongs to the class P0(E) if it belongs to the class P(E) and away
from the origin it is given by a smooth function K satisfying the differential inequalities

∣∣∂γxK(x)
∣∣ ≤ CM,γ

n∏

j=1

Nj(x)(Qj+[[γj ]])
(
1 + |x|

)−M
(2.11)

for every multi-index γ = (γ1, . . . ,γn) ∈ NC1 × · · · × NCn and every M ≥ 0 . Moreover
the quotient distributions Kψ,R defined in part (b) of Definition 2.2 satisfy

∣∣∂γKψ,R(x)
∣∣ ≤ DM,γ

(
1 + |x|

)−M r∏

t=1

NL
lt (xL)−(Qlt+[[γlt

]]). (2.12)

(b) A function m ∈ C∞(RN ) belongs to M∞(E) if there is a constant Cγ so that

∣∣∣∂γξm(ξ)
∣∣∣ ≤ Cγ

n∏

j=1

(
1 + N̂j(ξ)

)−[[γj ]]

for every multi-index γ = (γ1, . . . ,γn) ∈ NC1 × · · · × NCn.

We will see in Section 4 below that the multipliers m ∈ M∞(E) are precisely the Fourier
transforms of the distributions K ∈ P0(E), and conversely, that distributions K ∈ P0(E) are
the inverse Fourier transforms of multipliers m ∈ M∞(E). The family of norms

|K|M =
∑

|γ|,|γ′|≤M

inf
{
CM,γ +DM,γ′ : (2.11) and (2.12) hold

}
(2.13)

with M ∈ N induces a Fréchet space topology on the space P0(E).

3 Marked partitions and decompositions of RN

3.1 Dominant terms in Nj(t) and N̂j(t)

To study the kernels and multipliers introduced in Section 2, we need to partition the space
RN into regions where the norms Nj(t) =

∑n
k=1 nk(tk)e(j,k) or N̂j(t) =

∑n
k=1 nk(tk)1/e(k,j)

are comparable to a single term nk(tk)e(j,k) or nk(tk)1/e(k,j) . We begin by introducing the
notion of strict dominance and A-dominance.

Definition 3.1. Let A ≥ 1.

(a) Let t ∈ B(1). The term tk is A-dominant in Nj(t) if nl(tl)
e(j,l) <

[
Ank(tk)

]e(j,k)
for

every l 6= k. The term tk is strictly dominant in Nj(t) if we can take A = 1.

(b) Let t ∈ B(1)c. The term tk is A-dominant in N̂j(t) if nl(tl)
1/e(l,j) <

[
Ank(tk)

]1/e(k,j)

for every l 6= k. The term tk is strictly dominant in N̂j(t) if we can take A = 1.
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Remarks 3.2.

1) If t ∈ B(1) and if tk is A-dominant in Nj(t) then Nj(t) ≈ nk(tk)e(j,k) where the implied
constant depends only on A, E, and n.

2) If t ∈ B(1)c and if tk is A-dominant in N̂j(t) then N̂j(t) ≈ nk(t)1/e(k,j) where the implied
constant depends only on A, E, and n.

3) If t ∈ B(1)c then each N̂j(t) ≥ 1.

4) If t ∈ B(1)c and if tk is A-dominant in any N̂j(t) then Ank(tk) > 1.

The following is a simple but key fact about dominance.

Proposition 3.3. Suppose the matrix E satisfies the basic hypothesis (2.10).

(a) Let t ∈ B(1). If tk is A-dominant in Nj(t) then tk is also A-dominant in Nk(t). In
particular, if tk is strictly dominant in Nj(t), then tk is strictly dominant in Nk(t).

(b) Let t ∈ B(1)c. If tk is A-dominant in N̂j(t) then tk is also A-dominant in N̂k(t). In

particular if tk is strictly dominant in N̂j(t) then tk is also strictly dominant in N̂k(t).

Proof. Let t ∈ B(1) and A ≥ 1. By the basic hypothesis, e(k, l) ≥ e(j, l)/e(j, k), and since
nl(tl) ≤ 1 it follows that nl(tl)

e(k,l) ≤ nl(tl)
e(j,l)/e(j,k) . If tk is A-dominant in Nj(t) and if

l 6= k, then nl(tl)
e(j,l) <

[
Ank(tk)

]e(j,k)
, and so

nl(tl)
e(k,l) ≤ nl(tl)

e(j,l)/e(j,k) < Ank(tk).

Thus tk is A-dominant in Nk(t). On the other hand, if t ∈ B(1)c and tk is A-dominant in

N̂j(t), then every l 6= k we have nl(tl)
1/e(l,j) < [Ank(tk)]1/e(k,j) . Since e(l, j) ≤ e(l, k)e(k, j)

and Ank(tk) > 1 we have

nl(tl)
1/e(l,k) =

[
nl(tl)

1/e(l,j)
]e(l,j)/e(l,k)

<
[
Ank(tk)

]e(l,j)/e(l,k)e(k,j)
≤ Ank(tk).

Thus tk is A-dominant in N̂k(t).

3.2 Marked partitions and the sets ES and ÊS

The notion of strict dominance allows us to decompose (up to a closed set of measure
zero) the ball B(1) =

{
t ∈ RN : nj(tj) ≤ 1

}
into sets where one term in each Nj is strictly

dominant. The same is true for the complement B(1)c and the norms N̂j . The decomposition
depends on the notion of a marked partition.

Definition 3.4.

(a) A marked partition S =
{

(I1, k1); . . . ; (Is; ks)
}

of the set {1, . . . , n} is a collection
{I1, . . . , Is} of disjoint non-empty subsets of {1, . . . , n} such that

⋃s
r=1 Ir = {1, . . . , n},

together with a choice of a particular element kr ∈ Ir in each subset.

(b) The partition S0=
{

({1}, 1); . . . ; ({n}, n)
}
is called the principal partition of {1, . . . , n}.

(c) Any marked partition S =
{

(I1, k1); . . . ; (Is; ks)
}
with s < n is called a non-principal

partition.



17

(d) The set of all marked partitions of {1, . . . , n} is denoted by S(n).

We want to associate a unique marked partition to every point t ∈ RN , but to do this we
need to exclude the closed set of measure zero where two different terms in Nj(t) or N̂j(t)
can be equal. Let

Ξ =
{
t ∈ RN :

(
∃j

)(
∃l 6= m

)
nl(tl)

e(j,l) = nm(tm)e(j,m) or nl(tl)
1/e(l,j) = nm(tm)1/e(m,j)

}
.

The set Ξ is closed and has measure zero, and RN \ Ξ is dense in RN . Note that if t /∈ Ξ, all

the summands in Nj(t) and N̂j(t) are distinct.
We associate to every point t ∈ RN \ Ξ a marked partition S(t) ∈ S(n). There are two

cases, depending on whether the point t belongs to B(1) or to B(1)c.

Case 1: If t ∈ B(1) \ Ξ then for every j the terms n1(t1)e(j,1), . . . , nn(tn)e(j,n) in Nj(t) are
distinct. Thus for each j ∈ {1, . . . , n} there exists a unique integer k(j) ∈ {1, . . . , n} such
that tk(j) is strictly dominant in Nj(t). Let {k1, . . . , ks} be the set of distinct integers k(j)
which arise in this way. For 1 ≤ r ≤ s set

Ir =
{
j ∈ {1, . . . , n} : tkr is strictly dominant in Nj(t)

}
.

Every j belongs to a unique Ir since there is only one term in Nj(t) which is dominant, and
according to Proposition 3.3, we have kr ∈ Ir. Thus S(t) =

{
(I1, k1); . . . ; (Is, ks)

}
∈ S(n).

Case 2: If t ∈ B(1)c \ Ξ, the terms n1(t1)1/(1,j), . . . , nn(tn)1/e(n,j) in N̂j(t) are distinct,
and again for each j there exists a unique integer k(j) ∈ {1, . . . , n} such that tk(j) is strictly

dominant in N̂j(t). Let {k1, . . . , ks} be the set of distinct integers that arise, and again set

Ir =
{
j ∈ {1, . . . , n} : tkr is strictly dominant in N̂j(t)

}
.

We have kr ∈ Ir by Proposition 3.3, and thus S = S(t) = {(I1, k1); . . . ; (Is, ks)} ∈ S(n).

Definition 3.5. Let S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S(n), and let A ≥ 1. Then

EAS =
{
t = (t1, . . . , tn) ∈ B(1) : ∀r ∈ {1, . . . , s}, ∀j ∈ Ir , tkr is A-dominant in Nj(t)

)}

=
{
t ∈ B(1) : ∀r ∈ {1, . . . , s}, ∀j ∈ Ir, ∀l 6= kr,nl(tl)

e(j,l) <
[
Ankr (tkr )

]e(j,kr) }
.

ÊAS =
{
t = (t1, . . . , tn) ∈ B(1)c : ∀r ∈ {1, . . . , s}, ∀j ∈ Ir, tkr is A-dominant in N̂j(t)

)}

=
{
t ∈ B(1)c : ∀r ∈ {1, . . . , s}, ∀j ∈ Ir, ∀l 6= kr,nl(tl)

1/e(l,j) <
[
Ankr (tkr )

]1/e(kr ,j)}
.

When A = 1 we write E1
S = ES and Ê1

S = ÊS.

Proposition 3.6. The set EAS and ÊAS are open. Moreover,

B(1) \ Ξ =
⋃

S∈S(n)

ES , B(1)c \ Ξ =
⋃

S∈S(n)

ÊS .

If A > 1 then

B(1) ⊂
⋃

S∈S(n)

EAS , B(1)c ⊂
⋃

S∈S(n)

ÊAS .

Proof. The first line follows from the construction of ES and ÊS . The second line follows
since the closure of RN \Ξ is all of RN , and if A > 1 then EAS is an open neighborhood of the

closure of ES , and ÊAS is an open neighborhood of the closure of ÊS .
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3.3 Characterizing the sets EA
S and ÊA

S

Let S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S(n). The definitions of the sets EAS and ÊAS involve

inequalities between the norms nj(tj) and nkr (tkr ) for all r ∈ {1, . . . , s} and all j 6= kr.
In this section we show that the sets are characterized by a smaller number of inequalities
relating, for given r, nkr (tkr ) to nj(tj) only for j ∈ Ir ∪ {k1, . . . , ks}.

Definition 3.7. Let
{

(I1, k1); . . . ; (Is, ks)
}
∈ S(n). For 1 ≤ r ≤ s and 1 ≤ l ≤ n set

σS(kr , l) = min
j∈Ir

e(j, l)

e(j, kr)
, τS(l, kr) = min

j∈Ir

e(l, j)

e(kr, j)
.

Proposition 3.8. Suppose that the matrix E = {e(j, k)} satisfies the basic hypothesis (2.10)
and that S =

(
(I1, k1); . . . ; (Is, ks)

)
∈ S(n).

(a) If 1 ≤ r ≤ s and if l ∈ Ir then

σS(kr, l) = e(l, kr)
−1, τS(l, kr) = e(kr, l)

−1.

(b) Let 1 ≤ r, p ≤ s. If m ∈ Ip then

σS(kr,m) ≥ σS(kr , kp)σS(kp,m), τS(m, kr) ≥ τS(m, kp)τS(kp, kr).

Proof. It suffices to prove the statements about σS ; the statements about τS follow in the same
way. If l ∈ Ir we can take j = l in the definition of σS(kr, l) to see that σS(kr, l) ≤ e(l, kr)

−1.
On the other hand it follows from the basic assumption (2.10) that e(j, l)/e(j, kr) ≥ e(l, kr)

−1

for any l, and this gives the opposite inequality and establishes the first equality in (a).
Next let m ∈ Ip. Then using (a) and the basic hypothesis, if j0 ∈ Ir

σS(kp,m)σS(kr , kp) = e(m, kp)
−1σS(kr , kp) = e(m, kp)

−1 min
j∈Ir

e(j, kp)

e(j, kr)

≤ e(m, kp)
−1 e(j0, kp)

e(j0, kr)
≤
e(j0,m)

e(j0, kr)
.

Taking the minimum over j0 ∈ Ir it follows that σS(kr,m) ≥ σS(kr, kp)σS(kp,m), which
establishes the first inequality in (b) and completes the proof.

Lemma 3.9. Let S =
(
(I1, k1); . . . ; (Is, ks)

)
∈ S(n).

(a) Let t ∈ B(1). If t ∈ EAS then for every r ∈ {1, . . . , s}

nkr (tkr ) > A−1nj(tj)
1/e(j,kr) = A−1nj(tj)

σS(kr,j) ∀j ∈ Ir , j 6= kr, and

nkr (tkr ) > A−1nkp(tkp)σS(kr ,kp) ∀p ∈ {1, . . . , s}, p 6= r.
(3.1)

Conversely, if t ∈ B(1) satisfies (3.1) then t ∈ EA
η

S where η is a constant that depends
only on the matrix E.

(b) Let t ∈ B(1)c. If t ∈ ÊAS then for every r ∈ {1, . . . , s}

nkr (tkr ) > A−1nj(tj)
e(kr ,j) = A−1nj(tj)

1/τS(j,kr) ∀j ∈ Ir, j 6= kr, and

nkr (tkr ) > A−1nkp(tkp)1/τS(kp,kr) ∀p ∈ {1, . . . , s}, p 6= r.
(3.2)

Conversely, if t ∈ B(1)c satisfies (3.2) then t ∈ EA
η

S where η is a constant that depends
only on the matrix E.
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Letting A = Aη = 1, we obtain the following characterization of the sets ES and ÊS .

Corollary 3.10. Let S =
(
(I1, k1); . . . ; (Is, ks)

)
∈ S(n).

(a) If t ∈ B(1) then t ∈ ES if and only if

nkr (tkr ) > nj(tj)
1/e(j,kr) = nj(tj)

σS(kr ,j) for every j ∈ Ir with j 6= kr, and

nkr (tkr ) > nkp(tkp)σS(kr ,kp) for every p ∈ {1, . . . , s} with p 6= r.

(b) If t ∈ B(1)c then t ∈ ÊS if and only if

nkr (tkr ) > nj(tj)
e(kr ,j) = nj(tj)

1/τS(j,kr) for every j ∈ Ir with j 6= kr, and

nkr (tkr ) > nkp(tkp)1/τS(kp,kr) for every p ∈ {1, . . . , s} with p 6= r.

Proof of Lemma 3.9.

If t ∈ B(1) then t ∈ EAS if and only if nkr (tkr ) > A−1nl(tl)
e(j,l)/e(j,kr ) for 1 ≤ r ≤ s, for

l 6= kr, and for all j ∈ Ir. But since nl(tl) ≤ 1 this is equivalent to saying that

nkr(tkr ) > A−1 max
j∈Ir

nl(tl)
e(j,l)/e(j,kr) = A−1nl(tl)

minj∈Ir e(j,l)/e(j,kr) = A−1nl(tl)
σS(kr ,l),

and this establishes both inequalities in (3.1). To prove the converse, let l ∈ {1, . . . , n} with
l 6= kr. Then there exists an index p ∈ {1, . . . , s} so that l ∈ Ip, and by the first inequality
in (3.1) it follows that nl(tl)

σS(kp,l) < Ankp(tkp). On the other hand, the second inequality

in (3.1) says that nkp(tkp)σS(kr,kp) ≤ Ankr (tkr ). Also, Proposition 3.8, part (b) says that
σS(kr, l) ≥ σS(kr, kp)σS(kp, l). Since nl(tl) < 1, it follows that

nl(tl)
σS(kr ,l) ≤ nl(tl)

σS(kp,l)σS(kr ,kp) <
[
Ankp(tkt)

]σS(kr,kp)
< A1+σS(kr,kp)nkr (tkr ).

But then if j ∈ Ir and l 6= kr,

nl(tl)
e(j,l) =

[
nl(tl)

e(j,l)/e(j,kr)
]e(j,kr)

≤ nl(tl)
σS(kr ,l)e(j,kr) <

[
A(1+σS(kr ,kp))nkr (tkr )

]e(j,kr)

≤
[
Aηnkr (tkr )

]e(j,kr)

where we take η = 1 + supr,p σS(kr, kp) + supr,p τS(kp, kr)
−1. This shows that tkr is Aη-

dominant in Nj(t), and completes the proof of (a).

The proof of (b) is very similar. Suppose that t ∈ B(1)c. Then t ∈ ÊAS if and only if
nkr (tkr ) > A−1 nl(tl)

e(kr ,j)/e(l,j) for 1 ≤ r ≤ s, for l 6= kr, and for all j ∈ Ir. Suppose first
that nl(tl) ≥ 1. In this case it follows that

nkr (tkr ) > A−1 max
j∈Ir

nl(tl)
e(kr ,j)/e(l,j)

= A−1nl(tl)
maxj∈Ir e(kr ,j)/e(l,j) = A−1nl(tl)

1/τS(l,kr).

On the other hand, if nl(tl) < 1 then we still have nkr (tkr ) > A−1nl(tl)
1/τS(l,kr) since

nkr (tkr ) > A−1 by Remarks 3.2. In either case, this establishes both inequalities of (3.2). To
prove the converse, let l ∈ {1, . . . , n} with l 6= kr. If nl(tl) < 1, then since nkr (tkr ) > A−1 it

follows that nl(tl)
1/e(l,j) < 1 <

[
Ankr (tkr )

]1/e(kr ,j)
. If nl(tl) ≥ 1. There exists p ∈ {1, . . . , s}

so that l ∈ Ip, and by the first inequality in (3.2) it follows that nl(tl)
1/τS(l,kp) < Ankp(tkp).

On the other hand, the second inequality in (3.2) says that nkp(tkp) ≤ AτS(kp,kr) nkr(tkr ).
Also, Proposition 3.8, part (b) says that τS(l, kr) ≥ τS(l, kp)τS(kp, kr). It follows that

nl(tl)
1/τS(l,kr) ≤ nl(tl)

1/τS(l,kp)τS(kp,kr) <
[
Ankp(tkp)

]1/τS(kp,kr)
< A1+1/τS(kp,kr)nkr (tkr ).
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If j ∈ Ir and l 6= kr,

nl(tl)
1/e(l,j) ≤

[
nl(tl)

1/τS(l,kr)
]1/e(kr ,j)

<
[
A1+1/τS(kp,kr)nkr (tkr )

]1/e(kr ,j)
.

Thus in all cases we have nl(tl)
1/e(kr ,l) <

[
Aη nkr(tkr )

]1/e(kr ,j)
, and this says that tkr is

Aη-dominant in N̂j(t), which completes the proof of (b) and of Lemma 3.9.

3.4 Estimates of kernels and multipliers on ES and ÊS

The differential inequalities for kernels and multipliers take simpler forms on the sets
ES and ÊS . First consider the principal marked partition S0 =

{
({1}, 1); . . . ; ({n}, n)

}
. If

x ∈ B(1) ∩ ES0 then Nk(x) ≈ nk(xk), and if ξ ∈ ÊS0 then N̂k(ξ) ≈ nk(ξk). Thus the
differential inequalities for K ∈ P(E) and m ∈ M(E) take the following form on the sets ES0

and ÊS0 :

x ∈ ES0 =⇒
∣∣∂γK(x)

∣∣ ≤ Cγ

n∏

k=1

nk(xk)−(Qk+[[γk]]),

ξ ∈ ÊS0 =⇒
∣∣∂γm(ξ)

∣∣ ≤ Cγ

n∏

k=1

nk(ξk)−[[γk]].

Note that these are precisely the differential inequalities satisfied by product kernels or product
multipliers on RN =

⊕n
j=1 R

Cj . (See [NRS01], page 34 and page 37.) Thus although a
distribution K ∈ P(E) is pseudo-local, if the set ES0 6= ∅ the function K satisfies nothing
better than the estimates for a product kernel on this set.

We have the following extension for non-empty sets ES and ÊS .

Proposition 3.11. Let S =
{

(I1, k1); . . . ; (Is; ks)
}
∈ S(n).

(a) If ES∩B(1) 6= ∅, if K ∈ P(E), and if K ∈ C∞(RN \{0}) is the associated smooth function,
then for every γ = (γ1, . . . ,γn), there is a constant Cγ so that for x ∈ ES ∩ B(1) the
inequality in Definition 2.2, part (a) is equivalent to

|∂γK(x)| ≤ Cγ

s∏

r=1

nkr (xkr )−
∑

j∈Ir
e(j,kr)(Qj+[[γj ]]).

(b) If ÊS ∩ B(1)c 6= ∅ and if m ∈ M(E) then for every γ = (γ1, . . . ,γn) there is a constant

Cγ so that for ξ ∈ ÊS the inequality in Definition 2.4 is equivalent to

|∂γm(ξ)| ≤ Cγ

s∏

r=1

nkr(ξkr )−
∑

j∈Ir
e(j,kr)[[γj ]].

Proof. If x ∈ ES , then Nj(x) ≈ nkr(xkr )e(j,kr) for every j ∈ Ir. Thus if x ∈ ES

|∂γK(x)| ≤ Cγ

n∏

j=1

Nj(x)−(Qj+[[γj ]]) ≈ Cγ

s∏

r=1

∏

j∈Ir

nkr(xkr )−e(j,kr)(Qj+[[γj ]]).

This establishes part (a), and again part (b) is done the same way.
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3.5 A coarser decomposition of RN associated to S ∈ S(n)

Proposition 3.11 suggests that, on each non-empty set ES , a kernel K ∈ P0(E) satisfies
the same differential inequalities of a product kernel adapted to a coarser decomposition of
RN depending on S and, in a similar way, that on each non-empty set ÊS , a multiplier
m ∈ M∞(E) behaves like a product multiplier.

For each 1 ≤ r ≤ s we gather the coordinates {tj : j ∈ Ir} into a single subspace as
discussed on page 12. Thus for 1 ≤ r ≤ s set

RIr =
⊕

j∈Ir

RCj (3.3)

so that RN = RI1 ⊕ · · · ⊕ RIs . Note that if s < n, this decomposition is strictly coarser than
the original decomposition RN = RC1 ⊕ · · · ⊕ RCn . If t ∈ RN write t = (tI1 , . . . , tIS ) where
tIr =

{
tj : j ∈ Ir

}
.

Next we introduce two new families of dilations xIr → λ ·S xIr and ξIr → λ ·̂S ξIr on each
component RIr . These should have the property that if x ∈ ES then the associated norm of
xIr should be comparable to nkr (xkr ), and if ξ ∈ ÊS , then the associated norm of ξIr should
be comparable to nkr(ξkr ). Recall from Corollary 3.10 that

x ∈ ES =⇒ nj(xj)
1/e(j,kr) < nkr (xr)

ξ ∈ ÊS =⇒ nj(ξj)
e(kr ,j) < nkr (ξkr ),

(3.4)

and from Proposition 3.8 that if j ∈ Ir then e(j, kr) = σS(kr, j)
−1 and e(kr, j) = τ(j, kr)

−1.

Definition 3.12. Let S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S(n).

(a) If x = (xI1 , . . . ,xIs) ∈ RN with xIr =
{
xj : j ∈ Ir} ∈ RIr set

λ ·S xIr =
(
λe(j,kr) · xj : j ∈ Ir

)
=

(
λ1/σS(kr,j) · xj : j ∈ Ir

)
.

Let nS,r be a smooth homogeneous norm on RIr for this dilation.

(b) If ξ = (ξI1 , . . . , ξIs) ∈ RN with ξIr =
{
ξj : j ∈ Ir

}
let

λ ·̂S ξIr =
(
λ1/e(kr ,j) · ξj : j ∈ Ir

)
=

(
λτS(j,kr) · ξj : j ∈ Ir

)
.

Let n̂S,r be a smooth homogeneous norm on RIr for this dilation.

Observe that
nS,r(xIr ) ≈

∑

j∈Ir

nj(xj)
1/e(j,kr) =

∑

j∈Ir

nj(xj)
σS(kr ,j),

n̂S,r(ξIr ) ≈
∑

j∈Ir

nj(ξj)
e(kr ,j) =

∑

j∈Ir

nj(ξj)
1/τS(j,kr),

(3.5)

and that the homogeneous dimensions of RIr under the dilations λ·S and λ ·̂S are given by

QS,r =
∑

j∈Ir

Qje(j, kr) =
∑

j∈Ir

QjσS(kr, j)
−1,

Q̂S,r =
∑

j∈Ir

Qje(kr, j)
−1 =

∑

j∈Ir

QjτS(j, kr).
(3.6)
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Moreover, it follows directly from and (2.9) and (3.5) that, for 1 ≤ r ≤ s,

nS,r(tIr ) . N̂kr(t),

n̂S,r(tIr ) . Nkr(t),
(3.7)

for all t ∈ RN .

4 Fourier transform duality of kernels and multipliers

In this section we show that the Fourier transforms of kernels K ∈ P0(E) are multipliers
m ∈ M∞(E), and conversely, that the inverse Fourier transform of multipliers m ∈ M∞(E)
are kernels K ∈ P0(E). Such results are well known for Calderón-Zygmund kernels and
multipliers, and more generally, for product kernels and product multipliers or for flag kernels
and flag multipliers. (See [NRS01] for details.)

4.1 Fourier transforms of multipliers

Let m ∈ L∞(RN ) and let K = m̂ be its Fourier transform in the sense of tempered
distributions. Thus if ϕ ∈ S(RN ) we have

〈
K, ϕ

〉
=

〈
m, ϕ̂

〉
=

∫
RN m(ξ)ϕ̂(ξ) dξ. Let χ ∈

C∞
0 (RN ) be identically equal to one in a neighborhood of the origin, and let χǫ(ξ) = χ(ǫξ).

Then
〈
K, ϕ

〉
=

∫

RN

m(ξ)ϕ̂(ξ) dξ = lim
ǫ→0

∫

RN

χǫ(ξ)m(ξ)ϕ̂(ξ) dξ = lim
ǫ→0

〈
χ̂ǫm,ϕ

〉

so K = limǫ→0 χ̂ǫm in the sense of distributions. Thus in making estimates of the Fourier
transform m̂, we can assume that m has compact support (and hence can freely integrate
by parts) provided that we do not use any information about the size of this support in our
estimates.

Theorem 4.1. Let m ∈ M∞(E). Then the Fourier transform m̂ is a distribution K belonging
to the class P0(E).

Proof. Assume as discussed above that m has compact support. The Fourier transform is
given by K(x) = m̂(x) =

∫
RN e

2πi〈x,ξ〉m(ξ) dξ, and for every γ ∈ NN

∂γK(x) = (2πi)|γ|
∫

RN

e2πi〈x,ξ〉 ξγ m(ξ) dξ. (4.1)

To show that K = m̂ ∈ P0(E), we must verify the differential inequalities of Definition 2.2
and Definition 2.5 as well as the the cancellation conditions of Definition 2.2. We begin with
the differential inequalities.

If γ ∈ NC1 × · · · ×NCn and M ≥ 0, we must show that there are constants Cγ , Cγ,M > 0
(independent of the support of m) so that

∣∣∂γK(x)
∣∣ ≤ Cγ

n∏

j=1

Nj(x)−(Qj+[[γj ]]) if x ∈ B(1),

∣∣∂γK(x)
∣∣ ≤ Cγ,M (1 + |x|)−M if x /∈ B(1),

(4.2)

where |x| is the ordinary Euclidean norm of x ∈ RN .
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The second inequality in (4.2) follows from a standard integration by parts. Let ∆ denote
the ordinary Laplace operator. Then

∫

RN

e2πi〈x,ξ〉 ξγ m(ξ) dξ = (4π2|x|)−2M

∫

RN

(−∆ξ)M
[
e2πi〈x,ξ〉

]
ξγ m(ξ) dξ

= (4π2|x|)−2M

∫

RN

e2πi〈x,ξ〉 (−∆ξ)M [ξγ m(ξ)] dξ.

If M is large enough,
∣∣∆M

ξ [ξγ m(ξ)]
∣∣ ≤ CM

(
1 + |ξ|

)−N−1
, so the last integral converges

absolutely independently of the support of m.
We turn to the heart of the matter which is the first estimate in (4.2). Suppose that

x ∈ B(1) ∩ ES where S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S(n). By (3.4), for 1 ≤ r ≤ s, if j ∈ Ir we

have

Nj(x) ≈ nkr(xkr )e(j,kr) ≈ nS,r(xIr ), (4.3)

where nS,r(xIr ) ≈
∑
j∈Ir

nj(xj)
1/e(j,kr) is the norm defined in (3.5). Hence, for x ∈ B(1)∩ES ,

the estimate (4.2) is equivalent to the estimate

∣∣∂γK(x)
∣∣ .

s∏

r=1

nkr (xkr )−
∑

j∈Ir
e(j,kr)(Qj+[[γj ]]), (4.4)

which, by (4.3), may also be interpreted as the differential inequality of a product kernel for
the decomposition RN = RI1⊕· · ·⊕RIs with the dilations ·S such that λ·SxIr =

{
λe(j,kr) ·xj :

j ∈ Ir
}

.
To obtain (4.4) we adapt the standard method used for proving that product kernels and

multipliers are related via the Fourier transform, cf. Theorem 2.1.11 in [NRS01]. This consists
in splitting the Fourier integral (4.1) into 2s regions depending on whether nS,r(ξIr ) is larger
or smaller9 than nkr (xkr )−1 for 1 ≤ r ≤ s. For any r, we take advantage of the smallness of
the domain of integration if we are considering nS,r(ξIr ) < nkr(xkr )−1, while we integrate by
parts in ξkr in the other case10.

Let ϕ0 and ϕ1 be smooth functions on the positive half-line with ϕ0(t) + ϕ1(t) ≡ 1,
ϕ0(t) ≡ 1 for t ≤ 1

2 and ϕ0(t) ≡ 0 for t ≥ 2. For ǫ = (ǫ1, . . . , ǫs) ∈ {0, 1}s set

mǫ(ξ) = m(ξ)

s∏

r=1

ϕǫr
(
nS,r(ξIr )nkr (xkr )

)
,

Kǫ(x) =

∫

RN

e2πi〈x,ξ〉mǫ(ξ) dξ.

Note that m(ξ) =
∑

ǫ∈{0,1}s mǫ(ξ) and K(x) =
∑

ǫ∈{0,1}s Kǫ(x), so it will suffice to show
that

∣∣∂γKǫ(x)
∣∣ .

s∏

r=1

nkr (xkr )−
∑

j∈Ir
e(j,kr)(Qj+[[γj ]]). (4.5)

9It may seem strange that we measure the size of ξIr with nS,r(ξIr ) instead of n̂s,r(ξIr ). The point is that

we have estimates of derivatives of m in terms of N̂kr (ξ) and we want a bound from below on this quantity
that involves a norm on RIr . By (3.7), we need to use nS,r(ξIr ).

10 We are not claiming that m is a product multiplier for the coarser decomposition. If it were so, the
estimate

∣∣∂γK(x)
∣∣ .

s∏

r=1

nS,r(xIr )
−

∑
j∈Ir

e(j,kr)(Qj+[[γj ]]),

would hold for every x ∈ RN , which is not true. Also notice that formula (4.6) below, which gives a differential
inequality typical of a product multiplier, only holds for derivatives in the ξkr

.
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Since m ∈ M(E), and since N̂kr (ξ) & nS,r(ξIr ) by (3.7), we have

∣∣∂δk1

ξk1

· · · ∂
δks

ξks
m(ξ)

∣∣ .
s∏

r=1

N̂kr (ξ)−[[δkr ]] .

s∏

r=1

nS,r(ξIr )−[[δkr ]]. (4.6)

Since nS,r(ξIr ) is homogeneous of degree one under the dilations λ ·S ξIr , and since e(kr, kr) =

1, it follows from Proposition 15.1 in Appendix II that
∣∣∂γξkr

nS,r(ξIr )
∣∣ ≤ CγnS,r(ξIr )1−[[γ]] for

all multi-indices γ,. Using the chain rule, we see that ∂
δkr

ξkr

[
ϕǫr

(
nS,r(ξIr )nkr (xkr )

)]
is a sum

of terms of the form

ϕ(m)
ǫr

(
nS,r(ξIr )nkr (xkr )

)
nkr (xkr )m ∂α1

ξkr
nS,r(ξIr ) · · ·∂αm

ξkr
nS,r(ξIr )

where 1 ≤ m ≤ |δkr | and α1 + · · · + αm = δkr . Since nkr (xkr ) ≈ nS,r(ξIr )−1 on the support

of ϕ
(m)
ǫr , m ≥ 1, it follows that

∣∣∣ϕ(m)
ǫr

(
nS,r(ξIr )nkr (xkr )

)
nkr (xkr )m ∂α1

ξkr
nS,r(ξIr ) · · ·∂αm

ξkr
nS,r(ξIr )

∣∣∣ . nS,r(ξIr )−[[δkr ]].

Combining these estimates gives
∣∣∂δk1

ξk1

· · · ∂
δks

ξks
mǫ(ξ)

∣∣ ≤ Cδ

∏s
r=1 nS,r(ξIr )−[[δkr ]].

Now for each ǫ = (ǫ1, . . . , ǫs) ∈ {0, 1}s let A(ǫ) = {r ∈ {1, . . . , s} : ǫr = 1}. Note that mǫ

is supported where

nS,r(ξIr ) ≤ 2nkr(xkr )−1 if r /∈ A(ǫ),

nS,r(ξIr ) ≥
1

2
nkr (xkr )−1 if r ∈ A(ǫ).

Choose δ = (δ1, . . . , δn) ∈ NC1 × · · · × NCn with δj = 0 unless j = kr for some r ∈ A(ǫ). If
r ∈ A(ǫ), we will choose the entries of each δkr = (δkr ,1, . . . , δkr ,ckr ) to be much larger than
the corresponding entries of γkr = (γkr ,1, . . . , γkr ,ckr ). Using (4.1) we integrate by parts to
obtain

( ∏

r∈A(ǫ)

x
δkr

kr

)
∂γxKǫ(x) = (2πi)|γ|

∫

RN

( ∏

r∈A(ǫ)

x
δkr

kr

)
e2πi〈x,ξ〉ξγmǫ(ξ) dξ

= (2πi)|γ|−|δ|

∫

RN

[ ∏

r∈A(ǫ)

∂
δkr

ξkr

](
e2πi〈x,ξ〉

)
ξγmǫ(ξ) dξ

= (−1)|δ|(2πi)|γ|−|δ|

∫

RN

e2πi〈x,ξ〉
[ ∏

r∈A(ǫ)

∂
δkr

ξkr

](
ξγmǫ

)
(ξ) dξ.

(4.7)

The product rule shows that
[∏

r∈A(ǫ) ∂
δkr

ξkr

](
ξγmǫ

)
(ξ) can be written as a finite sum of terms

of the form ( ∏

r∈A(ǫ)

∂
µkr

ξkr

)[
ξγ

] ( ∏

r∈A(ǫ)

∂
δkr−µkr

ξkr

)[
mǫ

]
(ξ) (4.8)

where µ = (µ1, . . . ,µn) ≤ (δ1, . . . , δn). The first factor is zero if the entries of µkr are
larger than the corresponding terms γkr . Thus our choice of δkr guarantees that the entries
of δkr − µkr are large enough to make the integrals below converge independently of the
compact support of m. Note that µj = 0 unless j = kr for some r ∈ A(ǫ). Then

( ∏

r∈A(ǫ)

∂
µkr

ξkr

)[
ξγ

]
= Cµ,γ

∏

r∈A(ǫ)

( ∏

j∈Ir

ξ
γj−µj

j

) ∏

r/∈A(ǫ)

( ∏

j∈Ir

ξ
γj

j

)



25

According to (4.6) we also have
∣∣∣
( ∏

r∈A(ǫ)

∂
δkr−µkr

ξkr

)[
mǫ

]
(ξ)

∣∣∣ ≤ Cδ,µ

∏

r∈A(ǫ)

nS,r(ξIr )−[[δkr ]]+[[µkr
]]

Thus
∣∣∣
( ∏

r∈A(ǫ)

∂
µkr

ξkr

)[
ξγ

] ( ∏

r∈A(ǫ)

∂
δkr−µkr

ξkr

)[
mǫ

]
(ξ)

∣∣∣

≤ Cδ,γ

∏

r∈A(ǫ)

nS,r(ξIr)−[[δkr
]]+[[µkr

]]

∏

r∈A(ǫ)

( ∏

j∈Ir

|ξ
γj−µj

j |
) ∏

r/∈A(ǫ)

( ∏

j∈Ir

|ξ
γj

j |
)
.

(4.9)

Now using (4.7), (4.8), and (4.9), we can estimate
∣∣( ∏

r∈A(ǫ)

x
δkr

kr

)
∂γxKǫ(x)

∣∣ by a finite sum of

terms of the form

∏

r∈A(ǫ)

[ ∫

nS,r(ξIr
)≥nkr (xkr )

−1

( ∏

j∈Ir

|ξ
γj−µj

j |
)
nS,r(ξIr )−[[δkr ]]+[[µkr

]] dξIr

]

×
∏

r/∈A(ǫ)

[ ∫

nS,r(ξIr
)<nkr (xkr )

−1

( ∏

j∈Ir

|ξ
γj

j |
)
dξIr

]
.

According to Proposition 15.3 in the appendix, this last expression is bounded by
∏

r/∈A(ǫ)

nkr (xkr )−
∑

j∈Ir
e(kr ,j)(Qj+[[γj ]])

∏

r∈A(ǫ)

nkr (xkr )−
∑

j∈Ir
e(kr ,j)(Qj+[[γj ]]−[[δr]])

=
∏

r∈A(ǫ)

nkr (xkr )[[δr]]
s∏

r=1

nkr (xkr )−
∑

j∈Ir
e(kr ,j)(Qj+[[γj ]]).

Comparing with (4.7), this shows that |∂γxK(x)| satisfies (4.4), so the kernel K satisfies the
correct differential inequalities.

We also need to verify the cancellation conditions given in Definition 2.2, part (b). Let
x = (x′,x′′) ∈ RN1 × RN2 be a decomposition of the variables into two subsets, with x′ =
(xp1 , . . . ,xpr ) and x′′ = (xq1 , . . . ,xqt). Let ψ be a normalized bump function in the x′′

variables. Then

Kψ,R(x′) =

∫

RN2

K(x′,x′′)ψ(R · x′′) dx′′

=

∫

RN

∫

RN2

e2πi<x,ξ>m(ξ)ψ(R · x′′) dx′′ dξ

=

∫

RN1

[ ∫

RN2

[∫

RN2

e2πi<x′′,ξ′′>ψ(R · x′′) dx′′

]
m(ξ′, ξ′′) dξ′′

]
e2πi<x′,ξ′> dξ′

=

∫

RN1

[∫

RN2

[
R−Q′′

ψ̂(R−1 · ξ′′)
]
m(ξ′, ξ′′) dξ′′

]
e2πi<x′,ξ′> dξ′

=

∫

RN1

e2πi<x′,ξ′>mψ,R(ξ′) dξ′

where

mψ,R(ξ′) =

∫

RN2

[
R−Q′′

ψ̂(R−1 · ξ′′)
]
m(ξ′, ξ′′) dξ′′ =

∫

RN2

ψ̂R(ξ′′)m(ξ′, ξ′′) dξ′′.
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Since ||ψ̂R||L1 is finite and independent of R, it is easy to see that mψ,R belongs to the class

M∞(N̂p1 , . . . , N̂pr ) on the space RN1 . Thus the estimates for Kψ,R follow from the same
arguments. This completes the proof of Theorem 4.1.

4.2 Fourier transforms of kernels

Theorem 4.2. Let K ∈ P0(E). Then the Fourier transform of K is a smooth function
belonging to the class M∞(E).

Proof. Suppose that K ∈ P0(E). According to Definition 2.5 we can write K = K0 +ψ where

K0 ∈ P0(E) has compact support in B(1) and ψ ∈ S(RN ). Since ψ̂ ∈ M∞(E), it suffices to

show that K̂0 ∈ M∞(E). Thus without loss of generality we can assume that K has compact
support in the ball B(1). The distribution K then acts on C∞(RN ), and in particular, we set
m(ξ) =

〈
K, exp[2πi < · , ξ >]

〉
. From general principles, this is a smooth function and

∂γξm(ξ) = (2πi)|γ|
〈
K,xγ exp[2πi < · , ξ >]

〉
= (2πi)|γ|

〈
xγK, exp[2πi < · , ξ >]

〉

= (2πi)|γ|
∫

RN

e2πi<x,ξ>xγK(x) dx.
(4.10)

Note that if |γ| ≥ 1, the distribution xγK coincides with integration against the locally
integrable function xγK(x), (see Remark 2.1.7 on page 36 of [NRS01]), and this justifies the
last equality.

We want to show
∣∣∂γξm(ξ)

∣∣ ≤ Cγ

n∏

j=1

(
1 + N̂j(ξ)

)−[[γj ]]. (4.11)

Since K has compact support, this inequality follows if ξ ∈ B(1). Thus we only need to

consider ξ ∈ B(1)c. Suppose ξ belongs to ÊS where S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S(n). Then

for j ∈ Ir, 1 + N̂j(ξ) ≈ nkr (ξkr )1/e(kr ,j) and we want to prove

∣∣∂γξm(ξ)
∣∣ ≤ Cγ

s∏

r=1

∏

j∈Ir

(
1 + N̂j(ξ)

)−[[γj ]] ≈ Cγ

s∏

r=1

nkr (ξkr )−
∑

j∈Ir
[[γj ]]/e(kr ,j). (4.12)

The proof now follows the same pattern as the proof of Theorem 4.1. To establish (4.12)
we split the integral in (4.10) into 2s regions depending on whether n̂S,r(xIr ) is larger or
smaller than nkr (ξkr )−1.

Let ϕ0 and ϕ1 be smooth functions on the positive half-line with ϕ0(t) + ϕ1(t) ≡ 1,
ϕ0(t) ≡ 1 for t near zero, and ϕ0(t) ≡ 0 for t large. For ǫ = (ǫ1, . . . , ǫs) ∈ {0, 1}s set

Kǫ(x) = K(x)

s∏

r=1

ϕǫr
(
nkr (ξkr )n̂S,r(xIr )

)
,

mǫ(ξ) =

∫

RN

e2πi〈x,ξ〉Kǫ(x) dx.

(4.13)

Note that m(ξ) =
∑

ǫ∈{0,1}s mǫ(ξ) and K(x) =
∑

ǫ∈{0,1}s Kǫ(x). Recall that n̂S,r(ξr) =∑
j∈Ir

nj(ξj)
e(kr ,j) so n̂S,r is homogeneous relative to the family of dilations {ξj ; j ∈ Ir} →

{λ1/e(kr ,j)ξj : j ∈ Ir}. It follows from Proposition 15.1 that for δkr ∈ NCkr and ǫ ∈ {0, 1}s

we have
∣∣∂δk1

xk1
· · · ∂

δks
xks

Kǫ(x)
∣∣ ≤ Cδ

n∏

j=1

Nj(x)−Qj

s∏

r=1

n̂S,r(xkr )−[[δkr ]] (4.14)



27

since e(kr, kr) = 1. Now fix ǫ ∈ {0, 1}s and let A(ǫ) = {r ∈ {1, . . . , s} : ǫr = 1}. Let
δkr ∈ Nckr . We will choose the entries of each δkr to be sufficiently large integers. Then

( ∏

r∈A(ǫ)

ξδr

kr

)
∂γξmǫ(ξ) = (−2πi)|γ|

∫

RN

( ∏

r∈A(ǫ)

ξδr

kr

)
e−2πi〈x,ξ〉xγKǫ(x) dx

= (−2πi)|γ|−|δ|

∫

RN

[ ∏

r∈A(ǫ)

∂δr
xkr

](
e−2πi〈x,ξ〉

)
xγKǫ(x) dx

= (−1)|δ|(−2πi)|γ|−|δ|

∫

RN

e−2πi〈x,ξ〉
[ ∏

r∈A(ǫ)

∂δr
xkr

](
xγKǫ

)
(x) dx.

(4.15)
The product rule shows that the derivative

[∏
r∈A(ǫ) ∂

δr
xkr

](
xγKǫ

)
(x) can be written as a

sum of terms of the form
(∏

r∈A(ǫ) ∂
µr
xkr

)(
xγ

) (∏
r∈A(ǫ) ∂

δr−µr
xkr

(
Kǫ(x)

))
. In the first factor,

the entries of µr can only be as large as the corresponding terms γr. Thus we will choose δr
to have entries much larger than those of γr so that the entries of δr − µr are large enough
to make the integrals below converge independently of the compact support of m. Then

( ∏

r∈A(ǫ)

∂µr
xkr

)(
xγ

)
= Cµ,γ

∏

r∈A(ǫ)

( ∏

j∈Ir
j 6=kr

x
γj

j

)
x
γkr

−µkr

kr

∏

r/∈A(ǫ)

( ∏

j∈Ir

x
γj

j

)

Note that e(j, l) ≤ e(j, kr)e(kr , l). Thus

Nj(x) =

n∑

l=1

|xl|
e(j,l) ≥

∑

l∈Ir

|xl|
e(j,l) ≥

∑

l∈Ir

|xl|
e(kr ,l)e(J,kr)

&
[ ∑

L∈Ir

|xl|
e(kr ,l)

]e(j,kr)
= n̂S,r(xIr )e(j,kr).

(4.16)

According to (4.14)

∣∣∣
( ∏

r∈A(ǫ)

∂δr−µr
xkr

(
Kǫ

)
(x)

)∣∣∣ ≤ Cδ,µ

n∏

j=1

Nj(x)−Qj

∏

r∈A(ǫ)

n̂S,r(xIr )−[[δr]]+[[µr]]

≤ Cδ,µ

∏

r=s

n̂S,r(xIr )−
∑

j∈Ir
Qj/e(kr ,j)

∏

r∈A(ǫ)

n̂S,r(xIr )−[[δr ]]+[[µr]].

Thus according to (4.7) and (4.16), we can estimate
∣∣(∏

r∈A(ǫ) x
δr

kr

)
∂γxKǫ(x)

∣∣ by a sum of
terms of the form

[ ∏

r/∈A(ǫ)

∫

R
Ir

n̂S,r(xIr )<nkr (ξkr
)−1

∣∣∣
∏

j∈Ir

x
γj

j

∣∣∣ n̂S,r(xIr )−
∑

j∈Ir
Qje(j,kr) dxIr

]
×

[ ∏

r∈A(ǫ)

∫

R
Ir

n̂S,r(xIr )≥nkr (ξkr
)−1

∣∣∣
( ∏

j∈Ir
j 6=kr

x
γj

j

)
x
γkr

−µkr

kr

∣∣∣ n̂S,r(xIr )−
∑

j∈Ir
Qje(j,kr)−[[δr]]+[[µr ]] dxIr

]

≈
[ ∏

r/∈A(ǫ)

∫

R
Ir

n̂S,r(xIr )<nkr (ξkr
)−1

∣∣∣
∏

j∈Ir

x
γj

j

∣∣∣ n̂S,r(xIr )−
∑

j∈Ir
Qje(j,kr) dxIr

]
×

[ ∏

r∈A(ǫ)

∫

R
Ir

n̂S,r(xIr )≥nkr (ξkr
)−1

∣∣∣
( ∏

j∈Ir

x
γj

j

)∣∣∣n̂S,r(xIr )−
∑

j∈Ir
Qje(j,kr)−[[δr ]] dxIr

]
.
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It may happen that the integrals over the regions where n̂S,r(xIr ) < nkr (ξkr)−1 diverge if all
the appropriate γj are equal to zero. However, for these terms, we use the cancellation prop-

erties of the kernels since ϕǫr
(
nkr (ξkr )n̂S,r(xIr )

)
are dilates of normalized bump functions.

Thus according to Proposition 15.3, this last expression is bounded by
∏

r/∈A(ǫ)

nkr (ξkr )−
∑

j∈Ir
[[γj ]]e(j,kr)

∏

r∈A(ǫ)

nkr (ξkr)
∑

j∈Ir
(−([[γj ]]−[[δr]])e(j,kr))

=
∏

r∈A(ǫ)

nkr (ξkr )[[δr]]e(j,kr)
s∏

r=1

nkr (ξkr )−
∑

j∈Ir
[[γj ]]e(j,kr).

Comparing with (4.7), this shows that |∂γξm(ξ)| satisfies (4.12), so the multiplier m satisfies
the correct differential inequalities, and this completes the proof of Theorem 4.2.

5 Dyadic sums of Schwartz functions

In Section 4 we showed that distributions K ∈ P0(E) can be characterized in terms of their
Fourier transforms. We now begin the study of a different kind of characterization in terms
of dyadic sums of normalized bump functions. In this section we show that appropriate sums
of dilates do converge to distributions K ∈ P0(E). In Theorem 6.14 below, we will see that,
modulo ‘coarser’ kernels, every distribution K ∈ P0(E) can be decomposed in this way.

If ϕ ∈ S(RN ), the dilates [ϕ]t and (ϕ)t were defined in equation (2.8). In this section
we show that appropriate dyadic sums of dilates [ϕ]t of Schwartz functions having suitable
cancellation properties converge to distributions K ∈ P0(E). Similarly we show that dyadic
sums of dilates (ϕ)t of Schwartz functions with appropriate vanishing conditions converge to
multipliers M∞(E). The main results appear in subsections 5.4-5.6. However, before turning
to the main results of this section, we begin with some further remarks about cones associated
to matrices, and then discuss inclusions among classes of kernels and multipliers defined by
different matrices.

5.1 Cones associated to a matrix E

Let E = {e(j, k)} be an n × n matrix satisfying the basic hypotheses in (2.10) and let
µ ≥ 0. We introduce the following notation.

Γ(E) =
{
t = (t1, . . . , tn) ∈ Rn : ∀j 6= k, e(j, k)tk ≤ tj < 0

}
,

Γµ(E) =
{
t = (t1, . . . , tn) ∈ Rn : ∀j 6= k, e(j, k)tk − µ ≤ tj < 0

}
,

Γo(E) = int
(
Γ(E)

)
=

{
t = (t1, . . . , tn) ∈ Rn : ∀j 6= k, e(j, k)tk < tj < 0

}
,

ΓZ,µ(E) =
{
I = (i1, . . . , in) ∈ Zn : ∀j 6= k, e(j, k)ik − µ ≤ ij < 0

}
,

ΓZ(E) = ΓZ,0(E).

(5.1)

We will refer to properties of the cone Γ(E) which are proved in Appendix I (Section 14).
In particular, Lemma 5.1 summarizes the content of Lemma 14.7 and Lemma 14.9.

Since E satisfies the basic hypothesis, Γ(E) is not empty.11 However its interior, which is

an open convex cone, can be empty. For example, if E =

[
1 2
1
2 1

]
, Γ(E) is the one-dimensional

11See Proposition 14.5 in Appendix I.
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ray given by x1 = 2x2, x2 < 0, which has no interior. Note that in this case 1 = e(1, 2)e(2, 1).
The following Lemma shows that, more generally, any such equality is the obstruction to the
open cone being non-empty.

Lemma 5.1. Let E be a matrix satisfying the basic hypotheses (2.10).

(a) The interior of Γ(E) is non-empty if and only if E is reduced, i.e., 1 < e(j, k)e(k, j) for
every pair 1 ≤ j 6= k ≤ n.

(b) Γ(E) is contained in the intersection of the hyperplanes
{
t ∈ Rn : e(j, k)tk = tj

}
for all

pairs (j, k) such that e(j, k)e(k, j) = 1 and has non-empty interior in this subspace of
Rn.

5.2 Inclusions among classes of kernels associated to different ma-

trices

The cone Γ(E) contains the relevant information on the structure of kernels and multipliers
associated with the matrix E.

Proposition 5.2. Let E,E′ be two n× n matrices, both satisfying the basic hypotheses. The
following are equivalent:

(i) P0(E) ⊆ P0(E′);

(ii) M∞(E) ⊆ M∞(E′);

(iii) for every j = 1, . . . , n and ξ ∈ Bc, N̂ ′
j(ξ) ≤ N̂j(ξ);

(iv) for every j, k = 1, . . . , n, e(j, k) ≤ e′(j, k);

(v) Γ(E) ⊆ Γ(E′).

Proof. The equivalence between (i) and (ii) is given by Theorems 4.1 and 4.2. The implications
(v)⇒(iv)⇒(iii)⇒(ii) are obvious. In order to prove that (ii) implies (v), assume by contradic-
tion that Γ(E) in not contained in Γ(E′). Then there exists a half-line R−α ∈ Γ(E) \ Γ(E′),
where α = (α1, . . . , αn) has strictly positive components.

Let Nα =
∑n

j=1 nj(ξ)1/αj and consider multipliers m which satisfy the inequalities

∣∣∂γm(ξ)
∣∣ .

(
1 +Nα(ξ)

)−∑
j αj [[γj ]] (5.2)

for all γ ∈ NN . We show that every such m is in M∞(E) but there exist some which are not
in M∞(E′).

To prove the first statement it suffices to show that, for every j,

(
1 +Nα(ξ)

)αj
& 1 + N̂j(ξ).

This condition is equivalent to the inequalities αk/αj ≤ e(k, j) for every j, k, and in turn
these are equivalent to the condition −α ∈ Γ(E).

Similarly, since −α 6∈ Γ(E′), there exist j, k such that αk/αj > e′(k, j). Suppose in (5.2)
we take γ = (0, . . . , 0, γj, . . . , 0) and ξ = (0, . . . , 0, ξk, . . . , 0). The inequality becomes

∣∣∂γjm(0, . . . , ξk, . . . , 0)
∣∣ .

(
1 + nk(ξk)1/αk

)−αj [[γj ]]
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where the right-hand side is not dominated by

(
1 + nk(ξk)

)− 1
e′(k,j)

[[γj]] ≈
(
1 + N̂ ′

j(ξ)
)−[[γj ]]

.

It is then sufficient to construct m satisfying (5.2) and such that, for some l ∈ Cj it satisfies
the opposite inequality

∣∣∂ξlm(0, . . . , ξk, . . . , 0)
∣∣ &

(
1 + nk(ξk)1/αk

)−αjdl ,

e.g.,

m(ξ) =
ξl

Ñα(ξ)αjdl
,

where Ñα is a smooth homogeneous norm equivalent to Nα and even in ξl. This m is not in
M∞(E′).

5.3 Coarser decompositions and lower dimensional matrices

We will often need to consider classes P0(E) where E is a lower-dimensional (say s × s)
matrix and the variables x1,x2, . . . ,xn have correspondingly been grouped together into s
blocks with given dilation exponents within each block.

Precisely, consider a coarser decompositions of RN ,

RN = RA1 ⊕ RA2 ⊕ · · · ⊕ RAs ,

where A = {A1, A2, . . . , As} is a partition of {1, 2, . . . , n} and RAr is defined according to
(2.3). We also assign an n-tuple α = (α1, α2, . . . , αn) of positive exponents to define dilations
on each RAr , with homogeneous norm

nAr(tAr ) =
∑

j∈Ar

nj(tj)
αj , r = 1, . . . , n. (5.3)

Given an s× s matrix E =
(
e(t, r)

)
1≤t,r≤s

satisfying the basic hypotheses, with s < n, let

P0(E,A,α) be the class of associated kernels and M∞(E,A,α) the class of multipliers. The
associated norms are, for 1 ≤ t ≤ s,

Nt(x) =

s∑

r=1

nAr (xAr )e(t,r) ≈
s∑

r=1

∑

k∈Ar

nk(xk)αke(t,r)

N̂t(ξ) =

s∑

r=1

nAr (ξAr
)

1
e(r,t) ≈

s∑

r=1

∑

k∈Ar

nk(ξk)
αk

e(r,t) .

(5.4)

Define the n× n matrix E♯ =
(
e♯(j, k)

)
where, for j ∈ At and k ∈ Ar,

e♯(j, k) =
αk
αj
e
(
t, r). (5.5)

Then E♯ satisfies the basic assumptions and the associated dual norms are

N ♯
j (x) =

s∑

r=1

∑

k∈Ar

nk(xk)
αk
αj
e(t,r)

≈ Nt(x)1/αj

N̂ ♯
j (ξ) =

s∑

r=1

∑

k∈Ar

nk(ξk)
αk
αj

1
e(r,t) ≈ N̂t(ξ)1/αj .
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Lemma 5.3. We have the equalities M∞(E,A,α) = M∞(E♯), P0(E,A,α) = P0(E♯).

Proof. Let m ∈ M∞(E,A,α). Then, for every γ = (γ1, . . . ,γs) ∈ NA1 × · · · × NAs ,

∣∣∂γξm(ξ)
∣∣ .

s∏

t=1

(
1 + N̂t(ξ)

)−[[γt]],

where

[[γt]] =
∑

j∈At

1

αj

∑

l∈Cj

γldl,

by (2.7), taking into account the dilations on RAt which make (5.3) a homogeneous norm.
If γt = (γ ′

j)j∈At , γ can be written as an element of NC1 × · · · ×NCn as γ = (γ ′
1, . . . ,γ

′
n).

Then ∑

l∈Cj

γldl = [[γ′
j ]]

and therefore

s∏

t=1

(
1 + N̂t(ξ)

)−[[γt]] =

s∏

t=1

∏

j∈At

(
1 + N̂t(ξ)

)− 1
αj

[[γ′

j ]]

≈
s∏

t=1

∏

j∈At

(
1 + N̂ ♯

j (ξ)
)−[[γ′

j ]] =

n∏

j=1

(
1 + N̂ ♯

j (ξ)
)−[[γ′

j ]] .

Then m ∈ M∞(E). The opposite implication is proved in the same way. The equality
P0(E) = P0(E♯) follows from Theorems 4.1 and 4.2.

Notice that Lemma 5.3 implies that kernels belonging to P0(E,A,α) satisfy stronger
cancellation properties than those required by the definition.

Combining together Proposition 5.2 and Lemma 5.3 we obtain the following statement.

Corollary 5.4. Let A and α be as above, and let E an s × s matrix satisfying the basic
hypotheses. E′ an n × n matrix also satisfying the basic hypotheses. We have the inclusion
P0(E,A,α) ⊆ P0(E′) if and only if the matrices E♯ and E′ satisfy the condition

e♯(j, k) ≤ e′(j, k), ∀ j, k, 1 ≤ j, k ≤ n,

together with the other equivalent conditions in Proposition 5.2.

This result can be applied in particular to the case where an n×n matrix E satisfying the
basic hypotheses is not reduced, i.e., there exist j 6= k such that e(j, k)e(k, j) = 1. As shown
in Appendix I (Section 14.5), in this case the j-th row of E equals e(j, k) times the k-th row,
and the same holds for the k-th and j-th column.

Following the notation of Lemma 14.9, we denote by k1, . . . , ks representatives of the
equivalence classes A1, . . . , As under the relation

j ∼ k ⇐⇒ e(j, k)e(k, j) = 1.

Then, for all j ∈ At,

Nj(x) ≈ Nkt(x)e(j,kt) and N̂j(ξ) ≈ N̂kt(ξ)e(j,kt). (5.6)

Moreover, for every r ∈ {1, . . . , s},

Nkt(x) ≈
s∑

r=1

[ ∑

k∈Ar

nk(xk)e(kr ,k)
]e(kt,kr)

and N̂kt(ξ) ≈
s∑

r=1

[ ∑

k∈Ar

nk(ξk)e(kr ,k)
]1/e(kr ,kt)

.



32

Therefore we are in the previous situation, with αk = e(kr, k) if k ∈ Ar and with the reduced
matrix

E♭ =
(
e(kt, kr)

)
1≤t,r≤s

defined in Section 14.5. Notice that (E♭)♯ = E. By Lemma 5.3 we have the following

Proposition 5.5. P0(E) = P0(E♭) and M∞(E) = M∞(E♭).

Proposition 5.5 makes it possible to replace, whenever it is appropriate, E by E♭ and
reduce matters to the case of a reduced matrix.

5.4 Size estimates

We now turn to the construction of the dyadic decompositions of kernels K belonging
to classes P0(E). In the rest of this section, we shall assume that Γo(E) is non-empty, and
consequently that ΓZ(E) is non-empty, where Γo(E) and ΓZ(E) were defined in equation (5.1).
Let

{
ϕI : I ∈ ΓZ(E)

}
be a uniformly bounded family in C∞

0 (RN ) or S(RN ). We will show
that if all the functions ϕI satisfy a suitable cancellation condition, then the sum

K =
∑

I∈ΓZ(E)

[ϕI ]I (5.7)

converges in the sense of distributions to an element K ∈ P0(E). The precise statement is
given in Theorem 5.13 below.

We first show that, even without any cancellation hypotheses on the functions ϕI , the sum
in equation (5.7) satisfies the differential inequalities of Definition 2.2 for the class P0(E).

Lemma 5.6. Suppose that Γo(E) is non-empty, and let
{
ϕI : I ∈ ΓZ(E)

}
⊂ S(RN ) be a

uniformly bounded family of Schwartz functions. Then the series K(x) =
∑

I∈ΓZ(E)[ϕ
I ]I(x)

converges absolutely for all x 6= 0, K ∈ C∞(RN \ {0}), and

∂γK(x) =
∑

I∈ΓZ(E)

2−
∑n

j=1 ij(Qj+[[γj ]])(∂γϕI)
(
2−i1 · x1, . . . , 2

−in · xn
)
. (5.8)

Moreover, for every γ = (γ1, . . . ,γn) ∈ NN and M ≥ 0 there exists a constant Cγ,M > 0 so
that

∣∣∂γK(x)
∣∣ ≤ Cγ,M

n∏

j=1

Nj(x)−(Qj+[[γj ]])(1 + |x|)−M . (5.9)

Proof. Since the family {ϕI} is uniformly bounded in S(Rn), for each M > 0 there is a
constant Cγ,M so that

∣∣∣2−
∑n

j=1 ij(Qj+[[γj ]])(∂γϕI)
(
2−i1 · x1, . . . , 2

−in · xn
)∣∣∣

≤ Cγ,M

n∏

j=1

2−ij(Qj+[[γj ]])(1 +
n∑

j=1

2−ijnj(xj))
−M .

It follows from Proposition 16.3 in Appendix III that the series on the right hand side of
equation (5.8) converges absolutely and is bounded by C

∏n
j=1Nj(x)−(Qj+[[γj ]])

∏n
j=1(1 +

nj(x))−M
′

. This shows that the formal differentiation of equation (5.7) yielding (5.8) is
justified, and also establishes the inequality in (5.9).
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As an application of Lemma 5.6 we check that kernels satisfying the differential inequalities
in part (a) of Definition 2.2 just fail to be integrable near the origin. See also Lemma 7.6.

Corollary 5.7. Let E satisfy (2.10) and let Nj(x) be defined in equation (2.9). Suppose that
Γo(E) is non-empty. Then

(a)

∫

B(1)

n∏

j=1

Nj(x)−Qj dx = +∞;

(b) If α > 0 and 1 ≤ k ≤ n then

∫

B(1)

Nk(x)α
n∏

j=1

Nj(x)−Qj dx < +∞ .

Proof. Choose ϕ ∈ C∞
0 (RN ) supported in B(1) with

∫
RN ϕ(x) dx = 1 and ϕ(x) ≥ 0. Then if

ϕI = ϕ for every I, the family {ϕI} is normalized in S(RN ). According to equation (5.9), if

F ⊂ Γ(E) is a finite set with M elements , then
∑
I∈F [ϕ]I(x) ≤ C

∏N
j=1Nj(x)−Qj , and hence

∫

B(1)

N∏

j=1

Nj(x)−Qj dx ≥ C−1
∑

I∈F

∫

RN

[ϕ]I(x) dx = C−1M.

Letting M → ∞ gives statement (a). To prove statement (b), observe that there is a constant
ck,l > 0 so that if x ∈ B(1), then Nk(x) ≤ Nl(x)ck,l . Thus given α > 0 and 1 ≤ k ≤ n there
exist positive numbers ǫ1, . . . , ǫn so that Nk(x)α ≤

∏n
l=1Nl(x)ǫl . Then

∫

B(1)

Nk(x)α
n∏

j=1

Nj(x)−Qj dx ≤

∫

B(1)

n∏

j=1

Nj(x)−Qj+ǫj dx

≤
n∏

j=1

∫

nj(xj)≤1

nj(xj)
−Qj+ǫj dxj < +∞.

This completes the proof.

5.5 Cancellation properties

We next turn to a discussion of cancellation properties. Let RN =
⊕n

j=1 R
Cj and suppose

E is an n× n matrix satisfying (2.10).

Definition 5.8. Let ϕ ∈ S(RN ).

(a) ϕ has cancellation in the variable xj if

∫

R
Cj

ϕ(x1, . . . ,xj , . . . ,xn) dxj = 0.

(b) ϕ has strong cancellations if it has cancellation in xj for 1 ≤ j ≤ n.

This terminology was used in Definition 5.3 of [NRSW12]. We will also need a variant of the
notion of weak-cancellation that was introduced in Definition 5.5 of [NRSW12].

Definition 5.9. A function ϕ ∈ C∞
0 (RN ) has weak cancellation with parameter ǫ > 0 relative

to the n-tuple I = (i1, . . . , in) ∈ ΓZ(E) provided that one can write

ϕ =
∑

A⊂{1,...,n−1}

[ ∏

j∈A

2−ǫΛ(I,j)
]
ϕA

where the sum is taken over all subsets A ⊂ {1, . . . , n− 1}, and for each subset A,
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(1) ϕA ∈ C∞
0 (RN ), and is normalized relative to ϕ;

(2) ϕA has cancellation in the variable xj for each j /∈ A, and in particular for j = n;

(3) τA : A→ {1, . . . , n} is a mapping with τA(j) 6= j for all j ∈ A;

(4) Λ(I, j) = ij − e
(
j, τA(j)

)
iτA(j).

Note that if I ∈ ΓZ(E), then ij − e
(
j, τA(j)

)
iτA(j) ≥ 0. Thus if ϕ has weak cancellation,

it can be written as a finite sum of functions, each of which has the property that for each
index j, either there is cancellation in xj or the lack of cancellation is compensated by a gain

2−ǫ[ij−e(j,τA(j)) iτA(j)].
The following is Lemma 5.1 in [NRSW12]:

Proposition 5.10. If ϕ ∈ S(RN ) and {J1, . . . , Jr} are disjoint subsets of {1, . . . , N}, then
the following are equivalent:

(a)
∫
ϕ(x) dxJk

= 0 for 1 ≤ k ≤ r.

(b) For every (j1, . . . , jr) ∈ J1 × · · · × Jr there is a function ϕj1,...,jr ∈ S(Rn), normalized
with respect to ϕ, so that ϕ(x) =

∑
j1∈J1

· · ·
∑
jr∈Jr

∂j1 · · · ∂jrϕj1,...,jr (x).

Moreover, if ϕ ∈ C∞
0 (RN ), then we can choose the functions ϕj1,...,jr ∈ C∞

0 (RN ) normalized
relative to ϕ.

We will also need the following result.

Proposition 5.11. Let L = {l1, . . . , la} and M = {m1, . . . ,mb} be complementary subsets
of {1, . . . , n}, let A be a subset of M , and let R = {Rm1 , . . . , Rmb

} be positive real numbers.
Write any x ∈ RN as x = (x′,x′′) where x′ = (xl1 , . . . ,xla) ∈ RL and x′′ = (xm1 , . . . ,xmb

) ∈
RM . Let ϕ ∈ S(RN ) and let ψ ∈ C∞

0 (RM ) have support in B(1). Put

Φ(x′) =

∫

RM

ϕ(x′,x′′)ψ(Rm1 · xm1 , . . . , Rmb
· xmb

) dxm1 · · · dxmb
.

(a) Φ ∈ S
(
RL

)
and is normalized relative to ϕ and ψ with constants independent of R. If

ϕ ∈ C∞
0 (RN ), then Φ ∈ C∞

0

(
RL

)
and is normalized relative to ϕ and ψ with constants

independent of R.

(b) If some of the parameters {Rmj} are large, there is an improvement over statement (a):
there exists ǫ > 0 independent of ϕ, ψ and R so that

Φ(x′) =
[ ∏

mj∈M

min
{

1, R−ǫ
mj

}]
Φ̃(x′)

where Φ̃ ∈ S(RN ) is normalized relative to ϕ and ψ, with constants independent of R. If

ϕ ∈ C∞
0 (RN ) is supported in the unit ball, then Φ̃ ∈ C∞

0

(
RL

)
and is normalized relative

to ϕ and ψ with constants independent of R.

(c) If ϕ has cancellation in some of the variables inM there is an improvement over statement
(b) even if Rmj is small. There exists ǫ > 0 independent of ϕ, ψ and R so that if ϕ has
cancellation in xj for each j ∈ A then

Φ(x′) =
[ ∏

mj∈M\A

min
{

1, R−ǫ
mj

}] [ ∏

mj∈A

min
{
Rǫmj

, R−ǫ
mj

}]
Φ̃(x′),

where Φ̃ is normalized relative to ϕ and ψ, with constants independent of of R.
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Proof. Statement (a) is clear. Next, since ψ(x′′) is supported where nmj (xmj ) ≤ 1, we have
nmj (xmj ) ≤ R−1

mj
if ψ(Rm1 · xm1 , . . . , Rmb

· xmb
) 6= 0. The integration in the definition of

Φ(x′) takes place over the set
{

(xm1 , . . . ,xmb
) : nmj (xmj ) ≤ R−1

mj

}
, and we can estimate the

integral by the (small) size of the region of integration in the variables {xmj} for which Rmj

is large. This gives the estimate in part (b). To establish (c) we use Proposition 5.10: Φ(x′)
is a sum of terms of the form

∫

RM

∂j1 · · ·∂jaϕj1,...,ja(x′,x′′)ψ(Rm1 · xm1 , . . . , Rmb
· xmb

) dxm1 · · · dxmb

where ∂jk is a derivative with respect to a variable in xmk
for each mk ∈ A. Integrating by

parts in the variables in A for which Rmk
< 1 then gives the estimate in part (c), and this

completes the proof.

We will want to show that sums of dilates of normalized bump functions with weak can-
cellation satisfy the cancellation properties of the distributions K ∈ P0(E), and we will use
the following.

Lemma 5.12. Suppose that ϕI has weak cancellation with parameter ǫ > 0. Let L =
{l1, . . . , la} and M = {m1, . . . ,mb} be complementary subsets of {k1, . . . , ks}, and let R =
{Rm1 , . . . , Rmb

} be positive real numbers. Write x ∈ RN as x = (x′,x′′) where x′ =
(xl1 , . . . ,xla) and x′′ = (xm1 , . . . ,xmb

), and similarly write I = (I ′, I ′′). Let ψ ∈ C∞
0 (RM ) be

a normalized bump function. Then the function

ΦIψ,R(x′) =

∫

RM

ϕI(x′,x′′)ψ
(
(2im1Rm1) · xm1 , . . . , (2

imbRmb
) · xmb

)
dxm1 · · · dxmb

.

can be written as a finite sum of terms, indexed by subsets A ⊂ {k1, . . . , ks}, of the form

[ ∏

j∈A∩M

2−ǫ[ij−e(j,τ(j))iτ(j) ]
][ ∏

j∈M\A

min
{

(2jRj)
+ǫ, (2jRj)

−ǫ
}]
ϕ̃IA(x′).

The family {ϕ̃IA} ⊂ C∞
0 (RL) is normalized relative to ϕI .

Proof. To make the exposition and the notation simpler, assume without loss of generality that
x′ = (xk1 , . . . ,xka) and x′′ = (xka+1 , . . . ,xks) and write I = (I ′, I ′′) with I ′ = (i1, . . . , ika)
and I ′′ = (ika+1 , . . . , iks). According to Definition 5.9, since ϕI has weak cancellation,

ϕI(x′,x′′) =
∑

A⊂{1,...,n}

[ ∏

j∈A

2−ǫ[ij−e(j,τ(j))iτ(j) ]
]
ϕIA(x′,x′′).

Then ΦIR,ψ can be written as a finite sum of terms, indexed by A ⊂ {1, . . . , n}, of the form

[ ∏

j∈A

2−ǫ[ij−e(j,τ(j))iτ(j) ]
]∫

ϕIA(x′,x′′)ψ
(
(2im1Rm1) · xm1 , . . . , (2

imbRmb
) · xms

)
dx′′.

Using Proposition 5.11, and incorporating
∏
j∈M\A 2−ǫ[ij−e(j,τ(j))iτ(j) ] into the bump function,

it follows this function can be written
[ ∏

j∈A∩M

2−ǫ[ij−e(j,τ(j))iτ(j) ]
][ ∏

j∈M\A

min
{

(2imjRmj )+ǫ, (2imjRmj )−ǫ
}]
ϕ̃IA(x′),

which completes the proof.
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5.6 Dyadic sums with weak cancellation

Fix the decomposition RN = RC1 ⊕ · · · ⊕ RCn and let E be an n × n matrix satisfying
the basic hypothesis given in equation (2.10). Suppose that Γo(E) 6= ∅. Let ΓZ(E) be as in
equation (5.1).

Theorem 5.13. Let
{
ϕI : I ∈ ΓZ(E)

}
⊂ S(RN ) be a uniformly bounded family. If each

function ϕI has weak cancellation with parameter ǫ > 0 relative to I, then K =
∑

I∈ΓZ(E)[ϕ
I ]I

converges in the sense of distributions to a kernel K ∈ P0(E).

The arguments are similar to those in the proofs of Theorem 6.8 and Propositions 6.9,
6.10, and 6.11 of [NRSW12]. The proof consists of two steps:

(1) If F ⊂ ΓZ(E) is a finite set, the distribution KF =
∑

I∈F [ϕI ]I belongs to the class
P0(E) with constants independent of the set F . (Lemma 5.6 shows that KF satisfies
the appropriate differential inequalities, so we only need to verify that KF satisfies the
cancellation conditions.)

(2) If {Fm} is any increasing sequence of finite subsets of ΓZ(E) with
⋃
Fm = ΓZ(E), then

limm→∞ KFm exists in the sense of distributions.

Proof of Step 1.

Let F ⊂ ΓZ(E) be a finite set and let KF =
∑

I∈F [ϕI ]I . To verify the cancella-
tion conditions, let L = {l1, . . . , la} and M = {m1, . . . ,mb} be complementary subsets of
{1, . . . , n}. If x = (x1, . . . ,xn) ∈ RN write x = (x′,x′′) where x′ = (xl1 , . . . ,xla) ∈ RL and
x′′ = (xm1 , . . . ,xmb

) ∈ RM . Let ψ ∈ C∞
0 (RL) be a normalized bump function with support

in the unit ball, and let R = {Rl1 , . . . , Rla} be positive real numbers. We must show that the
function

KF,ψ,R(x′′) =
∑

I∈F

∫

RM

[ϕI ]I(x1, . . . ,xn)ψ(Rl1 · xl1 , . . . , Rla · xla) dxl1 · · · dxla

satisfies the correct differential inequalities in the x′′ variables.
To simplify the notation, and without any real loss of generality, we will only consider

the case when L = {1, . . . , a} and M = {a + 1, . . . , n}, so that x′ = (x1, . . . ,xa) and x′′ =
(xa+1, . . . ,xn). Let E′′ be the sub-matrix of E consisting of those entries e(j, k) for which
a+ 1 ≤ j, k ≤ n, and let

ΓZ(E′′) =
{

(ia+1, . . . , in) ∈ Zn−a : e(j, k)ik ≤ ij < 0, a+ 1 ≤ j, k ≤ n
}
.

For each I ′′ = (ia+1, . . . , in) ∈ ΓZ(E′′) there are only finitely many elements I ∈ ΓZ(E) which
have the same last n− a entries. Let F ′′ ⊂ ΓZ(E′′) be a finite set and suppose (without loss
of generality) that

F =
{
I = (i1, . . . , in) ∈ ΓZ(E) : I ′′ = (ia+1, . . . , in) ∈ F ′′

}
.

For each I ′′ ∈ ΓZ(E′′) let

Λ(I ′′) =
{
I ′ = (i1, . . . , ia) ∈ Za : (I ′, I ′′) ∈ ΓZ(E)

}
.

Then for each I ∈ F we can write I = (I ′, I ′′) with I ′′ ∈ F ′′ and I ′ ∈ Λ(I ′′).
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Let ψ ∈ C∞
0 (RM ) be a normalized bump function with support in the unit ball, and let

R = {R1, . . . , Ra} be positive real numbers. To complete step 1 we need to estimate

KF,ψ,R(x′′) =
∑

I′′∈F ′′

∑

I′∈Λ(I′′)

∫

RM

[ϕI ]I(x1, . . . ,xn)ψ(R1 · x1, . . . , Ra · xa) dx1 · · · dxa

and its derivatives. Let

ΦIψ,R(x′′) =

∫

RM

ϕI(x1, . . . ,xn)ψ
(
(2i1R1) · x1, . . . , (2

iaRa) · xa) dx1 · · · dxa.

Then
∫

RM

[ϕI ]I(x1, . . . ,xn)ψ(R1 · x1, . . . , Ra · xa) dx1 · · · dxa =
[
Φ

(I′,I′′)
ψ,R

]
I′′

(x′′)

and so

KF,ψ,R(x̃′′) =
∑

I′′∈F ′

[ ∑

I′∈Λ(I′′)

Φ
(I′,I′′)
ψ,R

]
I′′

(x′′).

If we can show that for each I ′′ ∈ F ′′ the inner sum
∑
I′∈Λ(I′′) Φ

(I′,I′′)
ψ,R converges to a function

Φ̃I
′′

ψ,R ∈ C∞
0 (RL), and this family is uniformly bounded independent of the choice of F , then

the required differential inequality estimates for KF,ψ,R will follow from Lemma 5.6. But

according to Lemma 5.12, Φ
(I′,I′′)
ψ,R is a sum of normalized bump functions multiplied by

exponential gains. Thus the proof of step 1 will be complete if we can show that for each
fixed I ′′ ∈ F ′′ ⊂ ΓZ(E′′) and each subset A ⊂ {1, . . . , n},

∑

(i1,...,ia)∈Λ(I′′)

[
a∏

j=1
j∈A

2−ǫ[ij−e(j,τA(j))iτA(j)]

][
a∏

j=1
j /∈A

min
{

(2ijRj)
+ǫ, (2ijRj)

−ǫ
}]

converges independently of I ′′ and the finite set F ′′. Without loss of generality, we can assume
that {1, . . . , a}∩A = {1, . . . , b} and {1, . . . , a} \A = {b+ 1, . . . , a}. Thus we need to estimate

∑

(i1,...,ia)∈Λ(I′′)

[
b∏

j=1

2−ǫ[ij−e(j,τA(j))iτA(j)]

][
a∏

j=b+1

min
{

(2ijRj)
+ǫ, (2ijRj)

−ǫ
}]
.

The required estimate follows from Proposition 16.2 in Appendix III.

Proof of Step 2.

We need to check that if {Fm ⊂ ΓZ(E)} is a sequence of finite sets with
⋃
Fm = ΓZ(E),

then the sequence
{
KFm =

∑
I∈Fm

[ϕI ]I
}

converges in the sense of distributions to an element

of P0(E). The argument is similar to that on pages 667-668 of [NRSW12]. Since each ϕI

has cancellation in xn, it follows from Proposition 5.11 that we can write ϕI =
∑

k∈Cn
∂xk

ϕIk
where each ϕIk ∈ C∞

0 (RN ) is normalized relative to ϕI . It follows that

[ϕI ]I =
∑

k∈Cn

[∂xk
ϕIk]I =

∑

k∈Cn

2iksdk∂xk
[ϕIk]I .

Thus if ψ ∈ S∞
0 (RN ) is a test function, we can integrate by parts to get

〈
KFm , ψ

〉
=

∑

k∈Cn

〈 ∑

I∈Fm

2ikdk∂xk
[ϕIk]I , ψ

〉
= −

∑

k∈Cn

〈 ∑

I∈Fm

2ikdk [ϕIk]I , ∂xk
ψ
〉

= −
∑

k∈Cn

∫

RN

[ ∑

I∈Fm

2ikdk2−
∑n

k=1 ikQkϕIk(2−i1 · x1, . . . , 2
−in · xn)

]
∂xk

ψ(x) dx.
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Let d = min
{
dk : 1 ≤ k ≤ N

}
> 0. Since {ϕIk} is a normalized family in S(RN ), it follows

from Proposition 16.3 that

∣∣∣
∑

I∈Fm

2ikdk2−
∑n

k=1 ikQkϕIk(2−i1 · x1, . . . , 2
−in · xn)

∣∣∣

≤ CM
∑

I∈Γ(E)

[ n∏

k=1

2−ikQk

]
2ikd

(
1 +

n∑

j=1

2−iknk(xk)
)−M

≤ CMNn(x)d
n∏

k=1

Nk(x)−Qk ≤ CMNn(x)d
n∏

j=1

Nj(x)−Qj .

It follows from Corollary 5.7 that Nn(x)d
∏n
j=1Nj(x)−Qj is locally integrable. Thus by the

Lebesgue dominated convergence theorem it follows that as m tends to infinity, 〈KFm , ψ〉
tends to

−
∑

k∈Cn

∫

RN

[ ∑

I∈Fm

2ikdk2−
∑n

k=1 ikQkϕIk(2−i1 · x1, . . . , 2
−in · xn)

]
∂xk

ψ(x)dx.

This completes the proof.

6 Decomposition of multipliers and kernels

Let K ∈ P0(E). The object of this section is to decompose K into a finite sum of distributions,
each of which can be written as a dyadic sum of dilates of normalized Schwartz functions (or
normalized bump functions) with appropriate cancellation. It is difficult to directly decompose
K and maintain the cancellation, so we work on the Fourier transform side. The effect of this
procedure is that the following steps will be governed by the decomposition of B(1)c in the

ξ-space according to the sets ÊS , while the decomposition of B(1) in the x-space will no longer
play any rôle.

6.1 New matrices ES

Let S ′(E) denote the set of marked partitions S such that ÊS ∩B(1)c is non-empty. From
Corollary 3.10 we obtain the following equivalent condition.

Corollary 6.1. Let S =
(
(I1, k1); . . . ; (Is, ks)

)
∈ S(n). Then ÊS ∩ B(1)c 6= ∅ if and only if

the cone

Γ̂S =
{
a = (a1, . . . , as) ∈ Rs : τS(kr , kp)ap ≤ ar < 0 for all 1 ≤ p, r ≤ s

}
, (6.1)

has non-empty interior.

With the decomposition introduced in Section 3.5 and in the notation of Section 5.3,
for each S ∈ S ′(E) we want to define new norms on RN which describe the behaviour of

multipliers on the set ÊS ∩ B(1)c in the same way that the original norms N̂1(t), . . . , N̂n(t)

describe it on the principal region ÊS0 ∩ B(1)c.

Let S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S ′(E). On each RIr we put the norm

n̂S,r(ξIr ) =
∑

j∈Ir

nj(ξj)
e(kr ,j) =

∑

j∈Ir

nj(ξj)
1/τS(j,kr),
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defined in (3.5) and homogeneous with respect to the dilations ·̂S .

We now want an s×smatrix ES satisfying the basic hypotheses and such that Γ(ES) = Γ̂S .
We cannot simply use the coefficients τS(kr , kp) because in general they do not satisfy the
inequalities τS(kr, kp) ≤ τS(kr, ku) τS(ku, kp).

Luckily we can replace the coefficients τS(kp, kr) by new ones which do satisfy the basic
hypothesis. According to Lemma 14.2 in Appendix I, if the cone is non-empty, the coefficients
in the inequalities defining the cone can be replaced by new coefficients which satisfy the basic
hypothesis. Thus we have the following result.

Lemma 6.2. Let S =
{

(I1, k1); . . . , (Is, ks)
}

∈ S ′(E). There is a unique s × s matrix
ES = {eS(r, p)} such that eS(r, p) ≤ τS(kr , kp), and

Γ(ES) =
{
a ∈ Rs : eS(r, p)ap ≤ ar < 0

}
= Γ̂S .

According to (5.4), we introduce global norms NS,r and N̂S,r.

Definition 6.3. Let S =
{

(I1, k1); . . . , (Is, ks)
}
∈ S ′(E). Set

NS,r(x) =

s∑

p=1

n̂S,p(xIp)eS(r,p) ≈
s∑

p=1

∑

k∈Ip

nk(xk)e(kp,k)eS(r,p),

N̂S,r(ξ) =

s∑

p=1

n̂S,p(ξIp)1/eS(p,r) ≈
s∑

p=1

∑

k∈Ip

nk(ξk)e(kp,k)/eS(p,r).

(6.2)

These norms coincide with the norms defined in (5.4), relative to the partition IS =
{I1, . . . , Is} of {1, . . . , n}, to the matrix ES and to the vector of exponents αS = (α1, . . . , αn)
with αj = e(kr, j) if j ∈ Ir.

We will use the shortened notation M∞(ES) instead of M∞(ES , IS ,αS).

Proposition 6.4. We have the inclusion M∞(ES) ⊂ M∞(E).

Proof. By Corollary 5.4, it is sufficient to check that the entries of the matrix E
♯
S are not

greater than the corresponding entries of the matrix E. By (5.5), if j ∈ Ir and k ∈ Ip,

e♯S(j, k) =
e(kp, k)

e(kr, j)
eS(r, p) ≤

e(kp, k)

e(kr, j)
τS(kr, kp) ≤

e(kp, k)

e(kr, j)

e(kr, k)

e(kp, k)
≤ e(j, k).

6.2 Road map for the dyadic decomposition

Let m = K̂ be the Fourier transform so that m ∈ M∞(E). We proceed as follows.

(1) In Section 6.3 we will construct a partition of unity on RN consisting of functions Ψ0 and
{ΨS}S∈S′(E), where Ψ0 ∈ C∞

0 (RN ) has support in B(2), and where each ΨS ∈ M∞(E)

and has support in ÊAS ∩ B(1)c. Here A > 1 depends only on the matrix E.

We will write
m = Ψ0m+

∑

S∈S′(E)

ΨSm = m0 +
∑

S∈S′(E)

mS .

Then m0 ∈ C∞
0 (B(2)) and each mS ∈ M∞(E) is supported in ÊAS ∩ B(1)c.
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(2) For each S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S ′(E), we show that

mS(ξI1 , . . . , ξIs) =
∑

J∈Γ(ES)

mJ
S(2−j1 ·̂SξI1 , . . . , 2

−js ·̂SξIs)

where
{
mJ
S : J ∈ Γ(ES)

}
⊂ C∞

0 (RN ) is a uniformly bounded family with supports in the
set where 4−1 < n̂S,r(ξIr ) < 4 for 1 ≤ r ≤ s.

(3) Writing [mJ
S ]J (ξI1 , . . . , ξIs) = mJ

S(2−j1 ·̂SξI1 , . . . , 2
−js ·̂SξIs), it then follows that

m(ξ) = m0(ξ) +
∑

S∈S′([n])

∑

J∈Γ(ES)

[mJ
S ]J (ξ).

This is done in Section 6.4.

(4) Taking inverse Fourier transform, denoted by ∨, we obtain

K = m∨
0 +

∑

S∈S′([n])

∑

J∈Γ(ES)

(
[mJ

S ]J
)∨
.

This gives a decomposition of K into sums of dilates of Schwartz functions, which in turn
can be written as sums of dilates of normalized bump functions. (See Lemma 6.15 below.)

6.3 Partitions of unity

In this section, we construct a partition of unity on the ‘Fourier transform side’. We
begin by slightly modifying our notation. As usual, RN =

⊕n
j=1 R

Cj and E = {e(j, k)} is an

n×n matrix satisfying (2.10). Let S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S ′(E) and RIr =

⊕
j∈Ir

RCj .

Instead of taking N̂j(ξ) =
∑n
l=1 nl(ξl)

1/e(l,j) which might not be differentiable, we choose a
smooth version of this norm. Then

N̂j(ξ) ≈
n∑

l=1

nl(ξl)
1/e(l,j), n̂S,r(ξIr ) ≈

∑

j∈Ir

nj(ξj)
e(kr ,j),

λ ·̂S ξIr =
{
λ1/e(kr ,j) · ξj : j ∈ Ir

}
, Q̂S,r =

∑

j∈Ir

Qje(kr, j)
−1,

τS(kp, kr) = min
j∈Ir

{
e(kp, j)/e(kr, j)

}
.

Let ÊAS be the set introduced in Definition 3.5 for A ≥ 1. Recall from Lemma 3.9 that there
is a constant η > 1 so that

ξ ∈ ÊAS ∩ B(1)c =⇒

{
nj(ξj)

e(kr ,j) < Ankr (ξkr ) ∀j 6= kp in Ir

nkp(ξkp) < Ankr (ξkr )τS(kp,kr) ∀1 ≤ p 6= r ≤ s

=⇒ ξ ∈ ÊA
η

S ∩ B(1)c.

Now pick ψ ∈ C∞(R) and χ ∈ C∞(RN ) such that

ψ(t) =

{
1 if t ≤ 2n

0 if t ≥ 4n
, and χ(ξ) =

{
0 if |ξ| ≤ 1

1 if |ξ| ≥ 3
2

.



41

For S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S ′(E), set

Ψ#
S (ξ) = χ(ξ)

s∏

r=1

∏

j∈Ir

ψ
(
N̂j(ξ)nkr (ξkr )−1/e(kr ,j)

)
. (6.3)

Proposition 6.5.

(a) Let ÊS be the closure of ÊS . Then Ψ♯
S(ξ) ≡ 1 in an open neighborhood of the set ÊS\B(2).

(b) There is a constant A > 1 so that Ψ♯
S is supported in ÊAS \ B(1) .

(c) Ψ♯
S ∈ C∞(RN ).

Proof. Suppose that ξ ∈ ÊS \ B(2). Then χ(η) = 1 for η in a neighborhood of ξ. Moreover,
nl(ξl)

1/e(l,j) ≤ nkr (ξkr )1/e(kr ,j) for every j ∈ Ir, and so

N̂j(ξ)nkr (ξkr )−1/e(kr ,j) ≈ nkr (ξkr )−1/e(kr ,j)
n∑

l=1

nl(ξl)
1/e(l,j).

It follows that ψ
(
N̂j(η)nkr (ηkr )−1/e(kr ,j)

)
= 1 for η in an open neighborhood of ξ, and so

the same is true for Ψ♯
S(η).

Next suppose Ψ#
S (ξ) 6= 0. Then χ(ξ) 6= 0, and ψ

(
N̂j(ξ)nkr (ξkr )−1/e(kr ,j)

)
6= 0 for 1 ≤

r ≤ s and every j ∈ Ir. This shows that ξ ∈ B(1)
c
, and since nj(ξ) . N̂j(ξj) and nkp(ξkp) .

N̂j(ξ)e(kp,j), it follows from the assumption on the support of ψ that

nj(ξj) . nkr(ξkr )1/e(kr ,j) for j ∈ Ir,

nkp(ξkp) . nkr(ξkr )e(kp,j)/e(kr ,j) for 1 ≤ p, r ≤ s.

It follows that there exists a constant A > 0 (depending on n and the matrix E) so that
nj(ξj) ≤ Ankr(ξkr )1/e(kr ,j) and nkp(ξkp) ≤ Ankr (ξkr )τS(kp,kr). But this means that the

support of Ψ♯
S is contained in the set ÊA

η

S where η is the constant from Lemma 3.9.

Finally, if ξ /∈ B(1) and if Ψ♯
S(ξ) 6= 0, then N̂j(ξ) ≥ 1 for 1 ≤ j ≤ n and it follows that

nkr (ξkr ) is bounded away from 0. Since the function N̂j(ξ)nkr (ξkr)−1/e(kr ,j) is smooth on

the set where ξkr 6= 0, and it follows that Ψ#
S is smooth.

Lemma 6.6. Ψ#
S ∈ M∞(Ê); i.e. for every γ ∈ NC1 × · · · × NCn there is a constant Cγ > 0

so that
∣∣∂γξ Ψ#

S (ξ)
∣∣ ≤ Cγ

n∏

j=1

[
1 + N̂j(ξ)

]−[[γj ]]

.

Proof. The function N̂j(ξ) is homogeneous of degree one relative to the dilations

(ξ1, . . . , ξn) → (λe(1,j) · ξ1, . . . , λ
e(n,j) · ξn).

and the function ρj,kr (ξ) = N̂j(ξ)nkr (ξkr )−1/e(kr ,j) is homogeneous of degree zero. The
homogeneous dimension of RCl is e(l, j)Ql, and if γ = (γ1, . . . ,γn) ∈ NC1 × · · · × NCn , the
adapted length of γ is

∑n
l=1 e(l, j)[[γj ]]. It follows from Proposition 15.1 in Appendix II that

for ξ ∈ B(1)c

|∂γρj,kr(ξ)| .
[
1 + N̂j(ξ)

]−∑n
l=1 e(l,j)[[γl]]

.
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But on the support of Ψ#
S which is contained in ÊAS ,

[
1+N̂j(ξ)

]−∑n
l=1 e(l,j)[[γl]]

=

s∏

p=1

∏

l∈Ip

[
1 + N̂j(ξ)

]−[[γl]]e(l,j)

≤
s∏

p=1

∏

l∈Ip

[
1 + nkp(ξkp)

]−[[γl]]e(l,j)/e(kp ,j)

≤
s∏

p=1

∏

l∈Ip

[
1 + nkp(ξkp)

]−[[γl]]/e(kp,l)

.

s∏

p=1

∏

l∈Ip

[
1 +Nl(ξ)

]−[[γl]]

since e(kp, j) ≤ e(kp, l)e(l, j), nkp(ξkp) > 1, and Nl(ξ) ≈ nkp(ξkp)1/e(kp,l) on the support

of Ψ#
S if l ∈ Ip. The estimates of the Lemma now follow from the chain rule and product

rule.

Let Ψ#
0 be a compactly supported function which is identically equal to 1 on B(2). We

set

Ψ0 = Ψ#
0

[
Ψ#

0 +
∑

S∈S′(E)

Ψ#
S

]−1

, ΨS = Ψ#
S

[
Ψ#

0 +
∑

S∈S′(E)

Ψ#
S

]−1

. (6.4)

Using the fact that, if m ∈ M∞(E) is bounded away from zero, then also 1/m ∈ M∞(E),
we then have

Corollary 6.7.

(a) Ψ0(ξ) +
∑

S∈S′(E) ΨS(ξ) ≡ 1 for every ξ ∈ RN .

(b) ΨS ∈ M∞(E) for S = 0 and for every S ∈ S ′(E).

(c) For S ∈ S ′(E) the function ΨS is supported in ÊAS .

We now use Corollary 6.7 to obtain a decomposition of a multiplier m ∈ M∞(E).

Corollary 6.8. Let m ∈ M∞(E). Put m0 = Ψ0m, and mS = ΨSm for each S ∈ S ′(E).
Then

(a) m(ξ) = m0(ξ) +
∑

S∈S′(E)mS(ξ) for every ξ ∈ RN ;

(b) mS ∈ M∞(Ê) for every S ∈ S ′(E);

(c) mS is supported in ÊAS where A depends only on the matrix E;

(d) m0 ∈ C∞
0 (RN ) has support in B(2).

Remark 6.9. Since mS is supported on ÊAS , we have

∣∣∂γξ (mS)(ξ)
∣∣ .

s∏

r=1

∏

j∈Ir

N̂j(ξ)−[[γj ]] ≈
s∏

r=1

∏

j∈Ir

nkr (ξkr )−[[γj ]]e(kr ,j)

≈
s∏

r=1

n̂S,r(ξIr )
−

∑
j∈Ir

[[γj ]]/e(kr ,j)

.

This says that the differential estimates for mS are equivalent to product multiplier estimates
relative to the norms {n̂S,r} on the decomposition RN = RI1 ⊕ · · · ⊕ RIs .
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All the functions mS belongs to the class M∞(E). If S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S ′(E)

is not the principal marked partition, one can say more: the function mS in fact belongs to
the class of multipliers M∞(ES) introduced in Section 6.1.

Proposition 6.10. For S ∈ S ′(E), the function mS belongs to the class M∞(ES).

Proof. We must show that for any γ = (γI1 , . . . ,γIs) ∈ NI1 × · · · × NIS there is a constant
Cγ so that

∣∣∂γmS(ξ)
∣∣ ≤ Cγ

s∏

r=1

(
1 + N̂S,r(ξ)

)−[[γIr
]]S ,

where [[γIr ]]S =
∑
j∈Ir

[[γj ]]/e(kr, j) is the length of the multi-index γIr adapted to the dila-

tions ·̂S . But this is a simple consequence of the estimate in Remark 6.9 and the fact that on
the set ÊAS we have n̂S,r(ξIr ) ≈ 1 + N̂S,r(ξ).

6.4 Dyadic decomposition of a multiplier

We now turn to the task of providing a dyadic decomposition for each multiplier mS . Fix
S =

{
(I1, k1); . . . ; (Is, ks)

}
∈ S ′(E), and write RN = RI1 ⊕ · · · ⊕ RIs . On each factor RIr

choose a function θ ∈ C∞
0 (RIr ) satisfying12

θ(ξIr ) =

{
1 if n̂S,r(ξIr ) ≤ 1,

0 if n̂S,r(ξIr ) ≥ 2.

Recall that 2−j ·̂S ξIr =
{

2−j/e(kr ,j) · ξj
}
j∈Ir

. Put θj(ξIr ) = θ(2−j ·̂S ξIr ), and

Θj(ξIr ) = θj(ξIr ) − θj−1(ξIr ) = θ(2−j ·̂S ξIr ) − θ(2j−1 ·̂S ξIr ) = Θ0(2−j ·̂S ξIr ).

Note that Θj is supported where n̂S,r(ξIr ) ≈ 2j. Precisely:

Θj(ξIr ) 6= 0 =⇒ 2j−1 ≤ n̂S,r(ξIr ) ≤ 2j+2.

For 0 6= ξIr ∈ RIr we have

∞∑

j=−∞

Θj(ξIr ) = θ0(ξIr ) +

∞∑

j=1

Θj(ξIr ) = 1,

and the second equality holds for ξIr = 0 as well. For J = (j1, . . . , js) ∈ Zs define

ΘJ(ξ) = ΘJ(ξI1 , . . . , ξIs) = Θj1(ξI1) · · ·Θjs(ξIs).

Then ΘJ is supported where each n̂S,r(ξIr ) ≈ 2jr , and
∑

J∈Zs ΘJ(ξI1 , . . . , ξIs) ≡ 1 provided

each ξIr 6= 0. Recall that mS is supported on ÊAS ∩B(1)c, and ξIr 6= 0 on this support. Thus
we can write

mS(ξ) =
∑

J∈Zs

ΘJ(ξ)mS(ξ) =
∑

J∈Zs

ΘJ(ξ)ΨS(ξ)m(ξ).

Proposition 6.11. There is a constant µ > 0 depending only on E so that if J ∈ Zs and
ΘJ(ξ)ΨS(ξ)m(ξ) 6= 0, then J belongs to

−ΓZ,µ(ES) =
{
J = (j1, . . . , js) ∈ Zs : 0 < jp ≤ τS(kp, kr)jr + µ

}
.

12To keep notation simpler, we do not indicate the dependence of θ on the index r.
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Proof. Suppose ΘJ(ξ)ΨS(ξ)m(ξ) 6= 0. Then ΘJ(ξ) 6= 0, and it follows that 2jr−1 ≤

n̂S,r(ξIr ) ≤ 2jr+2. Also ΨS(ξ) 6= 0, and it follows that ξ ∈ ÊAS and so

1 ≤ n̂S,p(ξIp)1/τS(kp,kr) < A n̂S,r(ξIr )

for all r, p ∈ {1, . . . , s}. It follows that

(
2jp−1

)1/τS(kp,kr) ≤ n̂S,p(ξIp)1/τS(kp,kr) < A n̂S,r(ξIr ) ≤ A 2jr+1,

and so
jp ≤ τS(kp, kr)jr +

[
τS(kp, kr)(1 + log2(A)) + 1

]
≤ τS(kp, kr)jr + µ

for an appropriate constant µ.

It now follows that

mS(ξ) =
∑

J∈−ΓZ,µ(ES)

ΘJ(ξ)mS(ξ)

=
∑

J∈−ΓZ,µ(ES)

Θ0(2−j1 ·̂S ξI1 , . . . , 2
−js ·̂S ξIs)mS(ξI1 , . . . , ξIs).

Put
mJ
S(ξ) = Θ0(ξ)mS(2j1 ·̂S ξI1 , . . . , 2

js ·̂S ξIs)

so that we can write

mS(ξI1 , . . . , ξIs) =
∑

J∈−ΓZ,µ(ES)

mJ
S(2−j1 ·̂SξI1 , . . . , 2

−js ·̂SξIS ).

Proposition 6.12. The set of functions
{
mJ
S : J ∈ −ΓZ,µ(ES)

}
is a uniformly bounded

family in C∞
0 (RN ), each supported where 1

4 < n̂S,r(ξIr ) < 4 for 1 ≤ r ≤ s.

Proof. Since mS is supported on ÊAS ,

|∂γ
(
mS(2j1 ·̂S ξI1 , . . . , 2

js ·̂S ξIs)
)
(ξ)| = 2

∑s
r=1 [[γr ]]/e(kr ,j)

∣∣∣∂γξ (mS)(2j1 ·̂S ξI1 , . . . , 2
js ·̂S ξIs)

∣∣∣

. 2
∑s

r=1 [[γr ]]/e(kr ,j)
s∏

r=1

n̂S,r(2
jr ·̂S ξIr )−[[γl]]/e(kr ,j)

= Cγ

s∏

r=1

n̂S,r(ξIr )−[[γl]]/e(kr ,j)

But on the support of θ0 the product
∏s
r=1 n̂S,r(ξIr )−[[γl]]/e(kr ,j) is uniformly bounded and

bounded away from zero (depending on γ).

We have written mS(ξ) =
∑

J∈−ΓZ,µ(ES)m
J
S(2−J ·̂S ξ). We want to replace the sum over

−ΓZ,µ(ES) by a sum over −ΓZ(ES).
For each J ∈ −ΓZ,µ(ES), choose J ′ = p(J) ∈ −ΓZ(ES) at minimal distance from J . It is

quite clear that there is a finite upper bound M for the number of J having the same p(J)
and that, if p(J) = J ′, then |jr − j′r| ≤ c(µ) for each r = 1, . . . , s. It follows that we can
rewrite

mS(ξ) =
∑

J∈−ΓZ,µ(ES)

mJ
S(2−J ·̂S ξ)

=
∑

J′∈−ΓZ(ES)

∑

J:p(J)=J′

mJ
S(2−J ·̂S ξ)

=
∑

J′∈−ΓZ(ES)

m̃J′

S (2−J
′

·̂S ξ) ,

(6.5)
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where the functions
m̃J′

S (ξ) =
∑

J:p(J)=J′

mJ
S(2J

′−J ·̂S ξ)

form a a uniformly bounded family in C∞
0 (RN ).

Applying this decomposition for each marked partition S ∈ S ′(E) we have the following
decomposition for multipliers.

Theorem 6.13. Let m ∈ M∞(E). There is a uniformly bounded collection of functions
{mJ

S} ⊂ C∞
0 (RN ) indexed by

S ∈ S ′(E) =
{
T ∈ S(n) : ÊT ∩ B(1)c 6= ∅

}

and J ∈ ΓZ(ES) with the following properties.

(a) If S =
{

(I1, k1); . . . ; (Is, ks)
}

∈ S ′(E) and J ∈ ΓZ(ES), the function mJ
S is supported

where c−1 < n̂S,r(ξIr ) < c for 1 ≤ r ≤ s and an appropriate constant c.

(b) The multiplier m can be written

m(ξ) = m0(ξ) +
∑

S∈S′(E)

∑

J∈−ΓZ(ES)

mJ
S(2−j1 ·̂S ξi1 , . . . , 2

−js ·̂S ξIs) (6.6)

where m0 ∈ C∞
0 (RN ) is supported in B(2).

6.5 Dyadic decomposition of a kernel

We can now decompose a distribution K ∈ P0(E). We know from Theorem 4.2 that the

Fourier transform m = K̂ ∈ M∞(E), and by Theorem 6.13 we can write m as in equation
(6.6). Write

[ψ]J(ξI1 , . . . , ξIs) = ψ
(
2−j1 ·̂S ξI1 , . . . , 2

−js ·̂S ξIs
)

so that
K̂ = m0 +

∑

S∈S′(E)

∑

J∈−ΓZ(ES)

[mJ
S ]J .

Then if ∨ denotes the inverse Fourier transform, we have

K = (m0)
∨

+
∑

S∈S′(E)

∑

J∈−ΓZ(ES)

([mJ
S ]J )∨.

Computing the inverse Fourier transform of [mJ
S ]J we have

([mJ
S ]J )∨(xI1 , . . . ,xIS ) = 2

∑s
r=1 jrQ̂Ir [mJ

S ]∨(2j1 ·̂S xI1 , . . . , 2
js ·̂S xIs).

Since the family {mJ
S} is uniformly bounded in C∞

0 (RN ) ⊂ S(RN ), it follows that the family
{([mJ

S ]J)∨} is also a uniformly bounded family in S(RN ). Since each mJ
S is supported where

c−1 < n̂S,r(ξIr ) < c for all r, and since n̂S,r(ξIr ) ≈ nkr(ξkr ), it follows that

∫

R
Ckr

(mJ
S)∨(x1, . . . ,xkr , . . . ,xn) dxkr = 0 (6.7)

for 1 ≤ r ≤ s; i.e. the function (mJ
S)∨ has cancellation in each of the variables {xk1 , . . . ,xks}.

Let us write

ψ0 = (m0)
∨

, ψJS = ([mJ
S ]J)∨ = [(m−J

S )∨]−J . (6.8)
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Theorem 6.14. Let K ∈ P0(E). There is a function ψ0 ∈ S(RN ) and for each S ∈ S ′(E)
there is a uniformly bounded collection of functions

{
ψJS

}
J∈ΓZ(ÊS)

⊂ S(RN ) so that:

(1) Let S =
{

(I1, k1); . . . ; (Is, ks)
}
∈ S ′(E).

(a) Each function ψJS has cancellation in each of the variables {xk1 , . . . ,xks}, and so has
strong cancellation relative to the decomposition RN = RI1 ⊕ · · · ⊕ RIs .

(b) The series

KS(x) =
∑

J∈ΓZ(ES)

[
ψJS

]
J

(x) =
∑

J∈ΓZ(ES)

2−
∑s

r=1 irQ̂IrψJS(2−J ·̂Sx)

converges to an element of P0(ES) ⊂ P0(E) in the sense of distributions .

(2) The distribution K decomposes as K(x) = ψ0(x) +
∑

S∈S′(E)

KS(x).

Proof. Let m = K̂ ∈ M∞(E). Using Theorem 6.13, write

m = m0 +
∑

S∈S′(E)

∑

J∈−ΓZ(ES)

[mJ
S ]J .

Then for each S ∈ S ′(E) and each J ∈ ΓZ(ES), let ψJS(x) = (m−J
S )∨(x). We have already

observed in equation (6.7) that ψJS has cancellation in each variable xkr , 1 ≤ r ≤ s, which
gives assertion (1a).

Next

KS =
∑

J∈ΓZ(ES)

[ψJS ]J =
∑

J∈−ΓZ(ES)

[ψ−J
S ]−J =

∑

J∈−ΓZ(ES)

([mJ
S ]J)∨ = m∨

S .

According to Proposition 6.10, mS ∈ M∞(ES), and using Theorem 4.1 it follows that KS ∈
P0(ES). But according to Lemma 6.4, M∞(ES) ⊂ M∞(E), and every distribution in P0(ES)
belongs to P0(E). This establishes assertion (1b).

Finally assertion (2) is then a consequence of the identity m = m0 +
∑
S∈S′(E)mS , and

this completes the proof.

Theorem 6.14 shows that each kernel K can be written as sums of dilates of uniformly
bounded families of Schwartz functions. As in [NRSW12], we can improve this result and show
that we can replace Schwartz functions by uniformly bounded families of functions compactly
supported in the unit ball. We use the following result, which is Lemma 6.5 in [NRSW12].

Lemma 6.15. Let ψ ∈ S(RN ). Then there are functions {ϕk} ⊂ C∞
0 (RN ), k ∈ N such that

ψ(x) =

∞∑

k=0

2−kQϕk(2−k · x)

where Q is the homogeneous dimension of RN relative to the given dilations. The functions
{ϕk} have the following properties.

(a) Each ϕk is supported in B(1).
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(b) For any δ > 0 and any γ ∈ NN there exists a positive integer M so that

sup
x∈RN

|∂γϕk(x)| ≤ 2−kδ sup
x∈RN

∑

|α|≤M

|∂αψ(x)|.

(c) If ψ has strong cancellation, then each ϕk also has strong cancellation.

Now let K ∈ P0(E) and let K = ψ0 +
∑
S∈S′(E) KS be the decomposition given in Theo-

rem 6.14 where KS(x) =
∑

J∈ΓZ(ES)[ψ
J
S ]J(x), and each ψJS has cancellation in the variables

{xk1 , . . . ,xks}. We apply Lemma 6.15 to each function ψJS :

ψJS(x) =

∞∑

k=0

2−kQSϕJ,kS (2−k · x)

where each {ϕJ,kS } ⊂ C∞
0 (RN ) is a uniformly bounded family of functions supported in B(1),

each having cancellation in the variables {xk1 , . . . ,xks}. Then

KS(x) =
∑

J∈ΓZ(ES)

[
∞∑

k=0

[ϕJ,kS ]k

]

J

(x).

The argument on pages 661-663 of [NRSW12] shows that this last sum can be rewritten to
yield

KS(x) =
∑

J∈ΓZ(ES)

[ϕ̃JS ]J(x)

where {ϕ̃JS} is a uniformly bounded family in C∞
0 (RN ), all supported in B(1), and all having

cancellation in the variables {xk1 , . . . ,xks}. Thus we have

Corollary 6.16. Let K ∈ P0(E). For each S ∈ S ′(E) there is a uniformly bounded collection
of functions

{
ϕJS

}
J∈ΓZ(ES)

⊂ C∞
0 (RN ) and a function ψ0 ∈ S(RN ) so that

(a) Each function ϕJS has cancellation in the variables xk1 , . . . ,xks .

(b) Let
[ϕJS ]J(x) = 2−ϕJS(2−j1 ·̂S xI1 , . . . , 2

−js ·̂S xIs),

where

2−jr ·̂S xIr =
{

2−jr/e(kr ,j) · xj
}
j∈Ir

.

Then the series KS =
∑
J∈ΓZ(ES)

[
ϕJS

]
J

converges in the sense of distributions to an

element KS ∈ P0(ES) ⊂ P0(E).

(c) K(x) = ψ0(x) +
∑
S∈S′(E) KS(x).

7 The rank of E and integrability at infinity

So far we have analyzed kernel in the restricted class P0(E), which are the sum of a kernel in
P(E) with compact support and a Schwartz function.

In this Section we discuss the nature of a distribution K ∈ P(E) and show that it depends
in the first place on the rank of the matrix E = {e(j, k)}.

We will see that if the rank equals 1 then the distribution K is a standard (non-isotropic)
Calderón-Zygmund kernel. However, if the rank is greater than 1, we will see that the kernel
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K is integrable at infinity, but has worse behavior near the origin than a Calderón-Zygmund
kernel.

We will also show that we have integrability at infinity in a more general situation. Sup-
pose that the Fourier transform m of a distribution K satisfies the differential inequalities in
Definition 2.4 for pure derivatives; i.e. for every 1 ≤ j ≤ n and for every γj ∈ NCj there is a

constant Cγj
> 0 so that |∂

γj

ξj
m(ξ)| ≤ Cγj

Nj(ξ)−[[γj ]]. Then if the rank of E is greater than

1, the function K is integrable at infinity. This result will be used in Section 11 below when
we consider distributions which are simultaneously flag kernels for two different flags.

7.1 The rank 1 case: Calderón-Zygmund kernels

We begin by recalling the definition of a Calderón-Zygmund kernel13. Start with the usual
decomposition

RN = RC1 ⊕ · · · ⊕ RCn , (7.1)

and use the standard notation of Section 2. For a = (a1, . . . , an) an n-tuple of positive
numbers, define a one-parameter family of dilations by setting

λ ·a x = (λa1 · x1, . . . , λ
an · xn). (7.2)

With this homogeneity, RN has homogeneous dimension Qa =
∑n
j=1 ajQj , and

Na(x) = n1(x1)1/a1 + · · · + nn(xn)1/an

is a homogeneous norm. We can then define the class of Calderón-Zygmund kernels with this
homogeneity.

Definition 7.1. CZa is the space of tempered distributions K on RN such that

(a) away from the origin, K is given by integration against a smooth function K satisfying
the differential inequalities

∣∣∂γK(x)
∣∣ ≤ CγNa(x)−Qa−[[γ]]

a ,

for every multi-index γ, with [[γ]]a =
∑n

j=1 aj [[γj ]];

(b) there is a constant C > 0 so that for any normalized bump function ψ ∈ C∞
0 (RN ) with

support in the unit ball and for any R > 0,
∣∣〈K, ψR

〉∣∣ ≤ C, where ψR(x) = ψ(R ·a x).

It is well known, cf. [NRS01], that, for distributions K ∈ CZa, the corresponding multi-

pliers m = K̂ are characterized by the differential inequalities
∣∣∂γm(ξ)

∣∣ ≤ CγNa(ξ)−[[γ]]
a .

Put
Nj(ξ) = n1(ξ)

aj
a1 + · · · + nn(ξ)

aj
an ≈ Na(ξ)aj .

Then these differential inequalities can be written as
∣∣∂γm(ξ)

∣∣ ≤ Cγ

∏n
j=1Nj(ξ)−[[γj ]], and so

the multipliers are the elements of the class M(Ea) where

Ea =




1 a1
a2

a1
a3

· · · a1
an

a2
a1

1 a2
a3

· · · a2
an

...
...

...
. . .

...
an
a1

an
a2

an
a3

· · · 1


 . (7.3)

13For reasons of compatibility with the framework of this paper, we restrict ourselves to kernels and multi-
pliers which are C∞ away from the origin and to dilations which are compatible with the decomposition 7.1
and with the dilations in (2.5).
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Proposition 7.2. Let E = {e(j, k)} satisfy the basic hypotheses (2.10). The following are
equivalent:

(1) rank(E) = 1;

(2) e(j, k) = e(j, l)e(l, k) for all 1 ≤ j, k, l ≤ n;

(3) there is a dilation structure on RN , compatible with the decomposition (7.1), so that if
m ∈ M(E), then m is a Mihlin-Hörmander multiplier relative to that structure.

(4) there is a dilation structure on RN , compatible with the decomposition (7.1), so that if
K ∈ P(E), then K is a Calderón-Zygmund kernel relative to that structure;

Proof. The rank of E equals 1 if and only if all the rows are proportional. Due to the 1’s along
the diagonal this means that, for every j 6= k the j-th row equals the k-th row multiplied by
e(j, k). Thus (1) and (2) are equivalent.

If (2) holds, we have in particular that e(j, k)e(k, j) = 1 for all j, k. Hence N̂j = Nj for
all j. Moreover, in analogy with (5.6),

Nj(x) ≈ N1(x)e(j,1).

Thus the differential inequalities in Definition 2.4 can be written

∣∣∂γm(ξ)
∣∣ ≤ Cγ

n∏

j=1

N̂j(ξ)−[[γj ]]

≈
n∏

j=1

N1(ξ)−e(j,1)[[γj ]] = N1(ξ)−
∑n

j=1 e(j,1)[[γj ]]

= N1(ξ)−[[γ]],

where [[γ]] =
∑n

j=1 e(j, 1)[[γj ]] =
∑n

j=1 e(1, j)
−1[[γj ]] is the length of γ in the dilation structure

that makesN1 a homogeneous norm. Thus the multiplier m(ξ) satisfies the Mihlin-Hörmander
differential inequalities relative to the family of dilations, and so (3) holds.

Conversely, assume that (3) holds. Then there are exponents β1 = 1, β2, . . . , βn such that,
setting

N(ξ) =
n∑

j=1

nj(ξ)βj ,

every m ∈ M(E) satisfies the inequalities

∣∣∂γm(ξ)
∣∣ . N(ξ)−

∑n
j=1 β

−1
j [[γj ]].

This is equivalent to saying that m ∈ M(E′) with

e′(j, k) =
βk
βj
.

Hence in our hypothesis we have the inclusion M(E) ⊆ M(E′), which implies that M∞(E) ⊆
M∞(E′). By Proposition 5.2, this implies that Γ(E) ⊆ Γ(E′). By Lemma 14.9, the dimension
of Γ(E′) equals the reduced rank of E′, which is 1. Hence also Γ(E) has dimension 1, so it
must coincide with E′. This proves that (3) implies (1).

Finally, the equivalence of (3) and (4) is proved in [NRS01].
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7.2 Higher rank and integrability at infinity

In this section let E = {e(j, k)} be an n× n matrix satisfying the basic hypothesis (2.10),

and as usual let Nj(x) =
∑n

k=1 nk(xk)e(j,k) and N̂j(ξ) =
∑n

k=1 nk(ξk)1/e(k,j). Let Qj be
the homogeneous dimension of RCj . We begin by studying the integrability at infinity of a
measurable function K on RN which satisfies the inequality

|K(x)| ≤ C

n∏

j=1

Nj(x)−Qj . (7.4)

Note that nothing is said about the size of the derivatives of K.

Lemma 7.3. Suppose that the rank of E is greater than or equal to 2. If K satisfies the
inequality in equation (7.4), then K is integrable over the complement of the unit ball B(1).

Proof. Since the rank of E is strictly larger than 1, it follows from Proposition 7.2 that
there are integers j, k, l ∈ {1, . . . , n} so that e(j, k) < e(j, l)e(l, k). Moreover, for every
k ∈ {1, . . . , n}, we have

|K(x)| ≤ C
n∏

j=1

Nj(x)−Qj ≤ C
n∏

j=1

|xk|
−e(j,k)Qj = C|xk|

−
∑n

j=1 e(j,k)Qj = C|xk|
−Q̃k (7.5)

where Q̃k =
∑n

j=1 e(j, k)Qj . Decompose the complement of B(1) as the union of sets Eω
where ω ranges over the collection of non-empty subsets of {1, . . . , n}, and

Eω = {x ∈ RN : |xk| ≥ 1 for k ∈ ω, |xk| < 1 for k /∈ ω}.

Fix ω, and let {θl}l∈ω be strictly positive numbers such that
∑

l∈ω θl = 1. Then it follows

from (7.5) that |K(x)| .
∏
l∈ω |xl|

−θlQ̃l

l , and if we can choose the constants {θl} such that

θlQ̃l > Ql for every l, then

∫

Eω

|K(x)| dx .
∏

l∈ω

∫

xl∈R
Cl

|xl|≥1

|xl|
−θlQ̃l dxl < +∞.

We can choose {θl} with the required property if
∑
l∈ω QlQ̃

−1
l < 1, and we can do this

for every subset ω if
∑n

l=1QlQ̃
−1
l < 1. But for any fixed k ∈ {1, . . . , n}, we have e(j, l) ≥

e(j, k)/e(l, k) and so

n∑

l=1

QlQ̃
−1
l =

n∑

l=1

Ql

[ n∑

j=1

e(j, l)Qj

]−1

≤
n∑

l=1

e(l, k)Ql

[ n∑

j=1

e(j, k)Qj

]−1

= 1. (7.6)

Moreover, we can make the inequality in (7.6) strict if there exists a single triple j, k, l ∈
{1, . . . , n} such that e(j, k) < e(j, l)e(l, k). This completes the proof.

Corollary 7.4. Suppose that rank (E) ≥ 2. If K ∈ P(E) we can write K = K0 + K∞ where
K0,K∞ ∈ P(E), K0 is a distribution with compact support in the unit ball, and K∞ is a
distribution given by integration against a function K∞ ∈ C∞(RN ) ∩ L1(RN ) which satisfies
the differential inequalities of Definition 2.2.

We also will need the following variant of Lemma 7.3.
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Lemma 7.5. Suppose that K is a tempered distribution on Rn and suppose that its Fourier
transform m = K̂ is a smooth function away from zero which satisfies the following differential
inequalities for pure derivatives: for 1 ≤ j ≤ n and for every γj ∈ NCj there exists a constant
Cγj

> 0 so that ∣∣∂γj

ξj
m(ξ)

∣∣ ≤ Cγj
N̂j(ξ)−[[γj ]].

Then K is given by integration against a smooth function K away from the origin, and if the
rank of the matrix E is greater than 1, then K is integrable at infinity.14

Proof. If we can show that K is given by integration agains a function K with |K(x)| .

nk(xk)−
∑n

j=1 e(j,k)Qj for 1 ≤ k ≤ n, then the argument proceeds as in the proof of Lemma 7.3.
Thus fix k, and define λ·kx = (λe(1,k) ·x1, . . . , λ

e(n,k) ·xn). This is a family of dilations on all of

RN and N̂j(t) =
∑n

k=1 nk(tk)1/e(k,j) is a homogeneous norm. The homogeneous dimension is∑n
j=1 e(j, k)Qj. Choose χ ∈ C∞

0 (RN ) with χ(ξ) ≡ 1 if N̂j(ξ) ≤ 1. Let mR(ξ) = χ(R·j ξ)m(ξ).

Then for all γj ∈ NCj , the product and chain rules show that we have

∣∣∂γj

ξj
mR(ξ)

∣∣ ≤ Cγj
N̂j(ξ)−[[γj ]].

Now mR → m in the sense of distributions as R → 0, and hence K is the limit, in the sense
of distributions, of the inverse Fourier transform of mR. But it now follows from Proposition
15.4 in Appendix II that |K(x)| . nk(xk)−

∑n
j=1 e(j,k)Qj , and this completes the proof.

7.3 Higher rank and weak-type estimates near zero

If K is the smooth function on RN \ {0} corresponding to a Calderón-Zygmund kernel K,
then K satisfies the estimate

∣∣{x ∈ RN : |K(x)| > λ
}∣∣ . λ−1. Moreover, there are Calderón-

Zygmund kernels K such that
∣∣{x ∈ RN : |K(x)| > λ

}∣∣ & λ−1. In this section we show that
the corresponding estimates for kernels K ∈ P(E) associated with the decomposition RN =
RC1 ⊕ · · · ⊕ RCn depend on the reduced rank of E. Recall from the discussion in Section 5.3
and Proposition 5.5 that if the reduced rank of E is m < n then there is an m ×m matrix
E♭ so that P0(E) coincides with the space of distributions P0(E♭) associated with a coarser
decomposition decomposition RN = RA1 ⊕ · · · ⊕ RAm

Lemma 7.6. Suppose that the reduced rank of E is m.

(a) If K ∈ P(E), then for λ ≥ 1,
∣∣∣
{
x ∈ RN : K(x) > λ

}∣∣∣ . λ−1 log(λ)m−1.

(b) There exists K ∈ P(E) so that
∣∣∣
{
x ∈ RN : K(x) > λ

}∣∣∣ & λ−1 log(λ)m−1 for λ ≥ 1.

If m = 1, we are dealing with a Calderón-Zygmund kernel and these facts are well-known, so
we may assume m > 1.

Proof of Lemma 7.6, part (a). As indicated above, we can assume that m = n by replacing
E by its reduced matrix and applying Proposition 5.5. Suppose that λ ≥ 1. For 1 ≤ k ≤ n
we have

∏n
j=1Nj(x)Qj ≥ nk(xk)

∑n
l=1 e(l,k)Ql , and also

∏n
j=1Nj(x)Qj ≥

∏n
l=1 nl(xl)

Ql . Since

|K(x)| ≤
∏n
j=1Nj(x)−Qj , it follows that

{
x ∈ RN : |K(x)| > λ

}
⊂

{
x ∈ RN :

{∏n
l=1 nl(xl)

Ql < λ−1 and

nl(xl)
Ql < λ−Ql/

∑n
k=1 e(k,l)Qk 1 ≤ l ≤ n

}
.

14Note that we only make an hypothesis about “pure” derivatives of m. We are not assuming that m ∈
M(E).
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Note that, as in equation (7.6),
∑n
l=1Ql

[∑n
k=1 e(k, l)Qk

]−1

< 1 since the rank of E is strictly

greater than 1. Part (a) of the Lemma then follows from the following calculation.

Proposition 7.7. Let A1, . . . , An, δ ∈ (0,∞) and put A =
∏n
j=1 Aj. Put

E(A1, . . . , An, δ) =
{
x ∈ RN :

n∏

j=1

nj(xj)
Qj < δ and nj(xj)

Qj < Aj for 1 ≤ j ≤ n
}
.

There is a constant cn depending only on n so that

∣∣E(A1, . . . , An, δ)
∣∣ & cn

{
A if A < δ,

δ
[
1 +

(
log

(
A
δ

))n−1
]

if A ≥ δ

Proof. We argue by induction on n, with the case n = 1 following from Proposition 15.2 in
Appendix II. Thus suppose the result is true for n− 1. We divide the region E(A1, . . . , An, δ)
into two parts; the part where nn(xn)Qn < δ[A1 · · ·An−1]−1 is a product of n balls, and its
volume is δ. For the region where nn(xn)Qn ≥ δ[A1 · · ·An−1]−1 we can use the induction
hypothesis in the variables {x1, . . . ,xn−1}.

Proof of Lemma 7.6, part (b). As before we assume that E is reduced, i.e., m = n. Recall that
λ · x = (λd1x1, . . . , λ

dNxN ). Choose a closed interval Jk ⊂ (1, 2dk) ⊂ R, and let θk ∈ C∞
0 (R)

be an odd function such that θk(t) ≥ 0 if t ≥ 0, θk(t) ≡ 0 if t /∈ (1, 2dk), and θk(t) ≡ 1 if
t ∈ Jk. Then

∫
R
θk(t) dt = 0 and if we put θk,m(t) = θk(2mdkt), the functions θk,m1 and θk,m2

have disjoint supports if m1 6= m2. Put Θ(t) =
∏N
k=1 θk(tk).

The function Θ has strong cancellation in the sense of Definition 5.8. It follows from
Theorem 5.13 that K =

∑
I∈ΓZ(E)[Θ]I converges in the sense of distributions to an element

K ∈ P0(E). Note that the supports of the functions [Θ]I are disjoint. Let Σ denote the

set where Θ = 1, so that if 2−I · x ∈ Σ and 2−
∑n

j=1 ijQj > λ we have K(x) > λ. Let

ΣI = {x ∈ RN : 2−I · x ∈ Σ}. Then
∣∣ΣI

∣∣ = 2+
∑n

j=1 ijQj
∣∣Σ

∣∣. We have

{
x ∈ RN :

(
∃I ∈ ΓZ(E)

)(
2−I·x ∈ Σ and 2−

∑n
j=1 ijQj > λ

)}
⊂ {x ∈ RN : K(x) > λ},

so
∣∣∣
{
x ∈ RN : K(x) > λ

}∣∣∣ ≥
∣∣∣
{
x ∈ RN :

(
∃I ∈ ΓZ(E)

)(
2−I·x ∈ Σ and 2−

∑n
j=1 ijQj > λ

)}∣∣∣

&
∑

I∈ΓZ(E,λ)

|ΣI | & λ−1#
(

ΓZ(E, λ)
)

where ΓZ(E, λ) is the set of n-tuples I = (i1, . . . , in) ∈ ΓZ(E) such that λ < 2−
∑n

j=1 ijQj ≤ Cλ

with C a large constant. The cone Γ(E) =
{
t = (t1, . . . , tn) : e(j, k)tk < tj < 0

}
is open since

E has rank n, and the number of lattice points (i1, . . . , in) in this cone satisfying

log(λ) <

n∑

j=1

Qjij < log(λ) + 1

is of the order of
(

log(λ)
)n−1

. This shows that #
(

ΓZ(E, λ)
)
&

(
log(λ)

)n−1
which completes

the proof of part (b).
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8 Convolution operators on homogeneous nilpotent Lie

groups

We now turn to the study of convolution operators f → f ∗ K with K ∈ P0(E) and the
convolution on a homogeneous nilpotent Lie group G. The underlying manifold of G is RN

for some integer N ≥ 1, and there is a one-parameter group of automorphic dilations, i.e., of
automorphisms δr : G→ G which, in appropriate coordinates on G, take the form

δr(x1, . . . , xN ) = (rd1x1, . . . , r
dNxN ), (8.1)

with di > 0 for every i. The ordering of the coordinates and the parametrization by r can be
chosen so that

1 ≤ d1 ≤ d2 ≤ · · · ≤ dN . (8.2)

In these coordinates, the product on G has the following form. For x = (x1, . . . , xN ), y =
(y1, . . . , yN),

xy =
(
x1 + y1, x2 + y2 +M2(x,y), . . . , xN + yN +MN (x,y)

)
, (8.3)

where M2, . . . ,MN are polynomials which vanish for x or y equal to 0 and are such that

Ml(δrx, δry) = δrMl(x,y). (8.4)

In particular, each Ml only depends on the variables xm, ym for which dm < dl. Moreover,
the Haar measure for G is Lebesgue measure on RN .

If f, g ∈ L1(G), the convolution f ∗ g is defined by

f ∗ g(x) =

∫

G∼= RN

f(xy−1)g(y) dy =

∫

G∼=RN

f(y)g(y−1x) dy.

8.1 Convolution of scaled bump functions: compatibility of dila-

tions and convolution

If f ∈ L1(G) and λ = (λ1, . . . , λN ) with each λj > 0, consider the N -parameter family of
dilations of f by λ given by

fλ(x1, . . . , xN ) =
[ N∏

j=1

λ
−dj
j

]
f(λ−d11 x1, . . . , λ

−dN
N xN ), (8.5)

If ϕ, ψ are normalized bump functions supported in the unit ball and if λ = (λ1, . . . , λN )
and µ = (µ1, . . . , µN ), it is easy to check that for Euclidean convolution ϕλ ∗ ψµ = θν where
θ ∈ C∞

0 (RN ) is normalized relative to ϕ and ψ, and νj = max{λj , µj} = λj ∨ µj . This fact is
very useful in studying the convolution of two sums of dilates of bump functions. However,
on a more general nilpotent Lie group, this need not be true unless we suitably restrict the
N -tuples λ = (λ1, . . . , λN ) and µ = (µ1, . . . , µN ). Let

EN =
{
λ = (λ1, . . . , λN ) ∈ (0,∞)N : λ1 ≤ λ2 ≤ · · · ≤ λN

}
. (8.6)

We say that a mapping (x1, . . . , xN ) → (λ−d11 x1, . . . , λ
−dN
N xN ) is compatible with the group

structure of G if λ ∈ EN . The significance of this notion comes from the following result,
which is Lemma 6.17 in [NRSW12].
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Lemma 8.1. Let ϕ, ψ ∈ C∞
0 (G) be supported in B(1). If λ, µ ∈ EN there exists θ ∈ C∞

0 (G) so
that ϕλ ∗ ψµ = θν where νj = λj ∨ µj = max{λj , µj}. Moreover, θ is normalized relative to ϕ
and ψ: there are constants ρ0 ≥ 1 and Cm > 0 independent of ϕ and ψ so that θ is supported
in B(ρ0) and sup

|γ|≤m
||∂γθ||∞ ≤ Cm sup

|γ|≤m
||∂γϕ||∞ sup

|γ|≤m
||∂γψ||∞.

It will be useful for our purposes to have a formulation of Lemma 8.1 for dilations with
fewer parameters and with the N variables split into n blocks according to a decomposition
G ∼= RN = RC1 ⊕ · · · ⊕ RCn . For reasons of compatibility with the group structure, we now
require that C1, . . . , Cn ⊂ {1, . . . , N} be sets of consecutive integers, indexed according to the
natural ordering:

C1 = {1, . . . , l1}, C2 = {l1 + 1, . . . , l2}, . . . Cn = {ln−1 + 1, . . . , N}. (8.7)

This implies that each Gj ∼= RCj ⊕ · · · ⊕RCn is a subgroup of G. Formula (8.3) remains true
if the individual variables xl, yl ∈ R are replaced by the blocks of variables xj ,yj ∈ RCj and
the scalar-valued functions Ml by the RCj -valued functions Mj = (Mlj−1+1, . . . ,Mlj ). Notice
that the functions Mj still satisfy (8.4).15

Let E = {e(j, k)} be an n × n matrix satisfying (2.10). Associated to E is the cone of
lattice points

ΓZ(E) =
{
I = (i1, . . . , in) ∈ Zn : e(j, k)ik ≤ ij < 0, 1 ≤ j, k ≤ n

}

and we consider dilations

[f ]I(x) = 2−
∑n

j=1 ijQjf(2−i1 · x1, . . . , 2
−in · xn).

Note that (2i1 , . . . , 2in) is an n-tuple while elements of EN defined in equation (8.6) are N -
tuples. However [f ]I = fλ(I) where λ(I) is obtained from I by setting λl = 2ik if l ∈ Ck; that
is

λ(I) =
(

C1︷ ︸︸ ︷
2i1 , . . . , 2i1 ,

C2︷ ︸︸ ︷
2i2 , . . . , 2i2 , . . . ,

Cn︷ ︸︸ ︷
2in , . . . , 2in

)
.

(8.8)

We want to impose conditions on the matrix E, in addition to the basic hypothesis (2.10),
which guarantees that if I ∈ ΓZ(E), then λ(I) ∈ EN .

Definition 8.2. An n × n matrix E = {e(j, k)} is doubly monotone if each row is weakly
increasing from left to right, and each column is weakly decreasing from top to bottom; i.e.

e(j, k) ≤ e(j, k + 1) for 1 ≤ j ≤ n and 1 ≤ k < n,

e(j, k) ≥ e(j + 1, k) for 1 ≤ j < n and 1 ≤ k ≤ n.

Proposition 8.3. Let E = {e(j, k)} be an n×n matrix satisfying the basic hypothesis (2.10).

(a) The matrix E is doubly monotone if and only if e(j + 1, j) ≤ 1 for 1 ≤ j ≤ n− 1.

(b) If the matrix E is doubly monotone and if I ∈ Γ(E) then λ(I) ∈ EN .

15In what follows below, after choosing marked partitions, we may have situations where we no longer
have sequences of consecutive integers. However this is all right if we can refine to a situation of consecutive
integers.
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Proof. If E is doubly monotone and each row is weakly increasing, then since e(j+1, j+1) = 1
we certainly have e(j + 1, j) ≤ 1. Conversely, suppose that e(k + 1, k) ≤ 1 for 1 ≤ k ≤ n− 1.
Then by (2.10) we have

e(j, k) ≤ e(j, k + 1)e(k + 1, k) ≤ e(j, k + 1),

e(j + 1, k) ≤ e(j + 1, j)e(j, k) ≤ e(j, k),

so E is doubly monotone.
Next if E is doubly monotone and I = (i1, . . . , in) ∈ Γ(E), it follows from the definition of

λ(I) in equation (8.8) that we only need to show that ij ≤ ij+1 for 1 ≤ j ≤ n− 1. However,
since e(j + 1, j) ≤ 1 and ij < 0, we have ij ≤ e(j + 1, j)ij ≤ ij+1 since I ∈ ΓZ(E).

Corollary 8.4. Suppose E is doubly monotone, and let I = (i1, . . . , in), J = (j1, . . . , jn) ∈
ΓZ(E). If ϕ, ψ ∈ C∞

0 (Rn) are supported in the unit ball, then [ϕ]I ∗ [ψ]J = [θ]K where
θ ∈ C∞

0 (RN ) is normalized relative to ϕ and ψ, and K = (k1, . . . , kn) ∈ ΓZ(E) with km =
max{im, jm} for 1 ≤ m ≤ n.

Recall that S ∈ S ′(E) means that ÊS ∩ B(1)c 6= ∅. If S =
(
(I1, k1); . . . ; (Is, ks)

)
∈ S ′(E),

the s× s matrix ES = {eS(r, p)} was defined in Lemma 6.2. We observe that if we order the
sets {I1, . . . , Is} so that k1 ≤ k2 ≤ · · · ≤ ks and if E is doubly monotone, then the same is
true of the matrix ES .

Lemma 8.5. Let S =
(
(I1, k1); . . . ; (Is, ks)

)
∈ S ′(E) with k1 < k2 < · · · < ks, and let

ES = {eS(r, p)} be the s × s matrix whose existence is established in Lemma 6.2. If the
matrix E is doubly monotone, then the matrix ES is doubly monotone.

Proof. From the construction of ES we have

eS(r + 1, r) ≤ τS(r + 1, r) = min
j∈Ir

e(kr+1, j)

e(kr, j)
≤ e(kr+1, kr).

If {e(j, k)} is doubly monotone, e(kr+1, kr) ≤ 1 because of our ordering of the sets {I1, . . . , Is},
and it follows that eS(r + 1, r) ≤ 1. Since ES satisfies the basic hypothesis (2.10), it then
follows from part (a) of Proposition 8.3 that it is also doubly monotone.

Continue to fix S =
(
(I1, k1); . . . ; (Is, ks)

)
∈ S ′(E) with k1 < k2 < · · · < ks. In Definition

3.12 we introduced the family of dilations

2−J ·̂S t =
(
2−j1 ·̂S tI1 , . . . , 2

−jr ·̂S tIr , . . . , 2
−js ·̂S tIs

)

where
2−jr ·̂S tIr =

{
2−jr/e(kr ,j) · tj : j ∈ Ir

}
=

{
2−jrτS(j,kr) · tj : j ∈ Ir

}
.

Recall that ΓZ(ES) =
{

(j1, . . . , js) ∈ Zs : eS(p, r)jr ≤ jp < 0
}

.

Lemma 8.6. Suppose that E is doubly monotone. If J = (j1, . . . , js) ∈ ΓZ(ES) then the
mapping t → 2−J ·̂S t is compatible with the group structure.

Proof. Let l,m ∈ {1, . . . , n} with l ≤ m and l ∈ Ir , m ∈ Ip. According to Proposition
8.3, it suffices to show that jre(kr, l)

−1 ≤ jpe(kp,m)−1. If J = (j1, . . . , js) ∈ ΓZ(ES) then
eS(p, r)jr ≤ jp. But then since jr < 0,

jp
jr

≤ eS(p, r) ≤ τS(kp, kr) = min
j∈Ir

e(kp, j)

e(kr, j)
≤
e(kp, l)

e(kr, l)
≤
e(kp,m)e(m, l)

e(kr, l)
≤
e(kp,m)

e(kr, l)

where the last inequality follows since l ≤ m and the matrix E is (weakly) increasing across
each row. This means that jre(kr, l)

−1 ≤ jpe(kp,m)−1, completing the proof.
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8.2 Automorphic flag kernels and Lp-boundedness of convolution

operators

In this section we discuss Lp-boundedness of operators

TKf = f ∗ K,

given by convolution (relative to some homogeneous group structure on RN ) with a kernel
K ∈ P(E). The matrix E is assumed to satisfy the basic hypotheses (2.10).

The reader should be aware that there are two possible interpretations of the symbol f ∗K,
depending on whether the underlying group is the standard abelian Rn or some non-abelian
group G. Whenever clarification is required, we will write TGK to specify the group. For
ordinary convolution on RN , it can be easily verified that a kernel in P(E) is a product kernel,
as defined in Section 2 of [NRS01]. In fact, the differential inequalities of a product kernel
follow from the inequalities Nj(x) ≥ nj(xj), j = 1, . . . , n, and the cancellation conditions are
the same as in Definition 2.2 (b). By [NRS01], we have the following theorem.

Theorem 8.7. Let δλ be any family of dilations on RN and RN = RC1 ⊕ · · · ⊕ RCn be any
decomposition of RN into homogeneous subspace. Suppose that the matrix E satisfies the basic
hypotheses. Then, for every K ∈ P(E), the operator TK is bounded on Lp for 1 < p <∞.

Considering now a general homogeneous group law as in (8.3), we must be more specific
on all the ingredients needed to define a class P(E).

We fix a decomposition RN = RC1⊕· · ·⊕RCn where the Cj are as in (8.7). In the notation
of [NRS01], the subgroups Gj = RCj ⊕ · · · ⊕ RCn form the standard flag

F : (0) ⊂ Gn ⊂ Gn−1 ⊂ · · · ⊂ G2 ⊂ G1 = G.

On each RCj we also fix a homogeneous norm nj for the automorphic dilations δλ in
(8.1). A distribution K is an automorphic flag kernel on the standard flag if it satisfies the
differential inequalities

∣∣∂γK(x)
∣∣ ≤ Cγ

n∏

j=1

[
n1(x1) + · · · + nj(xj)

]−Qj−[[γj ]]

and the cancellation conditions in Definition 2.2 (b).

The differential inequalities for the automorphic flag multiplier m = K̂ are

∣∣∂γm(ξ)
∣∣ ≤ Cγ

n∏

j=1

[
nj(ξj) + · · · + nn(ξn)

]−[[γj ]].

(See Definition 2.3.2 in [NRS01] for details.)

We show that, if E is doubly monotone, a distribution K ∈ P0(E) is always an automorphic
flag kernel for a standard flag.

Proposition 8.8. If K ∈ P0(E) where the class of distributions is defined by a doubly mono-
tone matrix, then K is an automorphic flag kernel on the standard flag.

Proof. Let K ∈ P0(E) where the class of distributions is defined by a doubly monotone matrix

E = {e(j, k)} and let m = K̂. Note that for ξ ∈ B(1)c we have

N̂j(ξ) =

n∑

k=1

nk(ξk)1/e(k,j) ≥
n∑

k=j

nk(ξk)1/e(k,j) ≥
n∑

k=j

nk(ξk)
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since for k ≥ j we have e(k, j) ≤ 1. Thus if γ ∈ NC1 × · · · × NCn we have

∣∣∂γm(ξ)
∣∣ ≤ Cγ

n∏

j=1

(
1 + N̂j(ξ)

)−[[γj ]] ≤ Cγ

n∏

j=1

[
nj(ξj) + · · · + nn(ξn)

]−[[γj ]].

Theorem 8.9. Let G be a homogeneous nilpotent Lie group, endowed with automorphic
dilations δλ, G ∼= RN = RC1 ⊕ · · ·⊕RCn, the Cj being as in (8.7). If E is a doubly monotone
matrix satisfying the basic hypothesis, and if K ∈ P0(E), then the operator TK[ϕ] = ϕ ∗ K,
defined initially for ϕ ∈ S(RN ), extends uniquely to a bounded operator on Lp(G) for 1 < p <
∞. If the rank of E is greater than one, the same holds for K ∈ P(E).

Proof. If K ∈ P0(E), it follows from Proposition 8.8 that K is an automorphic flag kernel on
the standard flag. The result now follows from Theorem 8.14 in [NRSW12]. Assume now that
the rank of E is greater than 1 and K ∈ P(E). By Corollary 7.4, we can write K = K0 +K∞

where K0 ∈ P0(E) and K∞ ∈ L1(RN ). The operator f → f ∗K∞ is bounded on Lp(G) for
1 ≤ p ≤ ∞.

9 Composition of operators

If K ∈ P0(E) let TK[f ] = f ∗ K be the corresponding left-invariant convolution operator on
the homogeneous nilpotent Lie group G. TK is initially defined on the Schwartz space S(RN ).
We are interested in the composition of two operators TK, TL with K,L ∈ P0(E). Formally
TL ◦ TK[f ] = TK[f ] ∗ L = (f ∗ K) ∗ L = f ∗ (K ∗ L) = TK∗L.

To give a concrete meaning to these equalities is easy if convolution is relative to the
(abelian) additive structure of RN , because we can refer to the Fourier multipliers m = K̂,

m′ = L̂. For f ∈ S(RN ), TL ◦ TK[f ] = F−1(mm′f̂), where F denotes the Fourier transform,
and the convolution kernel of TL ◦ TK is F−1(mm′) = K ∗ L. In fact, since M∞(E) is closed
under pointwise product, we can conclude as follows.

Theorem 9.1. Let E be a matrix satisfying the basic hypotheses and let K,L ∈ P0(E). With
respect to ordinary convolution on RN , then K ∗ L ∈ P0(E).

Suppose now that RN ∼= G is a noncommutative homogeneous group. It is still easy to
verify that K ∗ L is a well-defined distribution. In fact,

K = K0 + ϕ0, L = L0 + ψ0,

where K0,L0 have compact support and ϕ0, ψ0 are Schwartz functions. Hence

K ∗ L = K0 ∗ L0 + K0 ∗ ψ0 + ϕ0 ∗ L0 + ϕ0 ∗ ψ0,

where each summand is well defined. However, it is not guaranteed that the convolution K∗L
is in the same class.

The main result of this section is that, under the assumptions introduced in Section 8,
K ∗ L ∈ P0(E), and so P0(E) is an algebra under convolution on the group G. We recall the
assumptions:

(i) the underlying dilations on RN are automorphisms of G;

(ii) the subspaces RCj are as in (8.7);

(iii) the matrix E is doubly monotone.
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Theorem 9.2. Suppose that conditions (i)-(iii) above are satisfied. If K,L ∈ P0(E) then
K ∗ L ∈ P0(E).

The following outline provides an informal road map for the long proof which begins in
Section 9.1. Let K,L ∈ P0(E).

(A) According to Theorem 6.14,

K = ϕ0 +
∑

S∈S′(E)

KS and L = ψ0 +
∑

T∈S′(E)

LT

where ϕ0, ψ0 ∈ S(RN ) and

KS =
∑

I∈ΓZ(ES)

[ϕIS ]I and LT =
∑

J∈ΓZ(ET )

[ψJT ]J .

Here
{
ϕIS

}
and

{
ψJT

}
are uniformly bounded families of functions in C∞

0 (RN ), and

ΓZ(ES) =
{
I = (i1, . . . , is) ∈ Zs : τS(kp, kr)ir ≤ ip < 0, 1 ≤ r, p ≤ s

}
,

ΓZ(ET ) =
{
J = (j1, . . . , jq) ∈ Zq : τT (ℓb, ℓa)ja ≤ jb < 0, 1 ≤ a, b ≤ q

}
.

Then the problem of studying the composition TL ◦ TK reduces essentially to the study
of the finite number of compositions

{
TLT ◦ TKS

}
for S, T ∈ S ′(E). This reduction is

discussed in Section 9.1.

(B) We fix marked partitions S =
(
(I1, k1); . . . ; (Is, ks)

)
and T =

(
(J1, ℓ1); . . . ; (Jq, ℓq)

)
in

S ′(E), and we simplify notation by writing ϕIS = ϕI and ψJT = ψJ . Thus we need to
study TLT ◦ TKS where

KS =
∑

I∈ΓZ(ES)

[ϕI ]I = lim
F1րΓZ(ES)

∑

I∈F1

[ϕI ]I = lim
FրΓZ(ES)

KF1,S ,

LT =
∑

J∈ΓZ(ET )

[ψJ ]J = lim
F2րΓZ(ET )

∑

J∈F2

[ψJ ]J = lim
F2րΓZ(ES)

LF2,T .

Here F1, F2 are finite sets of indices, and the limits exist in the sense of distributions.

(C) Recall from Corollary 6.1 that, since S, T ∈ S ′(E), ΓZ(ES) and ΓZ(ET ) have nonempty
interiors. By Lemma 6.2 in Section 6.1, there are new matrices ES = {eS(p, r)} and ET =
{eT (b, a)} which satisfy the basic hypothesis such that eS(p, r) ≤ τS(kp, kr), eT (b, a) ≤
τT (ℓb, ℓa).

If F1 ⊂ ΓZ(ES) and F2 ⊂ ΓZ(ET ) are any two finite sets of indices then TLF2,T ◦TKF1,S
=

THF1,F2,S,T where

HF1,F2,S,T = KF1,S ∗ LF2,T =
∑

I∈F1

∑

J∈F2

[ϕI ]I ∗ [ψJ ]J .

In Section 9.2 we see that it suffices to show that limF1րΓZ(ES) limF2րΓZ(ET ) HF1,F2,S,T

exists in the sense of distributions and belongs to P0(E). More generally, for arbitrary
finite subsets F ⊂ ΓZ(ES) × ΓZ(ET ), we show that

(a) HF,S,T =
∑

(I,J)∈F

[ϕI ]I ∗ [ψJ ]J ∈ P0(E) with estimates independent of the set F ;
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(b) In the sense of distributions, lim
FրΓZ(ES)×ΓZ(ET )

HF,S,T exists and belongs to P0(E).

(D) In Section 9.3 we summarize the support, decay, and cancellation properties of the con-
volutions [ϕI ]I ∗ [ψJ ]J that are needed in our analysis.

(E) In order to study HF,S,T we write

ΓZ(ES) × ΓZ(ET ) =
⋃

W∈W(S,T )

ΓW (S, T )

where the index set W(S, T ) is finite, and the sets
{

ΓW (S, T ) ⊂ ΓZ(ES) × ΓZ(ET )
}

are
disjoint. This partition of ΓZ(ES) × ΓZ(ET ) is somewhat complicated, but it has the
property that if (I, J) =

(
(i1, . . . , is), (j1, . . . , jq)

)
∈ ΓW (S, T ), then for 1 ≤ r ≤ s and

1 ≤ a ≤ q, if Ir ∩Ja 6= ∅ the ratio ir/ja is suitably restricted. Having made the partition,
it then suffices to show that for every W ∈ W(S, T ), limFրΓW (S,T )

HF,S,T converges in
the sense of distributions and belongs to P0(E). This partition is described in Section
9.4.

(F) Now fix W ∈ W(S, T ), and let F ⊂ ΓW (S, T ) be a finite set. We study of HF,S,T =∑
(I,J)∈F [ϕI ]I ∗ [ψJ ]J .

(a) For each convolution [ϕI ]I ∗ [ψJ ]J there is a normalized bump function θI,J and a
set of dilations M(I, J) so that [ϕI ]I ∗ [ψJ ]J = [θI,J ]M(I,J).

(b) There are s parameters (i1, . . . , is) in I and q parameters (j1, . . . , jq) in J , and the
function [θI,J ]M(I,J) is dilated by some collection of these dilations. However not all
of these need appear in M(I, J). We will say that a parameter ir or ja from I ∪ J is
‘fixed’ if it appears among the parameters in M(I, J), and ‘free’ if it does not appear.
These notions are defined precisely in Section 9.5.

(c) Let I∗r be the indices in Ir which are fixed, and let J∗
a be the indices in Ja which are

fixed. Some of these sets may be empty (if Ir or Ja consists entirely of free indices),
and we suppose there are α ≤ s non-empty sets I∗r1 , . . . , I

∗
rα and β ≤ q non-empty

set J∗
a1 , . . . J

∗
aβ .

(d) The sets I∗r1 , . . . , I
∗
rα , J

∗
a1 , . . . J

∗
aβ

are disjoint and their union is {1, . . . , n}. This leads
to a new decomposition

RN =

α⊕

j=1

R
I∗rj ⊕

β⊕

k=1

R
J∗

ak .

This decomposition is discussed in Section 9.6.

(G) Associated to this last decomposition, we show in Section 9.7 that there is an (α+ β) ×

(α + β) matrix E(S, T,W ) with associated family of norms N#
1 , . . . , N

#
α+β on RN . In

Section 9.8 we show that the corresponding family of distributions P0(E(S, T,W )) is
contained in the original family P(E). Theorem 9.2 then follows if we can show that

∑

(I,J)∈ΓW (S,T )

[ϕI ]I ∗ [ψJ ]J ∈ P0(E(S, T,W )).

This is the heart of the matter, and we argue as follows.
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a) Each convolution [ϕI ]I ∗ [ψJ ]J = [θI,J ]M(I,J) where θI,J ∈ C∞
0 (RN ) is normalized

relative to ϕI and ψJ , and where M(I, J) is an α + β-tuple of integers coming from
α + β of the integers in I = (i1, . . . , is) and J = (j1, . . . , jq). Since each function ϕI

and ψJ has strong cancellation, the function θI,J will have appropriate decay in the
free variables and weak cancellation in the fixed variables. (See Lemma 9.4 below.)

b) We let M(S, T,W ) denote the (infinite) set of α+β-tuples M = M(I, J) that arise in
this way as the dilation for some convolution [ϕI ]I ∗ [ψJ ]J . For each M ∈ M(S, T,W ),
we let F (M) be the set of pairs (I, J) ∈ ΓW (S, T ) such that M(I, J) = M . It follows
that ∑

(I,J)∈ΓW (S,T )

[ϕI ]I ∗ [ψJ ]J =
∑

M∈M(S,T,W )

[ ∑

(I,J)∈F (M)

θI,J
]
M
.

c) Because of the decay properties of θI,J , for each M ∈ M(S, T,W ), the inner infinite
sum

∑
(I,J)∈F (M) θ

I,J converges to a function ΘM ∈ C∞
0 , and the family of functions

{ΘM} is uniformly bounded and has weak cancellation relative to M . Thus
∑

(I,J)∈ΓW (S,T )

[ϕI ]I ∗ [ψJ ]J =
∑

M∈M(S,T,W )

[ΘM ]M .

Theorem 5.13 then shows that
∑

(I,J)∈ΓW (S,T )[ϕ
I ]I ∗ [ψJ ]J ∈ P0(E(S, T,W )). The

details are provided in Sections 9.9 and 9.10.

9.1 A preliminary decomposition

Let K,L ∈ P0(E). According to Corollary 6.16 we can write

K = ϕ0 +
∑

S∈S′(E)

KS = ϕ0 +
∑

S∈S′(E)

∑

I∈ΓZ(ES)

[ϕIS ]I ,

L = ψ0 +
∑

T∈S′(E)

LT = ψ0 +
∑

T∈S′(E)

∑

J∈ΓZ(ET )

[ψJT ]J ,

where ϕ0, ψ0 ∈ S(RN ) and {ϕIS} and {ψJT } are uniformly bounded families of functions in
C∞
0 (RN ) supported in B(1). Each ϕIS has cancellation in the variables {xk1 , . . . ,xks} and each
ψJT has cancellation in the variables {xl1 , . . . ,xlq}. We have

TK ◦ TL = ϕ0 ∗ L + K ∗ ψ0 +
∑

S,T∈S′(E)

TKS ◦ TLT .

Since the first two terms on the right-hand side are Schwartz functions, to prove Theorem 9.2
it suffices to show that each composition TKS ◦ TLT is a convolution operator THS,T where
HS,T ∈ P0(E).

9.2 Reduction to the case of finite sets

It follows from Corollary 6.16 that

KS(x) = lim
FրΓZ(ES)

∑

I∈F

[ϕIS ]I(x), LT (x) = lim
GրΓZ(ET )

∑

J∈G

[ψJT ]J(x)

where the limits are taken in the sense of distributions, F ranges over finite subsets of ΓZ(ES),
and G ranges over finite subsets of ΓZ(ET ). It follows that

TKS ◦ TLT [f ] = lim
FրΓZ(ES)

lim
GրΓZ(ET )

[
f ∗

∑

I∈F

∑

J∈G

[ϕIS ]I ∗ [ψJT ]J

]
.
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Thus it will suffice to show that limFրΓZ(ES) limGրΓZ(ET )

∑
I∈F

∑
J∈G[ϕIS ]I ∗ [ψJT ]J ∈ P0(E)

where the limits are take in the sense of distributions. To do this, we will show that for any
finite sets F1 ⊂ ΓZ(ES) and F2 ⊂ ΓZ(ET ),

HF1,F2 =
∑

I∈F1

∑

J∈F2

[ϕIS ]I ∗ [ψJT ]J ∈ P0(E)

with estimates that are independent of the choice of the finite subsets F and G, and

HS,T = lim
F1րΓZ(ES)

lim
F2րΓZ(ET )

HF,G ∈ P0(E)

Thus to prove Theroem 9.2, it will suffice establish the following result.

Lemma 9.3. For each S, T ∈ S ′(E) there exists HS,T ∈ P0(E) so that

KS ∗ LT =
∑

(I,J)∈ΓZ(ES)×ΓZ(ET )

[ϕIS ]I ∗ [ψJT ]J = HS,T (9.1)

where the series converges in the sense of distributions as the limit of sums over finite subsets
of ΓZ(ES) × ΓZ(ET ).

9.3 Properties of the convolution [ϕIS]I ∗ [ψ
J
T ]J

In order to proceed further, we will need information about the support, decay, and cancel-
lation properties of each of the convolutions [ϕIS ]I ∗ [ψJT ]J that appear in equation (9.1). The
required estimates are given in Lemma 9.4 below. The statement essentially incorporates the
results of Lemmas 6.17 and 6.18 and Corollary 6.19 in [NRSW12]. Since the setting now is
somewhat more complicated, we include a sketch of the proof.

Suppose that G is a homogeneous nilpotent Lie group with underlying manifold RN , and
that the one-parameter family of automorphic dilations on G is given by

δr(x) = (rd1x1, . . . , r
dNxN ).

Let ∗ denote the convolution on G.

Lemma 9.4. Let ϕ, ψ ∈ C∞
0 (RN ) have support in the unit ball and put

[ϕ]λ(x) =
[ N∏

m=1

λ−dmm

]
ϕ(λ−d11 x1, . . . , λ

−dN
N xN ),

[ψ]µ(x) =
[ N∏

m=1

µ−dm
m

]
ψ(µ−d1

1 x1, . . . , µ
−dN
N xN ).

Assume that 0 < λ1 ≤ λ2 ≤ · · · ≤ λN and 0 < µ1 ≤ µ2 ≤ · · · ≤ µN .

(a) [Support properties] There exists θ ∈ C∞
0 (RN ), normalized with respect to ϕ and ψ, so

that,

[ϕ]λ ∗ [ψ]µ(x) =
[ n∏

m=1

ν−dmm

]
θ(ν−d11 x1, . . . , ν

−dN
N xN ) = [θ]ν(x)

where νj = λj ∨ µj = max{λj , µj}.

(b) [Cancellation and decay properties] The estimates come in three parts, depending on
whether there is cancellation in any of the first N − 1 variables {x1, . . . , xN−1}, or in the
last variable xN .
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(i) Let C,D ⊂ {1, . . . , N − 1}, and suppose that ϕ has cancellation in the variables xj
for j ∈ C, and that ψ has cancellation in the variables xk for k ∈ D. Put

C1 =
{
j ∈ {1, . . . , N − 1} : ϕ has cancellation in xj and λj < µj

}
,

C2 =
{
j ∈ {1, . . . , N − 1} : ϕ has cancellation in xj and λj ≥ µj

}
,

D1 =
{
j ∈ {1, . . . , N − 1} : ψ has cancellation in xj and µj ≤ λj

}
,

D2 =
{
j ∈ {1, . . . , N − 1} : ψ has cancellation in xj and µj > λj

}
,

so that
C1 ∪ C2 = C, C1 ∩ C2 = ∅,

D1 ∪D2 = D, D1 ∩D2 = ∅,

C1 ∩D1 = ∅, C2 ∩D2 = ∅.

There exists ǫ > 0 depending only on the group structure so that [ϕ]λ ∗ [ψ]µ can be
written as a finite sum of terms of the form

∏

j∈C1

[(
λj
µj

)ǫ
+

(
λj
λj+1

)ǫ]
×

∏

k∈D1

[(
µk
λk

)ǫ
+

(
µk
µk+1

)ǫ]
×

×
∏

j∈C′

2

(
λj
λj+1

)ǫ
×

∏

k∈D′

2

(
µk
µk+1

)ǫ [
ΘC′′

2 ,D
′′

2

]
ν

(9.2)

where
C2 = C′

2 ∪ C
′′
2 , C′

2 ∩ C
′′
2 = ∅,

D2 = D′
2 ∪D

′′
2 , D′

2 ∩D
′′
2 = ∅.

The functions
{

ΘC′′

2 ,D
′′

2

}
⊂ C∞

0 (RN ) are normalized relative to ϕ and ψ and have
cancellation in the variables xj for j ∈ C′′

2 ∪D′′
2 .

(ii) Suppose that ϕ also has cancellation in the variable xN . If λN < µN , there is an

additional factor
(
λN

µN

)ǫ
in equation (9.2). If λN ≥ µN then the function ΘC′′

2 ,D
′′

2

in equation (9.2) also has cancellation in the variable xN .

(iii) Suppose that ψ also has cancellation in the variable xN . If λN < µN , then the
function ΘC′′

2 ,D
′′

2
in equation (9.2) also has cancellation in the variable xN . If λN ≥

µN there is an additional factor
(
λN

µN

)ǫ
in equation (9.2).

Sketch of the proof.

Because of the monotonicity of the λ’s and the µ’s, assertion (a) follows immediately from
Lemma 8.1, so the real content of the lemma is assertion (b). Let us first consider the case of
Abelian convolution. Then there is no need to distinguish between the first N−1 variable and
the last variable. If (say) ϕ has cancellation in the variable xj then we can write ϕ = ∂xjφ
where φ is normalized in terms of ϕ. Suppose that λj < µj . Then moving the derivative ∂xj

across the convolution, we have

[ϕ]λ ∗ [ψ]µ = [∂xjφ]λ ∗ [ψ]µ = λ
dj
j ∂xj

(
[φ]λ) ∗ [ψ]µ

= λ
dj
j [φ]λ ∗ ∂xj

(
[ψ]µ

)
=

(λj
µj

)dj
[φ]λ ∗ [∂xjψ]µ =

(λj
µj

)dj
[θ]ν
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where we have use part (a) to write [φ]λ ∗ [∂xjψ]µ = [θ]ν where θ is normalized. On the other
hand, if λj ≥ µj , we can put the derivative in front of the whole convolution, and we have

[ϕ]λ ∗ [φ]µ = [∂xjφ]λ ∗ [φ]µ = λ
dj
j ∂xj

(
[φ]λ) ∗ [φ]µ

= λ
dj
j ∂xj

(
[φ]λ ∗ [ψ]µ

)
= λ

dj
j ∂xj

(
[θ′]ν

)
= [∂xjθ

′]ν

where [φ]λ ∗ [ψ]µ = [θ′]ν by part (a), and now ∂xjθ
′ has cancellation in the variable xj . Thus

the lemma follows in the case of Abelian convolution on Rn.

For convolution ∗ on a homogeneous nilpotent Lie group, in general it is not the case that
∂xjf ∗ g = f ∗ ∂xjg or that ∂xjf ∗ g = ∂xj [f ∗ g]. However, we have the following facts.16

(a) If X is a left-invariant vector field and Y is a right-invariant vector field then X [f ∗ g] =
f ∗X [g] and Y [f ∗ g] = Y [f ] ∗ g;

(b) If X is a left-invariant vector field and Y = X̃ is the unique right-invariant vector field
agreeing with X at the origin, then X [f ] ∗ g = f ∗ Y [g];

(c) For any 1 ≤ j ≤ N − 1 we can write

∂f

∂xj
(x) = Zj [f ](x) +

N∑

k=j+1

Pj,k(x)
∂f

∂xk
(x) = Zj [f ](x) +

N∑

k=j+1

∂

∂xk

[
Pj,k(x)f(x)

]

where Zj is either a left- or a right-invariant vector field, and Pj,k is a polynomial of the
form

Pj,k(x1, . . . , xk−1) =
∑

α∈A(j,k)

cj,k(α)xα1
1 · · ·x

αk−1

k−1

where A(j, k) =
{

(α1, . . . , αk−1) ∈ Zk−1 : α1d1 + · · · + αk−1dk−1 = dk − dj
}

.

We can establish part (b) of the lemma by repeating the Abelian argument, but replacing the
derivative ∂xj by the appropriate invariant vector field Zj . When j < N this introduces an
error which is a sum of terms with cancellation in variables xk with k > j. Explicitly,

[∂xjφ]λ = λ
dj
j ∂xj

(
[φ]λ

)
= λ

dj
j Zj

(
[φ]λ

)
+ λ

dj
j

N∑

k=j+1

∂xk

(
Pj,k(x)[φ]λ(x)

)

Now it follows as in Proposition 4.5 of [NRSW12] that

[∂xjφ]λ = λ
dj
j Zj

(
[φ]λ

)
+

N∑

k=j+1

(λj
λk

)dj
λdkk ∂xj

(
[Θj,k]λ

)

= λ
dj
j Zj

(
[φ]λ

)
+

N∑

k=j+1

(λj
λk

)dj
[∂xjΘj,k]λ

where the functions Θj,k are normalized relative to φ. The term λ
dj
j Zj

(
[φ]λ

)
is handled as in

the Abelian case, since now the vector field Zj can either be moved across a convolution or

put in front of the convolution. This gives a gain of
(
λj

µj

)dj
. The remaining terms now have

cancellation in variables xk with k > 1, and there is a gain
(
λj

λk

)dj
≤

(
λj

λj+1

)dj
. Of course

when j = N , there is no correction term. This completes the sketch. Complete details can
be found in Section 6 of [NRSW12].

16See Proposition 6.16 in [NRSW12] or page 22 in [FS82].
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9.4 A further decomposition of ΓZ(ES)× ΓZ(ET )

Fix two marked partitions S =
{

(I1, k1); . . . ; (Is, ks)
}
, T = {(J1, ℓ1); . . . ; (Jq, ℓq)} ∈ S ′(E).

We return to the study of the infinite sum
∑

(I,J)∈ΓZ(ES)×ΓZ(ET )[ϕ
I ]I ∗ [ψJ ]J .17 To analyze

this, we need a further decomposition of the index set ΓZ(ES)×ΓZ(ET ). Recall from equation
(1.15) that

[ϕI ]I(x) = 2−
∑s

r=1 irQ̂S,r ϕI(2−i1 ·̂S xI1 , . . . , 2
−is ·̂S xIs),

[ψJ ]J (x) = 2−
∑q

a=1 jaQ̂T,aψJ(2−j1 ·̂T xJ1 , . . . , 2
−jq ·̂T xJq ),

(9.3)

where, using the identities e(kr, j) = τS(j, kr)
−1 and e(ℓa, l) = τT (l, ℓa)

−1 from Proposition
3.8, together with (3.6) and Definition 3.12 (b), we have

Q̂S,r =
∑

j∈Ir

Qj e(kr, j)
−1 =

∑

j∈Ir

QjτS(j, kr),

2−ir ·̂S xIr =
{

2−ir/e(kr ,j) · xv : j ∈ Ir

}
=

{
2−irτS(j,kr) · xv : j ∈ Ir

}
,

Q̂T,a =
∑

l∈Ja

Qae(ℓa, l)
−1 =

∑

l∈Ja

QaτT (l, ℓa),

2−ja ·̂T xJa =
{

2−ja/e(ℓa,v) · xv : v ∈ Ja

}
=

{
2−jaτT (v,ℓa) · xv : v ∈ Ja

}
.

(9.4)

According to Lemma 9.4, for each index j, 1 ≤ j ≤ n, the scale of the support of the
convolution [ϕI ]I ∗ [ψJ ]J in the direction of each coordinate xj is the maximum of the scales
of the supports of each factor. We let 1 ≤ r ≤ s and 1 ≤ a ≤ q and focus on indices j ∈ Ir∩Ja
provided that the intersection is non-empty. The size of the support of [ϕI ]I in the direction
of xj is on the order of 2irτS(j,kr), while the size of the support of [ψJ ]J is on the order of
2jτT (vj ,ℓa). Since the indices ir and ja are negative, we have

2irτS(j,kr) ≥ 2jaτT (j,ℓa) ⇐⇒ irτS(j, kr) ≥ jaτT (j, ℓa) ⇐⇒
ir
ja

≤
τT (j, ℓa)

τS(j, kr)
=
e(kr, j)

e(ℓa, l)
.

Write18 Ir ∩ Ja =
{
v1, . . . , vm

}
, and order these indices so that

0 <
τT (v1, ℓa)

τS(v1, kr)
≤
τT (v2, ℓa)

τS(v2, kr)
≤ · · · ≤

τT (vm−1, ℓa)

τS(vm−1, kr)
≤
τT (vm, ℓa)

τS(vm, kr)
<∞. (9.5)

The ratios in equation (9.5) divide the positive real axis into at most m+ 1 subintervals. For
any I = (i1, . . . , is) ∈ ΓZ(ES) and J = (j1, . . . , jq) ∈ ΓZ(ET ), the ratio ir/ja must lie in one
of these intervals. We partition ΓZ(ES) × ΓZ(ET ) into disjoint sets so that for (I, J) in each
set, the ratios ir/ja always lie in the same interval.

To describe and index this decomposition, we proceed as follows. Let

ΣS,T = {(Ir, Ja) : 1 ≤ r ≤ s, 1 ≤ a ≤ q, Ir ∩ Ja 6= ∅},

For each (Ir, Ja) ∈ ΣS,T consider the set of mr,a + 1 intervals
{[

0,
τT (v1, ℓa)

τS(v1, kr)

)
= Er,a0 ,

[
τT (v1, ℓa)

τS(v1, kr)
,
τT (v2, ℓa)

τS(v2, kr)

)
= Er,a1 , . . .

. . . ,

[
τT (vj , ℓa)

τS(vj , kr)
,
τT (vj+1, ℓa)

τS(vj+1, kr)

)
= Er,aj , . . .

. . . ,

[
τT (vmr,a−1, ℓa)

τS(vmr,a−1, kr)
,
τT (vmr,a , ℓa)

τS(vmr,a , kr)

)
= Er,amr,a−1,

[
τT (vmr,a , ℓa)

τS(vmr,a , kr)
,∞

)
= Er,amr,a

}
,

(9.6)

17Since S and T are fixed, we now write ϕI and ψJ instead of ϕI
S

and ψJ
T
.

18We should write Ir ∩ Ja = {vr,a1 , . . . , vr,a
m(r,a)

}, but as long as the context is clear we omit the dependence

on (r, a) for simplicity of notation.
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and let
W̃(S, T ) =

∏

(Ir ,Ja)∈ΣS,T

{
Er,a0 , Er,a1 , . . . , Er,amr,a

}
,

i.e., the set of functions which assign to each (Ir, Ja) ∈ ΣS,T one of the intervals in (9.6).

Hence, if W ∈ W̃(S, T ) and (Ir, Ja) ∈ ΣS,T , W (Ir , Ja) is one of these intervals, and we write

W (Ir, Ja) = Er,aw(Ir ,Ja)

so that w(Ir , Ja) ∈
{

0, 1, . . . ,mr,a

}
. (Thus W (Ir , Ja) is one of the mr,a + 1 intervals, while

w(Ir , Ja) is the number of that interval.) Setting j = w(Ir , Ja), let

ΛW (Ja, Ir) =





∞ if j = 0,

τS(vj ,kr)
τT (vj ,ℓa)

if j > 0,

ΛW (Ir , Ja) =





τT (vj+1,ℓa)
τS(vj+1,kr)

if j < mr,a,

∞ if j = mr,a,

so that ΛW (Ja, Ir)
−1 and ΛW (Ir , Ja) are the left and right endpoints of Ew(Ir ,Ja).

We now construct the desired partition. For W ∈ W̃(S, T ), put

ΓW (S, T ) =
{(

(i1, . . . , is),(j1, . . . , jq)
)
∈ ΓZ(ES) × ΓZ(ET ) :

(Ir , Ja) ∈ ΣS,T =⇒
1

ΛW (Ja, Ir)
≤
ir
ja
< ΛW (Ir, Ja)

}
.

(9.7)

It may happen that for some W ∈ W̃(S, T ) the set ΓW (S, T ) is empty,19 and so we put

W(S, T ) =
{
W ∈ W̃(S, T ) : ΓW (S, T ) 6= ∅

}
.

The following Proposition is an immediate consequence of the definition of ΓW (S, T ) and the
ordering in equation (9.5).

Proposition 9.5. Let S =
{

(I1, k1); . . . ; (Is, ks)
}
, T = {(J1, ℓ1); . . . ; (Jq, ℓq)} ∈ S ′(E).

(a) The sets {ΓW (S, T ) : W ∈ W(S, T )} partition the set ΓZ(ES) × ΓZ(ET ):

ΓZ(ES) × ΓZ(ET ) =
⋃

W∈W(S,T )

ΓW (S, T ),

W1,W2 ∈ W(S, T ), W1 6= W2 =⇒ ΓW1(S, T ) ∩ ΓW2(S, T ) = ∅.

(b) Let W ∈ W(S, T ) and suppose Ir ∩ Ja = {v1, . . . , vm} 6= ∅, ordered as in equation (9.5).
Suppose that W (Ir, Ja) = Ew(Ir ,Ja). Let

(
(i1, . . . , is), (j1, . . . , jq)

)
∈ ΓW (S, T ). Then for

1 ≤ k ≤ m,
k ≤ w(Ir , Ja) ⇐⇒ jaτT (vk, ℓa) ≥ irτS(vk, kr)

k > w(Ir , Ja) ⇐⇒ jaτT (vk, ℓa) < irτS(vk, kr)

In particular,

(1) if w(Ir , Ja) = 0, then irτS(vk, kr) > jaτT (vk, ℓa) for all 1 ≤ k ≤ m;

(2) if w(Ir , Ja) = m then irτS(vk, kr) ≤ jaτT (vk, ℓa) for all 1 ≤ k ≤ m;

19For instance, if there are equalities among the weak inequalities in (9.5), some of the intervals are empty.
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(3) if kr ∈ Ir ∩ Ja then

kr ≤ w(Ir , Ja) =⇒ ir ≤ τT (kr, ℓa) ja < 0,

kr > w(Ir , Ja) =⇒ τT (kr, ℓa) ja < ir < 0;

(4) if ℓa ∈ Ir ∩ Ja then

ℓa > w(Ir , Ja) =⇒ ja < τS(ℓa, kr) ir < 0,

ℓa ≤ w(Ir , Ja) =⇒ τS(ℓa, kr) ir ≤ ja < 0.

To summarize, we have partitioned ΓZ(ES)×ΓZ(ET ) into a disjoint union of sets ΓW (S, T ).
Let I = (i1, . . . , is) and J = (j1, . . . , jq). Then (I, J) ∈ ΓW (S, T ) if and only if

eS(p, r)ir ≤ ip < 0 for r, p ∈ {1, . . . , s},

eT (b, a)ja ≤ jj < 0 for a, b ∈ {1, . . . , q},

ΛW (Ir , Ja)ja < ir if Ir ∩ Ja 6= ∅,

ΛW (Ja, Ir)ir ≤ ja if Ir ∩ Ja 6= ∅.

(9.8)

It can happen that ΛW (Ir, Ja) or ΛW (Ja, Ir) is +∞, in which case there is simply no corre-
sponding inequality between ir and ja. However, if there is no bound of an index ir by any
ja, then ΛW (Ir , Ja) = ∞ for every a such that Ir ∩ Ja 6= ∅, and this means that the scale
of the dilation by ir is always smaller than the scale of the dilation by the corresponding ja.
Similarly, if there is no bound of ja by any ir, then the scale of the dilation by ja is always
less than or equal to the scale of of the dilation by the corresponding ir.

20

9.5 Fixed and free indices

Continue to fix S =
{

(I1, k1); . . . ; (Is, ks)
}
, T = {(J1, ℓ1); . . . , (Jq, ℓq)} ∈ S ′(E). The index

set W(S, T ) is finite, so formally, using the partition from Proposition 9.5, we have

KS ∗ LT (x) =
∑

W∈W(S,T )

[ ∑

(I,J)∈ΓW (S,T )

[ϕI ]I ∗ [ψJ ]J(x)

]
=

∑

W∈W(S,T )

RS,T,W (x).

Thus to prove Lemma 9.3 (and hence prove Theorem 9.2) it suffices to show that for each
W ∈ W(S, T ) the inner infinite sum

RS,T,W =
∑

(I,J)∈ΓW (S,T )

[ϕI ]I ∗ [ψJ ]J

converges in the sense of distributions, and that the sum belongs to the class P0(E). We will do
this by showing that there is a matrix E(S, T,W ) so that RS,T,W ∈ P0(E(S, T,W )) ⊂ P0(E).

Definition 9.6. Let S =
{

(I1, k1); . . . ; (Is, ks)
}
, T = {(J1, ℓ1); . . . , (Jq, ℓq)} ∈ S ′(E) and

W ∈ W(S, T ). Recall that if (Ir , Ja) ∈ ΣS,T then Ir∩Ja 6= ∅ and W (Ir, Ja) = Ew(Ir ,Ja) where
{E0, . . . , Em} are the intervals listed in equation (9.6).

20In the notation of the next section, this means that in the first case, ir is a free index, and in the second
case ja is a free index. See Definition 9.6.
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(a) Set

I∗r =

q⋃

a=1
Ir∩Ja 6=∅

{
j ∈ Ir ∩ Ja : ir τS(j, kr) > ja τT (j, ℓa)

∀
(
(i1, . . . , is), (j1, . . . , jq)

)
∈ ΓW (S, T )

}

=

q⋃

a=1
Ir∩Ja 6=∅

{
vk ∈ Ir ∩ Ja : k > w(Ir , Ja)

}
;

J∗
a =

w⋃

r=1
Ir∩Ja 6=∅

{
j ∈ Ir ∩ Ja : ir τS(j, kr) ≤ ja τT (j, ℓa)

∀
(
(i1, . . . , is), (j1, . . . , jq)

)
∈ ΓW (S, T )

}

=

q⋃

a=1
Ir∩Ja 6=∅

{
vk ∈ Ir ∩ Ja : k ≤ w(Ir , Ja)

}
.

(9.9)

(b) An index r, 1 ≤ r ≤ s is fixed if I∗r 6= ∅, and is free if I∗r = ∅.

(c) An index a, 1 ≤ a ≤ q is fixed if J∗
a 6= ∅, and is free if J∗

a = ∅.

Remark 9.7. The notions of fixed and free indices and the definitions of the sets I∗r and J∗
a

depend on the choice of S, T ∈ S ′(E) and on the choice of W ∈ W(S, T ). In particular, they
are the same for all choices of (I, J) ∈ ΓW (S, T ).

Clearly I∗r ⊂ Ir, J
∗
a ⊂ Ja and I∗r ∩ J

∗
a = ∅. Also, for every j ∈ {1, . . . , n} there is a unique

pair (Ir , Ja) ∈ ΣS,T so that j ∈ Ir ∩ Ja, and then either j ∈ I∗r or j ∈ J∗
a . Thus we have a

disjoint decomposition

{1, . . . , n} =

s⋃

r=1

I∗r ∪

q⋃

a=1

J∗
a . (9.10)

The following Proposition provides an explanation of the significance of fixed and free
indices. The proof just involves unwinding the definitions.

Proposition 9.8.

(a) An index r ∈ {1, . . . , s} is free if and only if for every j ∈ Ir and every (I, J) ∈ ΓW (S, T ),
the scale of the support of [ϕI ]I is smaller in the direction of xj than the scale of the
support of [ψJ ]J .

(b) An index r ∈ {1, . . . , s} is fixed if and only if there exists at least one j ∈ Ir so that for
every (I, J) ∈ ΓW (S, T ), the scale of the support of [ϕI ]I in the direction of xj is larger
than the scale of the support of [ψJ ]J .

(c) The indices j ∈ {1, . . . , n} for which the scale of the support of [ϕI ]I is larger than the
scale of the support of [ψJ ]J in the direction of xj is precisely

⋃s
r=1 I

∗
r .

(d) An index a ∈ {1, . . . , q} is free if and only if for every j ∈ Ja and for every (I, J) ∈
ΓW (S, T ), the scale of the support of [ψJ ]J in the direction of xj is smaller than the scale
of the support of [ϕI ]I .
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(e) An index a ∈ {1, . . . , q} is fixed if and only if there exists at least one j ∈ Ja so that for
every (I, J) ∈ ΓW (S, T ) the scale of the support of [ψJ ]J is larger than the scale of the
support of [ϕI ]I in the direction of xj .

(f) The indices j ∈ {1, . . . , n} for which the scale of the support of [ψJ ]J is larger than the
scale of the support of [ϕI ]I in the direction of xj is precisely

⋃q
a=1 J

∗
a .

Let S∗ = {r1, . . . , rα} denote the subset of {1, . . . , s} consisting of fixed indices, and let
T ∗ = {a1, . . . , aβ} denote the subset of {1, . . . , q} consisting of fixed indices. It may happen
that α = 0 or that β = 0, but we always have α+ β ≥ 1. Then we can write

{1, . . . , n} =
⋃

r∈S∗

I∗r ∪
⋃

a∈T∗

J∗
a =

α⋃

j=1

I∗rj ∪

β⋃

k=1

J∗
ak
. (9.11)

9.6 A finer decomposition of RN

Using the decomposition in equation (9.11) we study the new decomposition of RN indexed
by the fixed indices in {1, . . . , s} and {1, . . . , q}:

RN =
⊕

r∈S∗

RI
∗

r ⊕
⊕

a∈T∗

RJ
∗

a =

α⊕

j=1

R
I∗rj ⊕

β⊕

j=1

R
J∗

aj

where
RI

∗

r =
{
x = (x1, . . . ,xn) ∈ RN : xj 6= 0 =⇒ j ∈ I∗r

}
,

RJ
∗

a =
{
x = (x1, . . . ,xn) ∈ RN : xj 6= 0 =⇒ j ∈ J∗

a

}
.

Write elements of RI
∗

r and RJ
∗

a as xI∗r = {xj : j ∈ I∗r } and xJ∗
a

= {xj : j ∈ J∗
a}. This gives us

a set of coordinates on RN .
Order these coordinates so that the corresponding set of indices {kr1 , . . . , krα , ℓa1 , . . . , ℓaβ}

together are increasing. With this ordering, rename the subspaces as {RV1 , . . . ,RVα+β}. Then
every element x ∈ RN is an (α+β)-tuple x = (x1, . . . ,xm, . . . ,xα+β) where xm ∈ RVk and Vk
is either I∗r for some r ∈ S∗ or J∗

a for some a ∈ T ∗. By the choice of the ordering, if m1 < m2

then
Vm1 = I∗r , Vm2 = I∗p =⇒ kr < kp,

Vm1 = I∗r , Vm2 = J∗
a =⇒ kr < ℓa,

Vm1 = J∗
a , Vm2 = I∗r =⇒ ℓa < kr,

Vm1 = J∗
a , Vm2 = J∗

b =⇒ ℓa < ℓb.

On each component RVm we use the dilation structure inherited from either Ir or Ja. Thus
from (9.4) we define a dilation which we write ◦ by setting

λ ◦ xm =





{
λτS(j,kr) · xj : j ∈ I∗r

}
if xm = xI∗r

{
λτT (j,ℓa) · xj : j ∈ J∗

a

}
if xm = xJ∗

a

. (9.12)

(To keep notation simple we write ◦ instead of ◦S,T,W .) The corresponding homogeneous
norms are given by

nS,r(xI∗r ) =
∑

j∈I∗r

nj(xj)
1/τS(j,kr), nT,a(xJ∗

a
) =

∑

j∈J∗
a

nj(xj)
1/τT (j,ℓa),
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and the homogeneous dimension of RVm is then

Qm =





QI∗r =
∑

j∈I∗r
Qj τS(j, kr) if xm = xI∗r ;

QJ∗
a

=
∑
j∈J∗

a
Qj τT (j, ℓa) if xm = xJ∗

a
.

9.7 The matrix ES,T,W

If
(
(i1, . . . , is), (j1, . . . , jq)

)
∈ ΓW (S, T ) ⊂ ΓZ(ES) × ΓZ(ET ), we obtain an (α + β)-tuple

{ir1 , . . . , irα , ja1 , . . . , jaβ} by keeping only the ir and js corresponding to fixed indices S∗ and

T ∗. Let π : Zs+q → Zα+β be the mapping which takes (i1, . . . , is), (j1, . . . , jq) ∈ Zs+q to
(ir1 , . . . , irα , ja1 , . . . , jaβ ) ∈ Zα+β . Our next objective is to describe the inequalities satisfied
by the entries of these (α + β)-tuples.

It follows from equation (9.8) that

eS(rj , rk)irk ≤ irj < 0 for j, k ∈ {1, . . . , α},

eT (al, am)jam ≤ jal < 0 for l,m ∈ {1, . . . , β},

ΛW (Irj , Jam)jam < irj if Irj ∩ Jam 6= ∅,

ΛW (Jam , Irj )irj ≤ jam if Irj ∩ Jam 6= ∅.

(9.13)

Let
Γ(S, T,W ) =

{
(ir1 , . . . , irα , ja1 , . . . , jaβ ) ∈ Zα+β which satisfy (9.13)

}
. (9.14)

Thus π : ΓW (S, T ) → Γ(S, T,W ).

Proposition 9.9. The mapping π : ΓW (S, T ) → Γ(S, T,W ) is onto.

Proof. Thus suppose that the (α+ β)-tuple (ir1 , . . . , irα , ja1 , . . . , jaβ ) satisfies the inequalties
in equation (9.13). First observe that the first two lines of inequalities describe the projections
of Γ(ES) and Γ(ET ) onto the smaller sets of coordinates. Since ES and ET satisfy the basic
hypotheses (2.10), it follows from Lemma 14.4 that there exists (i1, . . . , is) ∈ Γ(ES) and
(t1, . . . , tq) ∈ Γ(ET ) such that

π(i1, . . . , is, j1, . . . , jq) = (ir1 , . . . , irα , ja1 , . . . , jaβ ).

We claim that (i1, . . . , is, j1, . . . , jq) ∈ ΓW (S, T ), so we need to check all the inequalities in
equation (9.8). The first two lines are clearly satisfied, since they only depend on the fact
that (i1, . . . , is) ∈ Γ(ES) and (j1, . . . , jq) ∈ Γ(ET ). Also the second two lines are satisfied
provided that r = rj and a = am for some j ∈ {1, . . . , α} and m ∈ {1, . . . , β}. It remains
to check what happens if ir is a free index or ja is a free index. But as we observed in the
summary on page 66, if ir is a free index and Ir ∩ Ja 6= ∅ then ΛW (Ir, Ja) = ∞ so there is no
third line in the inequalities. Also if ir is a free index, then the scale of the dilation τS(j, kr)ir
must be smaller than the scale of the dilation τT (j, ℓa)ja for every j ∈ Ir ∩Ja. This says that
the ratio ir/ja must lie in the largest (i.e. the unbounded) interval, and this is the statement
of the fourth inequality. A similar argument works if ja is a free index.

The cone Γ(S, T,W ) ⊂ Rα+β is defined by the inequalities in (9.13), which, using the
notation in Section 14.2, is defined by a partial matrix BW , with indices varying in the
disjoint union S∗ ⊔ T ∗ and given by

b(µ, ν) =





eS(µ, ν) if µ, ν ∈ S∗

eT (µ, ν) if µ, ν ∈ T ∗

ΛW (Iµ, Jν) if µ ∈ S∗ , ν ∈ T ∗

ΛW (Jµ, Iν) if µ ∈ T ∗ , ν ∈ S∗.

(9.15)
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Lemma 9.10. The matrix BW is connected.

Proof. We must prove that, given µ 6= ν ∈ S∗ ⊔ T ∗, there are λ1, . . . , λa ∈ S∗ ⊔ T ∗ such that

bW (µ, λ1)bW (λ1, λ2) · · · bW (λa, ν) <∞.

There is no doubt that this holds if both µ and ν belong either to S∗ or to T ∗ because all
the eS and eT are finite. For the other two cases it is necessary and sufficient to prove that
there exist r ∈ S∗, a ∈ T ∗ with ΛW (Ir , Ja) <∞ and r′ ∈ S∗, a′ ∈ T ∗ with ΛW (Ja′ , Ir′) <∞
(equivalently with w(Ir , Ja) 6= 0 and w(Ir′ , Ja′) 6= mr′,a′).

Assume that one of these conditions is violated, e.g., that w(Ir , Ja) = 0 for all r ∈ S∗, a ∈
T ∗. By (9.9), this implies that Ir ∩ Ja ⊂ I∗r for every r, a. Hence T ∗ = ∅ and the proof is
completed.

By Lemma 14.3, there is matrix ES,T,W which satisfies the basic hypotheses (2.10) so that
we have Γ(S, T,W ) = Γ(ES,T,W ).

Proposition 9.11. If (m1, . . . ,mα+β) ∈ ΓZ(ES,T,W ), the corresponding dilation of RN given
by

(x1, . . . ,xα+β) −→ (2−m1 ◦ x1, . . . , 2
−mα+β ◦ xα+β)

is still compatible (in the sense of Section 8.1) with the nilpotent Lie group structure.

Proof. Let 1 ≤ l1 < l2 ≤ n. Then xl1 and xl2 are coordinates that belong to one of the
sets {I∗rj , 1 ≤ j ≤ α} or {J∗

ak
, 1 ≤ k ≤ β}. Write the (α + β)-tuple (m1, . . . ,mα+β) =

(ir1 , . . . , irα , ja1 , . . . , jaq ). There are thus four cases to consider.
If xl1 ∈ I∗r11 and xl2 ∈ I∗rl2

, we proceed as in Lemma 8.6. After taking logarithm to

base 2 the scales of the corresponding dilations are irl1 τS(l1, kr11 ) and irl2 τS(l2, krl2 ). Now
eS(rl2 , rl1)irl1 ≤ irl2 < 0 so

irl2
irl1

≤ eS(rl2 , rl1) ≤ τS(krl2 , krl1 ) = min
j∈Irl1

e(krl2 , j)

e(krl1 , j)

≤
e(krl2 , l1)

e(krl1 , l1)
≤
e(krl2 , l2)e(l2, l1)

e(krl1 , l1)
≤
e(krl2 , l2)

e(krl1 , l1)

since e(l2, l1) ≤ 1. Thus

irl1 τS(l1, kr11 ) =
irl1

e(krl1 , l1)
≤

irl2
e(krl2 , l2)

= irl2 τS(l2, kr12 ),

which is the desired inequality. A similar argument works if xl1 ∈ J∗
a11

and xl2 ∈ J∗
al2

.
Now suppose xl1 ∈ I∗r11 ∩ Jal1 and xl2 ∈ Irl2 ∩ J∗

al2
. This time, after taking logarithm to

base 2 the scales of the corresponding dilations are irl1 τS(l1, kr11 ) and jal2 τT (l2, jal2 ). Just
as before, it follows that

irl1 τS(l1, kr11 ) ≤ irl2 τS(l2, kr12 ).

But now since l2 ∈ J∗
al2

, we know that the i-scale at this variable is less than or equal to the
j-scale at this variable. Thus

irl2 τS(l2, kr12 ) ≤ jal2 τT (l2, lal2 ).

Putting the last two inequalities together gives the required estimate. A similar argument
works if xl1 ∈ Ir11 ∩ J∗

al1
and xl2 ∈ I∗rl2

∩ Jal2 , and this completes the proof.
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9.8 The class P0(ES,T,W )

Given the decomposition RN =
⊕α

j=1 R
I∗rj ⊕

⊕β
j=1 R

j∗aj and the matrix ES,T,W , we have the
space of distributions P0(ES,T,W ) and the corresponding space of multipliers M∞(ES,T,W ).
For notational convenience we use the symbol eW to denote the entries of ES,T,W . Recall that
their indices vary in the disjoint union S∗⊔T ∗ of the sets S∗ ⊂ {1, . . . , s} and T ∗ ⊂ {1, . . . , q}
of fixed indices relative to W .

Lemma 9.12. M∞(ES,T,W ) ⊂ M∞(E) and consequently P0(ES,T,W ) ⊂ P0(E).

Proof. The dual norms for the space M∞(ES,T,W ) are given by

N̂r,W (ξ) =
∑

p∈S∗

n̂S,p(ξI∗p )1/eW (p,r) +
∑

b∈T∗

n̂T,b(ξJ∗

b
)1/eW (b,r), r ∈ S∗;

N̂a,W (ξ) =
∑

p∈S∗

n̂S,p(ξI∗p )1/eW (Ip,Ja) +
∑

b∈T∗

n̂T,b(ξJ∗

b )
1/eW (b,a), a∈T∗.

By Corollary 5.4, it suffices to show, for each (j, k), the entries e♯W (j, k) of the n× n matrix

E
♯
S,T,W satisfy the inequality

e♯W (j, k) ≤ e(j, k).

By (5.5), e♯W (j, k) = αk

αj
eW (µ, ν), where

(i) µ, ν ∈ S∗ ⊔ T ∗ are such that j ∈ I∗µ (if µ ∈ S∗) or j ∈ J∗
µ (if µ ∈ T ∗) and k ∈ I∗ν or J∗

ν

accordingly;

(ii) αk is the exponent of the norm of ξk in

n̂S,p(ξI∗p ) =
∑

k∈I∗p

nk(ξk)e(kp,k) (if k ∈ I∗p ), n̂T,b(ξJ∗

b
) =

∑

k∈J∗

b

nk(ξk)e(ℓb,k) (if k ∈ J∗
b ).

We then have the inequalities

e♯W (j, k) =





e(kν , k)

e(kµ, j)
eW (µ, ν) if µ, ν ∈ S∗ , j ∈ I∗µ , k ∈ I∗ν

e(ℓν , k)

e(ℓµ, j)
eW (µ, ν) if µ, ν ∈ T ∗ , j ∈ J∗

µ , k ∈ J∗
ν

e(ℓν , k)

e(kµ, j)
eW (µ, ν) if µ ∈ S∗ , ν ∈ T ∗ , j ∈ I∗µ , k ∈ J∗

ν

e(kν , k)

e(ℓµ, j)
eW (µ, ν) if µ ∈ T ∗ , ν ∈ S∗ , j ∈ J∗

µ , k ∈ I∗ν .

If µ, ν ∈ S∗ and j ∈ I∗µ , k ∈ I∗ν , using the inequality eW (µ, ν) ≤ bW (µ, ν), we have

e♯W (j, k) ≤
e(kν , k)

e(kµ, j)
bW (µ, ν) =

e(kν , k)

e(kµ, j)
min
l∈Iν

e(kµ, l)

e(kν , l)
≤
e(kµ, k)

e(kµ, j)
≤ e(j, k),

and similarly if µ, ν ∈ T ∗.
Assume now that µ ∈ S∗, ν ∈ T ∗, j ∈ I∗µ , k ∈ J∗

ν . In this case the inequality eW (µ, ν) ≤
bW (µ, ν) may not be sufficient (e.g., we may have bW (µ, ν) = ∞). However, we can use the
basic inequality

eW (µ, ν) ≤ eW (µ, ν′)eW (ν′, ν) ≤ bW (µ, ν′)bW (ν′, ν) ≤ ΛW (Iµ, Jν′)τT (ℓν , ℓν′),
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which holds for all ν′ ∈ T ∗. Choosing ν′ so that j ∈ Jν′ , we have, with m = w(µ, ν′),

e♯W (j, k) ≤
e(ℓν , k)

e(kµ, j)
ΛW (Iµ, Jν′)τT (ℓν , ℓν′)

=
e(ℓν , k)

e(kµ, j)

e(kµ, vm)

e(ℓν′ , vm)
min
i∈Jν

e(ℓν′ , i)

e(ℓν , i)

≤
e(ℓν , k)

e(kµ, j)

e(kµ, vm)

e(ℓν′ , vm)

e(ℓν′ , k)

e(ℓν , k)

=
e(kµ, vm)

e(ℓν′ , vm)

e(ℓν′ , j)

e(kµ, j)

e(ℓν′ , k)

e(ℓν′ , j)
.

(9.16)

Since j ∈ I∗µ ∩ Jν′ , it follows from (9.9) that k = vm′ with m′ > m in the ordering (9.5) on

Iµ ∩ Jν
′

, i.e.,
e(kµ, vm)

e(ℓν., vm)
=
τT (vm, ℓν′)

τS(vm, kµ)
≤
τT (j, ℓν′)

τS(j, kµ)
=
e(kµ, j)

e(ℓν′ , j)
.

Hence

e♯W (j, k) ≤
e(ℓν′ , k)

e(ℓν′ , j)
≤ e(j, k).

The last case, with µ ∈ T ∗, ν ∈ S∗, j ∈ J∗
µ , k ∈ I∗ν , is treated similarly.

9.9 Estimates for [ϕ]I ∗ [ψ]J

Fix marked partitions S =
(
(I1, k1); . . . ; (Is, ks)

)
and T =

(
(J1, ℓ1); . . . ; (Jq, ℓq)

)
, and let

W ∈ W(S, T ). Recall that

I∗r =

q⋃

a=1
Ir∩Ja 6=∅

{
j ∈ Ir ∩ Ja :

ir
e(kr, j)

>
ja

e(ℓa, j)
∀
(
(i1, . . . , is), (j1, . . . , jq)

)
∈ ΓES,T,W

}
,

J∗
a =

s⋃

r=1
Ir∩Ja 6=∅

{
j ∈ Ir ∩ Ja :

ir
e(kr, j)

≤
ja

e(ℓa, j)
∀
(
(i1, . . . , is), (j1, . . . , jq)

)
∈ ΓES,T,W

}
.

Then
S∗ =

{
r ∈ {1, . . . , s} : I∗r 6= ∅

}
= {r1, . . . , rα}

T ∗ =
{
a ∈ {1, . . . , q} : J∗

a 6= ∅
}

= {a1, . . . , aβ}

are the fixed indices. Write RN =
⊕α+β

j=1 Vj as in subsection 9.6. Thus if x ∈ RN , x =

(x1, . . . ,xα+β) where each xm is either equal to xI∗r =
{
xj : j ∈ I∗r

}
for some r ∈ S∗ or is

equal to xJ∗
a

=
{
xj : j ∈ J∗

a

}
for some a ∈ T ∗. In equation (9.12) we introduced a family of

dilations on the space Vm by setting

λ ◦ xm =





{
λ1/e(kr ,j) · xj : j ∈ I∗r

}
if xm = xI∗r ,

{
λ1/e(ℓa,j) · xj : j ∈ J∗

a

}
if xm = xJ∗

a
.

Let I = (i1, . . . , is) and J = (j1, . . . , jq) with (I, J) ∈ ΓW (S, T ). If ϕ, ψ ∈ C∞
0 (RN ) have

support in the unit ball, it follows from from part (a) of Lemma 9.4 that there is a function
θ ∈ C∞

0 (RN ), normalized with respect to the functions ϕ and ψ, so that

[ϕ]I ∗ [ψ]J (x) = 2−
∑α+β

j=1 mjQ
∗

j θ(2−m1 ·̂x1, . . . , 2
−mα+β ·̂xα+β),
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where Q∗
j is the homogeneous dimension of Vj , and

mj = ir if xm = xI∗r

mj = ja if xm = xJ∗
a
.

Thus the indices {m1, . . . ,mα+β} are some permutation of the indices {r1, . . . , rα, a1, . . . , aβ}.
Note that if S∗∗ = {rα+1, . . . , rs} ⊂ {1, . . . , s} and T ∗∗ = {aβ+1, . . . , aq} ⊂ {1, . . . , q} are the
free indices, they do not appear among the indices {m1, . . . ,mα+β}.

Now suppose that ϕ has cancellation in the variables {xk1 , . . . ,xks} and that ψ has cancel-
lation in the variables {xℓ1 , . . . ,xℓq}. In order to obtain additional estimates of the function
θ, we will use part (b) of Lemma 9.4. Using the notation of Lemma 9.4, we have

C = {k1, . . . , ks} ⊂ {1, . . . , n},

D = {ℓ1, . . . , ℓq} ⊂ {1, . . . , n}.

The dilations are given by
λj = 2ir/e(kr ,j) if j ∈ Ir,

µk = 2ja/e(ℓa,j) if j ∈ Ja.

The set C1 =
{
kr : λkr < µkr

}
is now the union of two disjoint subsets:

C′
1 =

{
kr : I∗r = ∅

}
=

{
kr : r is free

}
,

C′′
1 =

{
kr : I∗r 6= ∅ and kr /∈ I∗r

}
=

{
kr : r is fixed and kr /∈ I∗r

}
.

The same is true of the set D1 =
{
ℓa : µℓa ≤ λℓa

}
:

D′
1 =

{
ℓa : J∗

a = ∅
}

=
{
ℓa : a is free

}
,

D′′
1 =

{
ℓa : J∗

a 6= ∅ and ℓa /∈ J∗
a

}
=

{
ℓa : a is fixed and ℓa /∈ J∗

a

}
.

The sets C2 and D2 are given by

C2 =
{
kr : r is fixed and kr ∈ I∗r

}
,

D2 =
{
ℓa : a is fixed and ℓa ∈ J∗

a

}
.

Define maps
σ1 :

{
1, . . . , s

}
→

{
1, . . . , q

}
such that kr ∈ Jσ1(r),

σ2 :
{

1, . . . , q
}
→

{
1, . . . , s

}
such that ℓa ∈ Iσ2(a),

and note that
1 ≤ r ≤ s and r is free =⇒ σ1(r) is fixed,

1 ≤ a ≤ q and a is free =⇒ σ2(a) is fixed.

Applying part (b) of Lemma 9.4 we have the following result.

Lemma 9.13. Let (I, J) ∈ Γ(ES,T,W ), let ϕ, ψ be normalized bump functions, and suppose
that ϕ has cancellation in the variables {xk1 , . . . ,xks} and that ψ has cancellation in the
variables {xℓ1 , . . .xℓq}. Write [ϕ]I ∗ [ψ]J = [θ]M as in Lemma 9.3. There exists ǫ > 0
depending only on the group structure so that θ can be written as a finite sum of terms of the
form

∏

kr∈C′

1

2−ǫG1(ir)
∏

kr∈C′′

1

2−ǫG1(ir)
∏

ℓa∈D′

1

2−ǫH1(ja)
∏

ℓa∈D′′

1

2−ǫH1(a)
∏

kr∈C′

2

2−ǫG2(r)
∏

ℓa∈D′

2

2−ǫH2(ja) θC′′

2 ,D
′′

2

where the factors are defined as follows.
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a) C2and D2 are each partitioned into two disjoint subsets:

C2 = C′
2 ∪C

′′
2 , C′

2 ∩C
′′
2 = ∅,

D2 = D′
2 ∪D

′′
2 , D′

2 ∩D
′′
2 = ∅.

b) The functions
{
θC′′

2 ,D
′′

2

}
⊂ C∞

0 (Rn) are normalized relative to ϕ and ψ.

c) The function θC′′

2 ,D
′′

2
has cancellation in each variable xm = xI∗r if r ∈ C′′

2 .

d) The function θC′′

2 ,D
′′

2
has cancellation in each variable xm = xJ∗

a
if a ∈ D′′

2 .

e) The expressions Gj(r) and Hj(a) are given by:

G1(ir) = min
{ jσ1(r)

e(ℓσ1(r), kr)
− ir, ir+1 − ir

}
;

H1(ja) = min
{ kσ2(a)

e(kσ2(a), ℓa)
− ja, ja+1 − ja

}
;

G2(ir) = ir+1 − ir;

H2(ja) = ja+1 − ja.

The meaning of this result is as follows. The original functions ϕI or ψJ have cancellation
in variables whose indices belong to C0 ∪C1 ∪C2 and to D0 ∪D1 ∪D2. Then with ϕI ∗ψJ =
[θI,J ]M , the function θI,J can be written as a sum of terms in which a normalized bump

function ΘI,J
C′

1,D1/
are multiplied by certain small factors.

A) If r ∈ {1, . . . , s} or a ∈ {1, . . . , q} is a free variable then r ∈ C ′
1 or a ∈ D′

1. If r is free, the
scale of [ϕI ]I in the coordinate xkr must be smaller than the scale of [ψJ ]J in xkr , which
is jσ1(r)/e(ℓσ1(r), kr). Thus there is a gain, either of order −ǫ[jσ1(r)/e(ℓσ1(r), kr)− ir] or of
order −ǫ[ir+1 − ir], due either to integration by parts or to replacing the derivative ∂xkr

with the corresponding invariant differential operator. This leads to the term 2−ǫG1(r),
and there is a similar explanation for the term 2−ǫH1(a). In particular, there is an gain
associated with all free indices.

B) If r ∈ {1, . . . , s} or a ∈ {1, . . . , q} is a fixed variable, then r ∈ C′′
1 ∪ C2 or a ∈ D′′

1 ∪D2.

a) For indices r ∈ C′′
1 , kr /∈ I∗r and so the scale of [ϕI ]I in the coordinate xkr must be

smaller than the scale of [ψJ ]J in xkr , which is jσ1(r)/e(ℓσ1(r), kr). Thus there is a
gain, either of order −ǫ[jσ1(r)/e(ℓσ1(r), kr)− ir] or of order −ǫ[ir+1 − ir], due either to
integration by parts or to replacing the derivative ∂xkr

with the corresponding invariant

differential operator. This leads to the term 2−ǫG1(r) and there is a similar explanation
for the term 2−ǫH1(a).

b) For an index r ∈ C2, it may happen that the cancelation of [ϕI ]I in the variable xkr
leads to cancellation in this variable of the convolution [ϕI ]I ∗ [ψJ ]J . We let C′′

2 be the

elements of C2 where this happens and C′
2 be the complementary set. Then θI,JC′′

2 ,D
′′

2

does have cancellation in the variables xI∗r for r ∈ C′′
2 . In the same way,θI,JC′′

2 ,D
′′

2
does

have cancellation in the variables x∗
Ja

for a ∈ D′′
2 .

c) For indices r ∈ C′
2 = C2 \C′′

2 or a ∈ D′
2 = D2 \D′′

2 , since cancellation does not persist
in the convolution, there is an exponential gain of order −ǫ[ir+1 − ir| or −ǫ[ja+1 − ja|
due replacing an ordinary derivative by a left- or right-invariant operator. This leads
to the terms 2−ǫG2(r) and 2−ǫH2(a).



75

Remarks 9.14. Let (I, J) ∈ Γ(ES,T,W ).

1) If kr ∈ C′
1 then ir ≤ jσ1(r)e(ℓσ1(r), kr)

−1 and σ1(r) is a fixed index. Similarly, if ℓa ∈ D′
1

then ja ≤ kσ2(a)e(kσ2(a), ℓa)−1 and σ2(a) is a fixed index.

2) If kr ∈ C′′
1 then σ1(r) is also fixed, and

ir
jσ1(r)

≥ τW (Jσ1(r), Ir)
−1 ≥ ΛW (Jσ1(r), Ir)

−1 =
e(kr, vmr,σ1(r)

)

e(ℓσ1(r), vmr,σ1(r)
)
≥ e(ℓσ1(r), kr)

−1

where the second inequality follows from the definition of τW since J∗
σ(r) ∩ Ir 6= ∅, and

the last inequality follows from the basic hypothesis. Thus ir − e(ℓσ1(r), kr)
−1jσ1(r) ≤ 0.

Similarly, if ja ∈ D′′
1 , it follows that ja − e(kσ2(a), ℓa)

−1iσ2(a) ≤ 0.

9.10 Proof of Theorem 9.2

We have seen on page 61 that Theorem 9.2 follows from Lemma 9.3 which deals with sums
of convolutions [ϕI ]I ∗ [ψJ ]J where (I, J) ∈ ΓZ(ES) × ΓZ(ET ). In section 9.4 we partitioned
ΓZ(ES) × ΓZ(ET ) into disjoint sets ΓW (S, T ) for W ∈ W(S, T ). Thus the proof of Lemma
9.3, and hence Theorem 9.2, follows from the following result.

Lemma 9.15. If F ⊂ ΓW (S, T ) is any finite set, then

HF =
∑

(S,T )∈F

[ϕI ]I ∗ [ψJ ]J ∈ P0(ES,T,W )

with constants independent of the finite set F . Moreover, limFրΓW (S,T )HF = HS,T,W ∈
P0(ES,T,W ) with convergence in the sense of distributions. In particular, it follows from
Lemma 9.12 that HS,T,W ∈ P0(E).

Proof. Recall from page 60 that

∑

(I,J)∈ΓW (S,T )

[ϕI ]I ∗ [ψJ ]J =
∑

M∈M(S,T,W )

[ ∑

(I,J)∈F (M)

θI,J
]
M

=
∑

M∈M(S,T,W )

[ΘM ]M .

We first show that for each M ∈ M(S, T,W ), the sum
∑

(I,J)∈F (M) θ
I,J converges to a

normalized bump function. Given M = (m1, . . . ,mα+β), this determines the indices ir and
ja for which r and a are fixed; i.e. r ∈ {r1, . . . , rα} and a ∈ {a1, . . . , aβ}. Thus ir and ja
belong to the sets C′′

1 , D
′′
1 , C2, D2. We must sum over the remaining indices corresponding

to free variables r and a for which kr ∈ C′
1 and ℓa ∈ D′

1. We write the free variables as
{rα+1, . . . , rs} and {aβ+1, . . . , aq}. Using Lemma 9.13 it follows that

∑
(I,J)∈F (M) θ

I,J is a

finite sum of terms (indexed by subsets C′′
2 ⊂ C2 and D′′

2 ⊂ D2) of the form

∏

kr∈C′′

1

2−ǫG1(r)
∏

ℓa∈D′′

1

2−ǫH1(a)
∏

kr∈C′

2

2−ǫG2(r)
∏

ℓa∈D′

2

2−ǫH2(a)

[ ∑

(irα+1
,...,irs )∈C

′

1

(jaβ+1
,...,jaq )∈D

′

1

s∏

v=α+1

2−ǫG1(rv)

q∏

v=β+1

2−ǫH1(av) θC′′

2 ,D
′′

2

]

where each function θC′′

2 ,D
′′

2
has cancellation in the variables xm = xI∗r if r ∈ C′′

2 and xm = xJ∗
a

if a ∈ D′′
2 .
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We have

∑

(irα+1
,...,irs )∈C

′

1

(jaβ+1
,...,jaq )∈D

′

1

s∏

v=α+1

2−ǫG1(rv)

q∏

v=β+1

2−ǫH1(av) θC′′

2 ,D
′′

2

≤
s∏

v=α+1

[ ∑

irv≤jσ1(rv)e(ℓσ1(rv),krv )

2−ǫ[jσ1(rv)e(ℓσ1(rv),krv )−irv ]
]

q∏

v=β+1

[ ∑

jav≤iσ2(av)e(kσ2(av),ℓav )

2−ǫ[iσ2(av )e(kσ2(av),ℓav )−jav ]

]
<∞.

It follows that
∑

(I,J)∈F (M) θ
I,J is a finite sum of terms of the form

∏

kr∈C′′

1

2−ǫG1(r)
∏

ℓa∈D′′

1

2−ǫH1(a)
∏

kr∈C′

2

2−ǫG2(r)
∏

ℓa∈D′

2

2−ǫH2(a) θI,JM,C′′

2 ,D
′′

2

where θI,JM,C′′

2 ,D
′′

2
is a normalized bump function. It remains to show that

∑

M∈M(S,T,W )

∏

kr∈C′′

1

2−ǫG1(r)
∏

ℓa∈D′′

1

2−ǫH1(a)
∏

kr∈C′

2

2−ǫG2(r)
∏

ℓa∈D′

2

2−ǫH2(a) θI,JM,C′′

2 ,D
′′

2

converges in the sense of distributions to an element of P0(ES,T,W ). However, this follows from
Theorem 5.13 once we observe that each term in the sum is a function with weak cancellation
with parameter ǫ > 0 relative to the multi-index M . This completes the proof.

10 Convolution of Calderón-Zygmund kernels

In this section we study the convolution of two or more compactly supported Calderón-
Zygmund kernels with different homogeneities, and show that the result belongs to an appro-
priate class P0(E).

10.1 Calderón-Zygmund kernels

Recalling the notion of Calderón-Zygmund kernel given in Definition 7.1, we define the cor-
responding class of kernels with rapid decay at infinity.

Definition 10.1. CZa,0 is the space of tempered distributions K on RN such that

(a) away from the origin, K is given by integration against a smooth function K satisfying
the differential inequalities

∣∣∂γK(x)
∣∣ ≤ Cγ,MNa(x)−Qa−[[γ]]

a

(
1 +Na(x)

)−M
,

for every γ and M ;

(b) there is a constant C > 0 so that for any normalized bump function ψ ∈ C∞
0 (RN ) with

support in the unit ball and for any R > 0,
∣∣〈K, ψR

〉∣∣ ≤ C, where ψR(x) = ψ(R ·a x).

It follows from the results of Section 4 that, for distributions K ∈ CZa,0, the corresponding

multipliers m = K̂ are characterized by the differential inequalities

∣∣∂γm(ξ)
∣∣ ≤ Cγ

[
1 +Na(ξ)

]−[[γ]]
a .
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These differential inequalities characterize the multipliers belonging to the class M∞(Ea)
where Ea is the matrix in (7.3). It follows that, if K ∈ CZa,0, then K ∈ P0(Ea). Moreover,
the matrix Ea is doubly monotone if and only if a1 ≥ a2 ≥ · · · ≥ an. Hence this is the
compatibility condition with an underlying nilpotent Lie group structure in the sense of
Section 8.1.

Finally, it follows from our decomposition result that if K ∈ P0(Ea), there exists Φ ∈
S(RN ) and a uniformly bounded family {ϕj} ⊂ C∞

0 (RN ) such that
∫
RN ϕ

j(x) dx = 0 for all
j, and, in the sense of distributions,

K(x) =
0∑

j=−∞

[ϕj ]j(x) + Φ(x) =
0∑

j=−∞

2−jQa ϕj(2−ja1 · x1, . . . , 2
−jan · xn) + Φ(x). (10.1)

10.2 A general convolution theorem

Let K1, . . . ,Kp be Calderón-Zygmund kernels on a homogeneous nilpotent Lie group G ∼=
RN = RC1 ⊕ · · · ⊕RCn . Suppose that the kernel Kℓ is in the class CZaℓ,0 associated with the

dilations λ ·aℓ
x =

(
λa

ℓ
1 · x1, . . . , λ

aℓn · xn
)
. If G is not abelian, we assume that (8.7) holds, as

well as the compatibility condition aℓj ≥ aℓj+1 for all j, ℓ.

Theorem 10.2.

(a) The convolution K1 ∗ · · · ∗ Kp belongs to the class P0(E) where e(j, k) = max1≤ℓ≤p
aℓj
aℓk
.

(b) Conversely, every E arises in this way. Precisely, let E = {e(j, k)} be any n × n matrix

satisfying (2.10). There are n sequences ak such that e(j, k) = max1≤ℓ≤n
aℓj
aℓk
. If E is

doubly monotone, each ak can be taken non-increasing.

Proof. We have the identity CZaℓ,0 = P0(Eℓ), where eℓ(j, k) =
(
aℓj
)(
aℓk

)−1
. By Proposi-

tion 5.2, each Kℓ ∈ P0(E). Moreover, if aℓj ≥ aℓj+1 for all j, ℓ, E is doubly monotone. Then
part (a) follows from Theorems 9.1 and 9.2.

To establish (b), put aℓj = e(j, ℓ). Since E is doubly monotone, aℓj = e(j, ℓ) ≥ e(j+ 1, ℓ) =

aℓj+1, so aℓ1 ≥ aℓ2 ≥ · · · ≥ aℓn. For any 1 ≤ j, ℓ ≤ n we have

aℓj
aℓk

=
e(j, ℓ)

e(k, ℓ)
≤
e(j, k)e(k, ℓ)

e(k, ℓ)
= e(j, k)

so max1≤ℓ≤m

(
aℓj
)(
aℓk

)−1
≤ e(j, k). On the other hand

e(j, k) =
e(j, k)

e(k, k)
≤ max

1≤ℓ≤n

e(j, ℓ)

e(k, ℓ)
= max

1≤ℓ≤n

aℓj

aℓk
.

This completes the proof.

10.3 Convolution of two Calderón-Zygmund kernels

Part (a) of Theorem 10.2 determines the minimal class P0(E) containing a finite family of
Calderón-Zygmund classes CZaℓ,0 and part (b) shows that every class P0(E) arises in this
way. It is possible, however, that a convolution

K1 ∗ K2 ∗ · · · ∗ Kp,

with Kj ∈ CZaj,0, is contained in a proper subalgebra of the class P0(E) which appears in
Theorem 10.2 (a).
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We show that such a situation occurs with two Calderón-Zygmund classes having different
homogeneities. Let a = (a1, . . . , an) and b = (b1, . . . , bn) with aj ≥ aj+1 and bj ≥ bj+1 for
all j, and set

λ ·a x = (λa1x1, . . . , λ
anxn) ,

λ ·b x =
(
λb1x1, . . . , λ

bnxn
)
.

Let K ∈ P0(Ea) and L ∈ P0(Eb). If we apply part (a) of Theorem 10.2, we obtain that
K ∗ L ∈ P0(E), where the entries of E are

e(j, k) = max
{aj
ak
,
bj
bk

}
. (10.2)

Notice that

e(j, k)e(k, j) = max
{ bj/aj
bk/ak

,
bk/ak
bj/aj

}
,

so that the reduced rank of E can be as large as n. We will show that K ∗ L belongs to the
sum of n− 1 classes P0(Em) where each Em has reduced rank equal to 2.

As in (10.1), write

K(x) =
0∑

j=−∞

[ϕj ]j(x) + Φ(x) =
0∑

j=−∞

2−jQa ϕj(2−ja1 · x1, . . . , 2
−jan · xn) + Φ(x),

L(x) =

0∑

k=−∞

[ψk]k(x) + Ψ(x) =

0∑

k=−∞

2−kQb ψk(2−kb1 · x1, . . . , 2
−kbn · xn) + Ψ(x).

Since K ∗ Ψ, Φ ∗ L, Φ ∗ Ψ ∈ S(RN ), we only need to analyze the double sum

0∑

j=−∞

0∑

k=−∞

[ϕj ]j ∗ [ψk]k. (10.3)

Let σ be the permutation of {1, . . . , n} so that
bσ(1)

aσ(1)
≤

bσ(2)

aσ(2)
≤ · · · ≤

bσ(n)

aσ(n)
. For simplicity, we

will suppose that all the inequalities are strict21.

We split the double sum in (10.3) into n+ 1 two-parameter sums. Set

Nm =
∑

(j,k)∈Γm

[ϕj ]j ∗ [ψk]k, 0 ≤ m ≤ n, (10.4)

where

Γ0 =
{

(j, k) ∈ Z× Z : j < 0, k < 0,
j

k
≤
bσ(1)
aσ(1)

}
,

Γm =
{

(j, k) ∈ Z× Z : j < 0, k < 0,
bσ(m)

aσ(m)
<
j

k
≤
bσ(m+1)

aσ(m+1)

}
, 1 ≤ m ≤ n− 1,

Γn =
{

(j, k) ∈ Z× Z : j < 0, k < 0,
bσ(n)

aσ(n)
<
j

k

}
.

(10.5)

Then clearly
∑0

j=−∞

∑0
k=−∞[ϕj ]j ∗ [ψk]k =

∑n
m=0 Nm.

21 The proof below shows that this restriction does not affect the validity of the final result.
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Lemma 10.3. For 0 ≤ m ≤ n let Am = {σ(1), . . . , σ(m)} and Bm = {σ(m + 1), . . . , σ(n)}.
Then the distribution Nm ∈ P0(Em) where Em = {em(j, k)} is the n×n matrix whose entries
are given by

em(j, k) =
bj
bk

if j ∈ Am and k ∈ Am,

em(j, k) =
bjaσ(m+1)

akbσ(m+1)
if j ∈ Am and k ∈ Bm,

em(j, k) =
ajbσ(m)

bkaσ(m)
if j ∈ Bm and k ∈ Am,

em(j, k) =
aj
ak

if j ∈ Bm and k ∈ Bm.

Proof. We use the fact that [ϕj ]j ∗ [ψk]k(x) = 2−
∑n

p=1 lpQpθj,k(2−l1 · x1, . . . , 2
−ln · xn) where

lp = jap ∨ kbp. Now if (j, k) ∈ Γm then

lp =





kbp if p ∈ {σ(1), . . . , σ(m)} = Am,

jap if p ∈ {σ(m+ 1), . . . , σ(n)} = Bm.

(10.6)

If L(j, k) is the multiindex with components lp as above, one easily verifies that

(j, k) ∈ Γm =⇒ L(j, k) ∈ Γ(Em).

Consider first the case 1 ≤ m ≤ n− 1, where Am and Bm are both nonempty. Then the map
(j, k) ∈ Γm 7−→ L(j, k) is injective. Since each term [ϕj ]j ∗ [ψk]k has weak cancellation, it
follows22 from Lemma 5.13 that the series (10.4) convergens to a kernel in the class P0(Em).

Suppose now that m = 0 (the case m = n can be treated in the same way). In this case
the matrix E0 has rank 1 and the statement is that N0 ∈ CZa,0. Notice that L(j, k) = ja
only depends on j. Hence for each j we must verify that

∑

k≤
aσ(1)
bσ(1)

j

[ϕj ]j ∗ [ψk]k = [ϕ̃j ]j

with uniformly bounded functions ϕ̃j with mean value zero (the scaling by j being as in (10.1)).
It follows from Lemma 9.4 that each term in the sum is a normalized bump function times a
factor that decreases exponentially with k. The mean value zero property is obvious.

Remarks 10.4.

1. Recall that

Am︷ ︸︸ ︷
bσ(1)
aσ(1)

<
bσ(2)
aσ(2)

< · · · <
bσ(m)

aσ(m)
<

Bm︷ ︸︸ ︷
bσ(m+1)

aσ(m+1)
< · · · <

bσ(n−1)

aσ(n−1)
<
bσ(n)
aσ(n)

, and that

a1 ≥ a2 ≥ · · · ≥ an, b1 ≥ b2 ≥ · · · ≥ bn. We claim that e(j + 1, j) ≤ 1 for 1 ≤ j ≤ n− 1.

• If j, j + 1 ∈ Am, then since bj+1 ≤ bj,

e(j + 1, j) =
bj+1

bj
≤
bj
bj

= 1.;

• If j ∈ Am and j + 1 ∈ Bm then
aj+1

bj+1
≤

aσ(m+1)

bσ(m+1)
≤

aσ(m)

bσ(m)
and so

e(j + 1, j) =
aj+1bσ(m)

bjaσ(m)
≤
aj+1bσ(m)

bj+1aσ(m)
≤ 1.

22 The fact that the components lp are not integers is irrelevant as long as they belong to a fixed lattice.
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• If j ∈ Bm and j + 1 ∈ Am then
bj+1

aj+1
≤

bσ(m)

aσ(m)
and so

e(j + 1, j) =
bj+1aσ(m+1)

ajbσ(m+1)
≤
bj+1aσ(m+1)

aj+1bσ(m+1)
≤
bσ(m)aσ(m+1)

aσ(m)bσ(m+1)
≤ 1.

• If j, j + 1 ∈ Bm, then since aj+1 ≤ aj,

e(j + 1, j) =
aj+1

aj
≤ 1.

It now follows from Proposition 8.3 that the matrix Em is doubly monotone.

2. For m = 0, n, Em has rank one and N0 ∈ CZa,0, Nn ∈ CZb,0. For 1 ≤ m ≤ n− 1, we can
also think of the distribution Nm on the coarser decomposition

RN =
(
⊕j∈Am RCj

)
+
(
⊕j∈Bm RCj

)
.

with exponents, in the notation of Section 5.3, αm = (αm,1, . . . , αm,n) given by

αm,j =

{
1
bj

if j ∈ Am
1
aj

if j ∈ Bm.

E♭m =

[
1

aσ(m+1)

bσ(m+1)
bσ(m)

aσ(m)
1

]
.

(Note that the product of the off-diagonal elements is at least 1.)

3. The proof of Lemma 10.3 shows that, if G is the additive group RN , the inclusion (10.7)
holds without any monotonicity assumption on the aj and the bj and with the same defi-
nition of σ(m).23

Proposition 10.5. We have the inclusion

CZa,0 ∗ CZb,0 ⊆
n−1∑

m=1

P0(Em), (10.7)

Moreover, the class
∑n−1

m=1 P0(Em) is contained in P0(E), where E is the matrix with entries
(10.2), and is closed under convolution.

Proof. The inclusion follows since N0 ∈ P0(E1), Nn ∈ P0(En−1). By Proposition 5.2, the
first part of the statement follows from the inequalities

em(j, k) ≤ max
{ aj
ak
,
bj
bk

}
,

which can be easily verified. To prove the second part of the statement, observe that each
K ∈

∑n−1
m=1 P0(Em) decomposes as

K =

n−1∑

m=1

Nm +

n∑

l=1

Ml,

23 This can also be proved more directly by decomposing the multiplier µ = K̂L̂. Assuming, as we may, that
the variables have been ordered so that σ(m) = m for every m, µ can be decomposed as a sum µ =

∑n−1
m=1 µm,

where µm ∈ M∞(Em) and Bc ∩ suppµm is contained in the set where

Nb(ξ1, . . . , ξm)bm ≤ ANa(ξm, . . . , ξn)
am , Na(ξm+1, . . . , ξn)

am+1 ≤ ANb(ξ1, . . . , ξm+1)
bm+1 .
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where Nm ∈ P0(Em) has the form

Nm =
∑

(j,k)∈Γm

[ϕj,k]L(j,k),

where the ϕj,k are uniformly bounded and have cancellation in the variables xA(m) and xB(m),

and Ml ∈ CZγl,0, where γl = (γl1, . . . , γ
l
n) and

γlm =

{
aσ(l)bm if bm

am
≤

bσ(l)

aσ(l)
,

bσ(l)am if bm
am

≥
bσ(l)

aσ(l)
.

Given a second kernel K′ =
∑n−1

m=1 N
′
m +

∑n
l=1 M

′
l, we consider the convolutions

Nm ∗ N ′
m′ , Nm ∗M′

l′ , Ml ∗ N
′
m′ , Ml ∗M

′
l′ .

We prove that, assuming m ≤ m′, Nm ∗N ′
m′ ∈

∑m′

p=m P0(Ep). The proofs of the following
statements are left to the reader:

Nm ∗M′
l′ ∈

{∑l′−1
p=m P0(Ep) if m < l′∑m
p=l′ P0(Ep) if m ≥ l′.

(similarly for Ml ∗ N
′
m′)

Ml ∗M
′
l′ ∈

l′−1∑

p=l

P0(Ep) (l < l′).

Let
Nm =

∑

(j,k)∈Γm

[ϕj,k]L(j,k), N ′
m′ =

∑

(j′,k′)∈Γm′

[ψj
′,k′ ]L′(j′,k′),

where the components of L′(j′, k′) are defined by (10.6) with m′ in place of m. We isolate a
single term [ϕj,k]L(j,k) ∗ [ψj

′,k′ ]L′(j′,k′) in the convolution, which is scaled by the multi-index
L(j, k) ∨ L′(j′, k′) = (lp)1≤p≤n, where

L(j, k)p =

{
kbp if p ∈ Am

jap if p ∈ Bm
L′(j′, k′)p =

{
k′bp if p ∈ Am′

j′ap if p ∈ Bm′ .

Consider first the case k ≤ k′.
If p ∈ Am ⊂ Am′ , then lp = k′bp.
Assume now that r, s ∈ {m+ 1, . . . ,m′}, r < s. Then p = σ(r), q = σ(s) ∈ Bm ∩ Am′ . If

jap ≥ k′bp, then

j ≥ k′
bp
ap

≥ k′
bq
aq
. (10.8)

If
m′′ = max

{
r : k′bσ(r) > jaσ(r)

}
, (10.9)

lp =

{
k′bp if p = σ(r) with r ≤ m′′

jap if p = σ(r) with m′′ < r ≤ m′.

Assume that R′ is nonempty, i.e., that, for q = σ(m′), k′bq ≤ jaq. Since (j′, k′) ∈ Γm′ , we
have

j′ < k′
bq
aq

≤ j.
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Therefore lp = jap for all p ∈ Bm′ . To conclude,

lp =

{
k′bp if p ∈ Am′′

jap if p ∈ Bm′′ .

Notice that (j, k′) ∈ Γm′′ by (10.9). We then have

∑

(j,k)∈Γm

(j′,k′)∈Γm′

k≤k′

[ϕj,k]L(j,k) ∗ [ψj
′,k′ ]L′(j′,k′) =

m′∑

m′′=m

∑

(j,k′)∈Γm′′

∑

(j,k)∈Γm

(j′,k′)∈Γm′

k≤k′ , j′≤j

[ϕj,k]L(j,k) ∗ [ψj
′,k′ ]L′(j′,k′).

(10.10)

By Lemma 9.4, the terms in the innermost sum are uniformly bounded up to a factor which
decays exponentially in j′ and k and have weak cancellation in the variables xAm′′

, xBm′′
. So

the sum in (10.10) belongs to
∑m′

m′′=m P0(Em′′).
Consider now k > k′. Then lp = kap for p ∈ Am. Since (j, k) ∈ Γm, for p = σ(m + 1)

we have jap ≥ kbp > k′bp. Hence lp = jap. By (10.8), we obtain that lp = jap for all
p ∈ Bm ∩ Am′ .

In particular, since (j′, k′) ∈ Γm′ , for p = σ(m′) we have jap ≥ k′bp > j′ap so that j > j′.
Then lp = jap for all p ∈ Bm′ . To conclude, L(j, k) ∨ L′(j′, k′) = L(j, k) ∈ Γm and

∑

(j,k)∈Γm

(j′,k′)∈Γm′

k>k′

[ϕj,k]L(j,k) ∗ [ψj
′,k′ ]L′(j′,k′) =

∑

(j,k)∈Γm

∑

(j′,k′)∈Γm′

k′<k , j′<j

[ϕj,k]L(j,k) ∗ [ψj
′,k′ ]L′(j′,k′).

(10.11)

Repeating the same arguments used in the other case, we conclude that the sum in (10.11)
belongs to P0(Em).

11 Two-flag kernels and multipliers

In this Section we show the surprising fact, already mentioned in Section 1.2, that distributions
which are simultaneously flag kernels for two opposite flags are in fact the elements of an
appropriate class P(E). We will recall the definition of flag-kernel in Section 11.1, and define
two-flag kernels in Section 11.2. We consider the special case of step-two flags (which is
considerably simpler than the general case) in Section 11.3, and the general situation in
Section 11.4. The key point is that if m is the Fourier transform of a compactly supported
distribution satisfying the differential inequalities of flag kernels, then m actually satisfies
improved estimates. This is established in Section 11.5.

11.1 Flag kernels and multipliers

We recall the definition of flag kernel introduced in [NRS01]. Let RN = RC1 ⊕ · · · ⊕ RCn ,
and use the notation of Section 2, so that nj is a homogeneous norm on RCj , which has
homogeneous dimension Qj. An n-step flag is a strictly increasing sequence of n subspaces
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of RN , each of which is a direct sum of the subspaces {RC1, . . . ,RCn}. In particular, denote
by F the flag

F : (0) ( RCn ( RCn−1 ⊕ RCn ( · · · ( RC2 ⊕ · · · ⊕ RCn ( RN . (11.1)

Given an n-tuple a = (a1, . . . , an) of positive real numbers, we consider the dilations

λ ·a x = (λa1 · x1, . . . , λ
an · xn) (11.2)

defined in (7.2) and introduce on RN the partial norms

N ′
j(x) = n1(x1)1/a1 + · · · + nj(xj)

1/aj , (11.3)

so that N ′
j does not involve the variables xj+1, . . . ,xn. Recall that if L = {l1, . . . , lr} ⊂

{1, . . . , n} with l1 < · · · < lr, we denote by RL the space RCl1 ⊕ · · · ⊕ RClr . The “quotient
flag” of F on RL, denoted by FL, is then

(0) ( RClr ( RClr−1 ⊕ RClr ( · · · ( RCl2 ⊕ · · ·RClr ( RL (11.4)

and the corresponding partial norms are given for 1 ≤ j ≤ r by

N ′
L,j(xl1 , . . . ,xlj ) = nl1(xl1)1/al1 + · · · + nlj (xlj )1/alj . (11.5)

Notice that intrinsic to the flag structure is an ordering of the subspaces RCj , which must
be taken into account in the labeling of variables, norms etc.

Definition 11.1. A flag kernel associated to the flag F and the dilations λ·αx is a distribution
K on RN with the following size estimates and cancellation conditions:

(A) [Differential Inequalities] Away from the subspace where x1 = 0 the distribution K is
given by integration against a smooth function K which satisfies

∣∣∂γ1
x1

· · · ∂γn
xn
K(x1, . . . ,xn)

∣∣ ≤ Cγ

n∏

j=1

N ′
j(x1, . . . ,xj)

−aj(Qj+[[γj ]])

(B) [Cancellation Conditions] Let L = {l1, . . . , lr} and M = {m1, . . . ,ms} be complementary
subsets of {1, . . . , n}, let R = {R1, . . . , Rs} be positive real numbers, and let ψ ∈ C∞

0 (RM )
be a normalized bump function with support in the unit ball. Define a distribution Kψ,R
on RCl1 ⊕ · · · ⊕ RClr by setting

〈
Kψ,R, ϕ

〉
=

〈
K, ϕ ⊗ ψR

〉
for every ϕ ∈ C∞

0 (RL). Then
Kψ,R uniformly satisfies the analogue of the estimates in (a) on the space RL; i.e. away
from the subspacee of RL where xcr = 0, the distribution Kψ,R is given by integration
against a smooth function Kψ,R and for every γ = (γl1 , . . . ,γlr) ∈ NCl1 ×· · ·×NClr there
is a constant Cγ depending only on the constants in (a) and in particular independent of
ψ and R so that

∣∣∂γl1
xl1

· · · ∂
γlr
xlr

Kψ,R(xl1 , . . . ,xlr )
∣∣ ≤ Cγ

r∏

j=1

N ′
L,j(xl1 , . . . ,xlj )

−alj (Qlj
+[[γlj

]])
.

As usual, if s = n, we require that |
〈
K, ψR

〉
| is bounded independently of R.

The following is Theorem 2.3.9 in [NRS01].

Theorem 11.2. If K is a flag kernel adapted to the flag (11.1) and the family of dilations

(11.2), the Fourier transform m = K̂ is function smooth away from the subspace where ξn = 0
which satisfies the differential inequalities

∣∣∂γ1

ξ1
· · · ∂

γn

ξm
m(ξ1, . . . , ξn)

∣∣ ≤ Cγ

n∏

j=1

(
nj(ξj)

1/aj + · · · + nn(ξn)1/an
)−αj [[γj ]]

. (11.6)

Conversely, any function satisfying (11.6) is the Fourier transform of a flag kernel adapted
to the flag (11.1) and dilations (11.2).
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11.2 Pairs of opposite flags

In Section 11.1, we chose a particular ordering of the subspaces {RC1 , . . . ,RCn} to define
the flag F in (11.1) and a particular family of dilations on RN in (11.2). We can consider
the opposite flag obtained by reversing the indices {1, . . . , n} and choosing a different one-
parameter family of dilations. Our objective is then to study two-flag distributions which are
simultaneously flag kernels for the two different flags and two different homogeneities. Thus
set

F : (0) ( RCn ( RCn−1 ⊕ RCn ( · · · ( RC2 ⊕ · · · ⊕ RCn ( RN ,

F⊥ (0) ( RC1 ( RC1 ⊕ RC2 ( · · · ( RC1 ⊕ · · · ⊕ RCn−1 ( RN .
(11.7)

Let a = (a1, . . . , an) and b = (b1, . . . , bn) be two n-tuples of positive real numbers. Define
two one-parameter families of dilations

λ ·a x = (λa1 · x1, . . . , λ
an · xn),

λ ·b x = (λb1 · x1, . . . , λ
bn · xn),

(11.8)

and associate the first dilation with the flag F and the second with the flag F⊥. Along with
satisfying the appropriate cancellation conditions, a two-flag distribution K then satisfies the
following differential inequalities. Away from the set where x1 = 0 or where xn = 0, K is
given by integration against a smooth function K and

∣∣∂γK(x)
∣∣ ≤ Cγ





∏n
j=1

(
n1(x1)aj/a1 + · · · + nj−1(xj−1)aj/aj−1 + nj(xj)

)−(Qj+[[γj ]])

∏n
j=1

(
nj(xj) + nj+1(xj+1)bj/bj+1 + · · · + nn(xn)bj/bn

)−(Qj+[[γj ]])

.

The corresponding Fourier transform m = K̂ satisfies

∣∣∂γm(ξ)
∣∣ ≤ Cγ





∏n
j=1

(
nj(ξj) + nj+1(ξj+1)aj/aj+1 + · · · + nn(ξn)aj/an

)−[[γj ]]

∏n
j=1

(
n1(ξ1)bj/b1 + · · · + nj−1(ξj−1)bj/bj−1 + nj(ξj)

)−[[γj ]]

.

11.3 Two-step flags

We first consider the case of two-step flags, where RN is written as a direct sum of two
subspaces: RN = Rn ⊕ Rm. As we will see, this situation is much simpler than the general
case considered later in Section 11.4. Write elements of RN as (x,y) with x ∈ Rn and y ∈ Rm.
For notational convenience we assume isotropic dilations on each component. There are two
flags F and F⊥ adapted to this decomposition:

F : (0) ( Rn ( Rn ⊕ Rm = RN and F⊥ : (0) ( Rm ( Rn ⊕ Rm = RN .

Let a = (a1, a2) and b = (b1, b2) be two pairs of positive real numbers and put

λ ·a (x,y) = (λa1x, λa2y),

λ ·b (x,y) = (λb1x, λb2y).
(11.9)
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Associate the family of dilations λ ·a (x,y) with the flag F and the family λ ·b (x,y) with
the flag F⊥. A distribution K on Rn × Rm is then a two-flag kernel relative to this data if
it satisfies appropriate cancellation conditions and is given by integration against a smooth
function K which satisfies the differential inequalities

∣∣∂αx ∂βyK(x,y)
∣∣ ≤ Cα,β





|x|−n−|α|
(
|x|a2/a1 + |y|

)−m−|β|
for x 6= 0 (flag F)

(
|x| + |y|b1/b2

)−n−|α|
|y|−m−|β| for y 6= 0 (flag F⊥)

(11.10)

If m(ξ,η) = K̂(ξ,η) is the Fourier transform, then

∣∣∂αξ ∂βηm(ξ,η)
∣∣ ≤ Cα,β





(
|ξ| + |η|a1/a2

)−|α|
|η|−|β| for η 6= 0 (flag F)

|ξ|−|α|
(
|ξ|b2/b1 + |η|

)−|β|
for ξ 6= 0 (flag F⊥)

. (11.11)

It follows that both K and m are smooth away from the origin.

Proposition 11.3. Suppose that a1
b1
< a2

b2
, and let

N1(x,y) = |x| + |y|b1/b2 N̂1(ξ,η) = |ξ| + |η|a1/a2

N2(x,y) = |x|a2/a1 + |y| N̂2(ξ,η) = |ξ|b2/b1 + |η|

be the norms associated with the matrix

E =

[
1 b1

b2
a2
a1

1

]
(11.12)

satisfying the basic hypotheses.
If K is a two-flag kernel on Rn × Rm adapted to the dilations given in (11.9), then

(a) the corresponding function K is integrable at infinity;

(b) K ∈ P(E) and K̂ = m ∈ M(E);

(c) we can write K = K0 +K∞ where K∞ ∈ L1(RN ) ∩ C∞(RN ), and K0 is a two-flag kernel
supported in B(1).

Conversely, if K is in P(E), then K is a two-flag kernel (and K̂ = m a two-flag multiplier)
on Rn × Rm adapted to the dilations given in (11.9).

Proof. We have already observed that m is smooth away from the origin, and it follows from
equation (11.11) that we have the following estimates for pure derivatives of m:

∣∣∂αξ m(ξ,η)
∣∣ .

(
|ξ| + |η|a1/a2

)−|α|
,

∣∣∂βηm(ξ,η)
∣∣ .

(
|ξ|b2/b1 + |η|

)−|β|

Since the rank of E is greater than 1, it follows from Lemma 7.5 that K is smooth away from
the origin and is integrable at infinity. This establishes (a).

Next let χ ∈ C∞
0 (Rn×Rn) have support in the unit ball, with χ(x,y) ≡ 1 if |x|+ |y| ≤ 1

2 .
Obviously K0 = χK satisfies the differential inequalities (11.10) and it easy to verify that it
also satisfies the cancellations in Definition 11.1. By (a), K∞ = (1−χ)K ∈ L1(Rn)∩C∞(Rn).
This establishes (c).

Being a two-flag kernel we know that K0 satisfies (11.10). A case by case analysis shows
that these estimates can be combined and improved.
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(1) Suppose |x| ≥ |y|b1/b2 . Then |x|−1 .
(
|x| + |y|b1/b2

)−1
and hence the first inequality

shows that

|∂αx ∂
β
yK0(x,y)| .

(
|x| + |y|b1/b2

)−n−|α|(
|x|a2/a1 + |y|

)−m−|β|
. (11.13)

(2) Suppose |y| ≥ |x|a2/a1 . Then |y|−1 .
(
|x|a2/a1 + |y|

)−1
, and the second inequality again

gives the estimate in (11.13).

(3) Finally suppose |x| < |y|b1/b2 and |y| < |x|a2/a1 . Here we must have

|x| < |x|
a2b1
a1b2 and |y| < |y|

a2b1
a1b2

Since a2b1 > a1b2, this means that |x| > 1 and |y| > 1, and this is outside the support of
K0. It follows that for all (x,y) ∈ Rn ⊕ Rm we have the improved estimates

|∂αx ∂
β
yK(x,y)| .

(
|x| + |y|

b1
b2

)−n−|α|(
|x|

a2
a1 + |y|

)−m−|β|
.

This shows that K0 ∈ P0(E) since the cancellations conditions for the flag kernels are the
same as the cancellation conditions for P0(E). This establishes (b) and completes the proof.

The last part of the statement is obvious.

Remarks 11.4.

(1) For a matrix E of the form (11.12), the condition a1
b1

≤ a2
b2

is equivalent to the basic
hypotheses. If the inequality is an equality, E is reducible and the class P(E) consists
of Calderón-Zygmund kernels.

The arguments used in the proof of Proposition 11.3 can adapted to prove that, if the
opposite inequality a1

b1
> a2

b2
holds, then a kernel K ∈ P(E) (defined by the same dif-

ferential inequalities and cancellations as in Definition 2.2) is integrable near 0 instead
than at infinity. This suggests that the essentially local nature of the kernels strongly
depends on the basic hypotheses.

(2) One may observe that a 2 × 2 matrix satisfying the basic hypotheses can always be put
in the form (11.12) for appropriate aj , bj with

a1
b1

≤ a2
b2
. This means that, for every two-

fold decomposition RN = RC1 ⊕ RC2 and every E satisfying the basic hypotheses, the
class P(E) conicides either with a class of two-flag kernels or with a class of Calderón-
Zygmund kernels, depending on its rank.

As we will see next, this is specific of two-fold decomposition. However, it follows from
Lemma 5.3 that the same also holds for general decompositions, as long as the reduced
rank of E is not greater than 2.

11.4 General two-flag kernels

In the case of the two-step flags, the improved estimates for the kernel followed easily from
the two-flag estimates simply by considering possible cases. However, if the number of norms
is greater than two, this argument no longer works. Observe that the differential inequalities
for the kernel K give no information when x1 = xn = 0 while other xj 6= 0. In particular,
it does not follow from the inequalities alone that the kernel is non-singular away from the
origin. Nevertheless, we have the following result.

Theorem 11.5. Suppose that a1
b1

≤ a2
b2

≤ · · · ≤ an
bn

with at least one strict inequality, and let

K be a two-flag kernel for the flags F and F⊥ with homogeneities a and b respectively.
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(a) The function K is integrable at infinity, and we can write K = K0 + K∞ where K∞ ∈
L1(RN ) ∩ C∞(RN ), and K0 is a two-flag kernel supported in B(1).

(b) The kernel K0 belongs to the class P0(E) associated to the matrix

E =




1 b1/b2 b1/b3 · · · b1/bn−1 b1/bn
a2/a1 1 b2/b3 · · · b2/bn−1 b2/bn
a3/a1 a3/a2 1 · · · b3/bn−1 b3/bn

...
...

...
. . .

...
...

an−1/a1 an−1/a2 an−1/a3 · · · 1 bn−1/bn
an/a1 an/a2 an/a3 · · · an/an−1 1



. (11.14)

(c) Conversely, every kernel in P0(E) is a two-flag kernel for the flags F and F⊥ with
homogeneities a and b respectively.

Proof. If two ratios aj/bj, ak/bk are equal, the product e(j, k)e(k, j) is 1. By Proposition 5.5,
the matrix E can be reduced to E♭ of the same type. We may then assume that all inequalities
are strict.

The first part of the proof proceeds as the proof of Proposition 11.3. Combining the two
kinds of estimates for pure derivatives of the Fourier transform m, we see that m satisfies∣∣∂γj

ξj
m(ξ)

∣∣ . N̂j(ξ)−[[γj ]] where

N̂j(ξ) = n1(ξ1)bj/b1 + · · · + nj−1(ξj−1)bj/bj−1 + nj(ξj)+

+ nj+1(ξj+1)aj/aj+1 + · · · + nn(ξn)aj/an .

We want to apply Lemma 7.5, and so we need to check that the matrix E satisfies the basic
hypothesis of (2.10) and has rank greater than 1. We proceed to check this.

We want to show that e(j, k) ≤ e(j, l)e(l, k) where e(j, k) =

{
bj/bk if j ≤ k

aj/ak if j ≥ k
. Thus we

need to show

e(j, k) =
bj
bk

≤





aj
al

bl
bk

= e(j, l)e(l, k) if l ≤ j ≤ k,
bj
bl
bl
bk

= e(j, l)e(l, k) if j ≤ l ≤ k,
bj
bl
al
ak

= e(j, l)e(l, k) if j ≤ k ≤ l,

if j ≤ k,

e(j, k) =
aj
ak

≤





bj
bl
al
ak

= e(j, l)e(l, k) if l ≥ j ≥ k,
aj
al

al
ak

= e(j, l)e(l, k) if j ≥ l ≥ k,
aj
al

bl
bk

= e(j, l)e(l, k) if j ≥ k ≥ l,

if j ≥ k.

However it is easy to check that all of these inequalities follow from the assumption in the
Theorem. Thus E satisfies the basic hypotheses. Also one can check that

det(E) =

n∏

j=2

(
1 −

aj
bj

bj−1

aj−1

)
6= 0

so in fact the matrix E has rank n. Thus it follows from Lemma 7.5 that K is integrable at
infinity.

The proof of part (b) will use the following result, which shows that estimates for pure
derivatives leads to estimates for mixed derivatives. In order to keep our focus on the proof
of Theorem 11.5, we defer the proof to Section 11.5.
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Lemma 11.6. Let m ∈ C∞(RN \ {0}). Suppose that for every γj ∈ NCj there is a constant
Cγj

> 0 so that ∣∣∂γj

ξj
m(ξ)

∣∣ ≤ Cγj
N̂j(ξ)−[[γj ]].

Then for every γ = (γ1, . . . ,γn) ∈ NC1 × · · · × NCn there is a constant Cγ > 0 so that if
ξ ∈ B(1)c,

∣∣∂γ1

ξ1
· · · ∂

γn

ξn
m(ξ)

∣∣ ≤ Cγ

n∏

j=1

N̂j(ξ)−[[γj ]].

We now turn to the proof of Theorem 11.5 part (b), which is more involved than in the
situation considered in Section 11.3. We start by decomposing the Fourier transform m0 of
the kernel K0 by means of a smooth cutoff function supported in B(2) and equal to 1 on
B(1). We obtain m0 = m′ +m′′, where m′ is in C0(RN ), while m′′ is supported in B(1)c and
satisfies the inequalities (11.11). Denoting by K′,K′′ the inverse Fourier transforms of m′,m′′

respectively, we then have K0 = K′ + K′′.
We consider m′′ first. Since it satisfies the inequalities (11.11), the two types of estimates

can be combined together to give
∣∣∂γj

ξj
m′′(ξ)

∣∣ . N̂j(ξ)−[[γj ]], (11.15)

whenever we differentiate only in the ξj-variables (pure derivatives). Applying Lemma 11.6
and recalling that m′′ is supported in B(1)c, we obtain inequalities for all derivatives of m′′,
namely

∣∣∂γ1

ξ1
· · ·∂

γn

ξn
m′′(ξ)

∣∣ .
n∏

j=1

(
1 + N̂j(ξ)

)−[[γj ]], (11.16)

which tells us that m′′ ∈ M∞(E).
By Theorem 4.1 it follows that K′′ ∈ P0(E). Using a cutoff function in the x-variables,

we could then split K′′ as K0 + K′′′, with K0 ∈ P0(E) and K′′′ ∈ S(RN ).
We next observe that K′ ∈ C∞(Rn) because m′ has compact support. It follows that K

coincides with a smooth function away from the origin. We can then apply Theorem 7.5 and
conclude that K is integrable at infinity.

Hence K′ ∈ C∞(RN ) ∩ L1(RN ) and the same holds for K′ + K′′′ = K∞.
Finally, part (c) is an obvious consequence of (b).

Remark 11.7.

As mentioned in Remark 11.4, for a general matrix E with reduced rank larger than 2,
it is not true that the class P(E) coincides with a class of two-flag kernels. In fact, such a
coincidence occurs if and only if the equality e(j, ℓ) = e(j, k)e(k, ℓ) holds whenever the triple
j, k, ℓ is ordered (j < k < l or vice-versa).

The following statement is a direct consequence of Theorem 9.2.

Corollary 11.8. Let K,L be two compactly supported two-flag kernels as in Theorem 11.5,
for the same pair of flags and the same homogeneities. Then the convolution K ∗ L is also a
two-flag kernel of the same type.

11.5 Proof of Lemma 11.6

In this section we complete the proof of Theorem 11.5 by proving Lemma 11.6; i.e. we
show that if m ∈ C∞(RN ) satisfies the estimates for the class of multipliers M(E) for pure
derivatives, then the estimates for mixed derivatives follow automatically. We will use the
following result, which is easily proved by estimating the decay of the Fourier transform of f .
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Proposition 11.9. Let f ∈ C∞
0 (RN ) be supported in the unit ball. Suppose that

∣∣∂γj
ηj
f(η)

∣∣ ≤ Cγj

for each j and each γj ∈ NCj . Then for every γ = (γ1, . . . ,γn) ∈ NC1 × · · · × NCn we have
∣∣∂γ1

η1
· · · ∂γn

ηn
f(η)

∣∣ ≤ C′
γ

where the constants {C′
γ} depend only on the constants {Cγj

}.

Next let S = {(I1, k1); . . . ; (Is, ks)} ∈ S(n). For ξ ∈ B(1)c ∩ ÊAS , we give a quan-
titative estimate of the size of a ball about ξ that we want contained in some larger re-
gion ÊA

′

S . Recall from Definition 3.12 and equation (3.5) that we defined a dilation struc-
ture λ ·̂S ξIr =

{
λ1/e(kr ,j) · ξj : j ∈ Ir

}
and a corresponding smooth homogeneous norm

n̂S,r(ξIr ) ≈
∑
j∈Ir

nj(ξj)
e(kr ,j) on RIr . Let C ≥ 1 be a constant such that, for all 1 ≤ r ≤ s,

we have
n̂S,r(ξIr + ηIr ) ≤ C

[
n̂S,r(ξIr ) + n̂S,r(ηIr )

]
. (11.17)

Proposition 11.10. Let S = {(I1, k1); . . . ; (Is, ks)} ∈ S(n) and let C be the constant from

equation (11.17). Let ξ = (ξ1, . . . , ξn) ∈ B(1)c ∩ ÊAS . If ǫ < (2C)−1, then
{
η ∈ RN : n̂S,r(ξIr − ηIr ) =

∑

j∈Ir

nj(ηj − ξj)
e(kr ,j) < ǫnkr(ξkr ), 1 ≤ r ≤ s

}
⊂ ÊA

′

S

where A′ is a constant that depends only on A and C.

Proof. Let ξ ∈ ÊAS . Recall from part (b) of Lemma 3.9 that

nkr (ξkr ) > A−1nj(ξj)
e(kr ,j) ∀j ∈ Ir, j 6= kr, and

nkr (ξkr ) > A−1nkt(ξkt)
1/τS(kr ,kt) ∀t ∈ {1, . . . , s}, t 6= r.

Conversely, if η ∈ B(1)c satisfies

nkr (ηkr ) > A−1nj(ηj)
e(kr ,j) ∀j ∈ Ir, j 6= kr, and

nkr (ηkr ) > A−1nkt(ηkt)
1/τS(kr ,kt) ∀t ∈ {1, . . . , s}, t 6= r.

then η ∈ EA
τ

S where τ is a constant that depends only on the coefficients {e(j, k)}.

If nj(ηj − ξj)
e(kr ,j) < ǫnkr(ξkr ) for 1 ≤ r ≤ s and all j ∈ IR, and if Cǫ < 1

2 , then

nkr (ξkr ) ≤ C
[
nkr(ξkr −ηkr )+nkr (ηkr )

]
≤ C

[
ǫnkr(ξkr )+nkr (ηkr )

]
< 1

2 nkr(ξkr )+Cnkr (ηkr )
so that for 1 ≤ r ≤ s,

nkr (ξkr) < 2Cnkr (ηkr ). (11.18)

Next, if j ∈ Ir,

nj(ηj) ≤ C
[
nj(ηj − ξj) + nj(ξj)

]
< C

[(
ǫnk(ξkr )

)1/e(kr ,j)
+
(
Ankr (ξkr )

)1/e(kr ,j)]
,

and it follows from (11.18) that

nj(ηj) ≤ C′ nkr(ηkr )1/e(kr ,j) (11.19)

where C′ depends on C, ǫ, and A. Finally, if 1 ≤ t ≤ s with t 6= r, it follows from (11.19)
that nkt(ηkt) ≤ C′nkt(ξkt)

1/e(kt,kt), and so

nkt(ηkt) ≤ C′
(
Ankr (ξkr )

)τS(kr ,kt) ≤ C′′ nkr (ηkr )τS(kr ,kt) (11.20)

where C′′ depends on C, ǫ, and A. It now follows from the inequalities in (11.19) and (11.20)

that η ∈ ÊA
′

S , and this completes the proof.
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We now prove Lemma 11.6.

Let ξ ∈ B(1)c. Then if A > 1 there exists S =
(
(I1, k1); . . . , ; (IS , ks)

)
∈ S(n), so that

ξ ∈ ÊAS . We have N̂j(ξ) ≈ nkr (ξkr )1/e(kr ,j) for every r ∈ {1, . . . , s} and every j ∈ Ir. (Here
the implied constants depend on A.) Thus to establish the Lemma we need to show that for
every γ = (γ1, . . . ,γn) ∈ NC1 × · · · × NCn there is a constant Cγ > 0 so that

∣∣∂γ1

ξ1
· · · ∂

γn

ξn
m(ξ)

∣∣ ≤ Cγ

s∏

r=1

nkr (ξkr )−
∑

j∈Ir
[[γj ]]/e(kr ,j).

According to Proposition 11.10, there exists ǫ > 0 and a constant A′ depending only on A so
that

{
η ∈ RN : nj(ηj − ξj)

e(kr ,j) < ǫnkr (ξkr) for 1 ≤ r ≤ s and j ∈ Ir

}
⊂ ÊA

′

S .

For 1 ≤ r ≤ s let ϕr ∈ C∞
0 (RIr ) be supported where nj(ηj) ≤ 1 for all j ∈ Ir , with

n̂S,r(ηIr ) ≡ 1 if nj(ηj) ≤
1
2 for all j ∈ Ir. Put

f(η) =
( s∏

r=1

ϕr(ηIr )
)
m
(
ξI1 + [ǫ nk1(ξk1)] ·̂S ηI1 , . . . , ξIS + [ǫ nks(ξks)] ·̂S ηIs

)
.

Here, the function m is evaluated at the point whose jth-coordinate is

vj = ξj + [ǫnkr (ξkr )]1/e(kr ,j) · ηj

when j ∈ Ir . Clearly f ∈ C∞(RN ) and is supported where nj(ηj) ≤ 1 for all 1 ≤ j ≤ n.
Moreover

f(η) = m
(
ξI1 + [ǫ nk1(ξk1)] ·̂S ηI1 , . . . , ξIS + [ǫ nks(ξks)] ·̂S ηIs

)

if nj(ηj) ≤
1
2 for all j. If f(η) 6= 0, so that nj(ηj) ≤ 1, then

nj(vj − ξj) = nj

(
nkr([ǫ ξkr )]1/e(kr ,j) · ηj

)

= [ǫ nkr (ξkr )]1/e(kr ,j) nj(ηj) ≤ [ǫ nkr(ξkr )]1/e(kr ,j),

and it follows that m is evaluated at a point of ÊA
′

S .

Consider ‘pure’ derivatives ∂
γj
ηj
f . Some of the derivatives will fall on

(∏s
r=1 ϕr(ηIr )

)

and the rest fall on the term involving m. Derivatives of
(∏s

r=1 ϕr(ηIr )
)

are bounded by

constants independent of m. On the other hand, if γj ∈ N(Ir), using the chain rule, the
hypothesis about pure derivatives of m, and the fact that we are evaluating m at points in
ÊA

′

S , we get

∂
γj
ηj

[
m
(
ξI1 + [ǫ nk1(ξk1)] ·̂S ηI1 , . . . , ξIS + [ǫ nks(ξks)] ·̂S ηIs

)]

=
[
∂
γj
ηj
m
](

ξI1 + [ǫ nk1(ξk1)] ·̂S ηI1 , . . . , ξIS + [ǫ nks(ξks)] ·̂S ηIs

) ∏

j∈Ir

[
ǫ nkr(ξkr )

][[γj ]]/e(kr ,j)

≤ Cγj

∏

j∈Ir

nkr (ξkr )−[[γj ]]/e(kr ,j)
∏

j∈Ir

[
ǫ nkr(ξkr )

][[γj ]]/e(kr ,j) ≤ Cγj
.
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Thus f ∈ C∞(RN ) is supported in the unit ball, and pure derivatives are bounded. It follows
from Proposition 11.9 that all derivatives are bounded by constants depending only on the
{Cγj

}. But for nj(ηj) ≤
1
2 , we have

∂γ1
η1

· · · ∂γn
ηn
f(η) = [∂γ1

η1
· · · ∂γn

ηn
m](v1, . . . ,vn)

s∏

r=1

nkr(ξkr )
∑

j∈Ir
[[γj ]]/e(kr ,j).

where vj = ξj + [ǫnkr (ξkr )]1/e(kr ,j) · ηj . When η = 0, the uniform bounds on f give the
desired estimates for the derivatives of m, and this completes the proof.

12 Extended kernels and operators

Operators of the form TKf = f ∗ K with K ∈ P0(E) are “constant coefficient”operators. In
this section we consider a more general class of operators which have “variable coefficients”.
Identify the space RN with a nilpotent Lie group G ∼= RN as in Section 8, and consider
kernels of the form K(x, z), with (x, z) ∈ G × G, so that for each x ∈ G, K(x, ·) ∈ P(E),
with smooth dependence on x. More precisely, assume that for each norm | · |M defined in
(2.13) and each β,

sup
x

|XβK(x, ·)|M <∞ , (12.1)

where Xβ is a monomial in the left-invariant vector fields of G acting on the x-variable. We
also assume (unless G = RN as an additive group) the hypotheses of Theorems 8.9 and 9.2
to guarantee that proper kernels define bounded convolution on Lp, 1 < p < ∞ and form a
class closed under convolution.

Kernels of this kind will be said to belong to the “extended class”, to distinguish them
from the “proper” kernels in P0(E) which are independent of x. Operators corresponding to
these extended kernels are given formally by

Tf(x) =

∫

G

K(x,y−1x)f(y)dy; (12.2)

that is, if f ∈ S(RN ), Tf(x) = 〈K(x, ·), fx〉, with fx(y) = f(xy−1).
Note that the extended class of operators is left-invariant in the following sense. If a ∈ G

set Laf(x) = f(a−1x). Then L−1
a TLa is an operator again of the form (12.2), with K(x, z)

replaced by K(ax, z). Observe that the semi-norms (12.1) of K(x, z) and K(ax, z) are the
same.

Our main results concerning this extended class of kernels and operators are as follows.

Theorem 12.1. Each operator T given by (12.2) is bounded on Lp(RN ), for 1 < p <∞.

Theorem 12.2. The class of these operators form an algebra under addition and composition
of operators.

12.1 The Lp boundedness of the operators

Recall that if δr : G → G is the one-parameter group of automorphic dilations of the group
G, the coordinates on RN are chosen so that δr(x1, . . . , xN ) = (rd1x1, . . . , r

dNxN ) with d1 ≤
d2 ≤ · · · ≤ dN . Let | · |G be a smooth homogeneous norm, so that |δrx|G = r |x|G. The

homogeneous dimension of G is Q =
∑N

j=1 dj , and d(x,y) = |y−1x|G is a left-invariant quasi-

distance. Let Br(x) =
{
y ∈ G : d(x,y) < r

}
. Then

∣∣Br(x)
∣∣ =

∣∣Br(0)
∣∣ = rQ

∣∣B1(0)
∣∣. We will

write Br(0) = Br.
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In proving Theorem 12.1, we make a preliminary reduction to kernels K(x, z) that are
supported when z ∈ B1. In fact let η be a C∞ function supported in B1 which equals 1 when
z ∈ B1/2. Then writing K(x, z) = K0(x, z) + K∞(x, z) = K(x, z)η(z) + K(x, z)

(
1 − η(z)

)
, we

see that K∞(x, z) is bounded and rapidly decreasing as |z| → ∞. Now the operator T∞, that
is (12.2) with K∞ in place at K, can be written as T∞(f)(x) =

∫
K∞(x,y)f(xy−1)dy, and

hence, by Minkowski’s inequality, is bounded on Lp, for all 1 ≤ p ≤ ∞.
Thus suppose K(x, z) is supported when z ∈ B1. We make a further assumption that

K(x, z) is supported when x ∈ Bλ, where λ is so small so that B2λ is strictly contained in
the torus T =

{
x : |xj | <

1
2 , j = 1, . . . , N

}
. (Later we will lift this hypothesis.) In this case

we can extend K outside of T by periodicity, and expand K(x, z) as Fourier series in the
x-variable,

K(x, z) =
∑

k∈ZN

e2πik·xHk(z) ,

with

Hk(z) =
1

(2π)N

∫

T

e−2πik·xK(x, z)dx . (12.3)

Each kernel Hk(z) can be written as αkKk(z) in such a way that the αk are rapidly
decreasing coefficients and the Kk are proper kernels, supported for z ∈ B1, whose semi-
norms |Kk|M are uniformly bounded in k for every M . This can be done via the following
diagonal argument. Integrating by parts in (12.3), we obtain that, for every integer q,

|Hk|M ≤
Cq
|k|q

|K|q,M ,

where |K|q,M denotes the supremum of the semi-norms implied by (12.1) over |β| ≤ q. Then,
given q, we inductively choose increasing integers mq such that

Cq
mq
q
|K|q,q <

1

m
q/2
q

.

For mq ≤ |k| < mq+1, we set

αk =
Cq
|k|q

|K|q,q .

Then αk < |k|−q/2, showing that the αk are rapidly decreasing, and the kernels Kk = α−1
k Hk

are uniformly bounded in every M -norm (we remark that the M -norms are increasing in M).
Upon relabeling the series and with a slight abuse of notation, this gives

K(x, z) =

∞∑

n=1

an(x)Kn(z) . (12.4)

Here an(x) = η(x)αke
2πik·x, Kn(z) = Kk(z) (for a k that depends on n); also η is a suitable

C∞ cut-off function supported in x ∈ Bλ. With this choice, the an(x) are a rapidly decreasing
sequence of C∞ functions, each supported in Bλ. Clearly now the operator T whose kernel
is given by (12.4) is bounded on Lp, in view of Theorem 8.9.

Now, with the above λ fixed, we will drop the restriction that K(x, z) is supported for
x ∈ Bλ, by a further decomposition which writes RN as a union of balls Bλ(xm) = xm · Bλ,
with these balls chosen so they are “almost”disjoint. For this we need the following lemma.

Lemma 12.3. Given λ > 0, there is a collection {Bλ(xm)} so that

(1)
{
Bλ/2(xm)

}
covers RN ;
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(2) for every µ > 0, the collection {Bµ(xm)} has the bounded intersection property: there
exists an integer M = Mµ so that no point x ∈ RM is contained in more than M of the
{Bµ(xm)}.

Proof. Fix a constant c1 (which is small with λ, and which will be chosen momentarily) and
choose the centers xm so that the balls {Bc1(xm)} are disjoint, and so that this is a maximal
family with respect to that property. Now if ∪

m
Bλ/2(xm) does not cover RN , there exists an

x0, so that d(x0,xm) ≥ λ/2 for all m. We then claim that Bc1(x0) must be disjoint from
all the Bc1(xm), violating the maximality. In fact if this disjointness fails, then there is an
x′ ∈ Bc1(x0) ∩Bc1(xm) for some m. This means d(x′,x0) < c1 and d(x′,xm) < c1, which by
the quasi-triangle inequality d(x0,xm) ≤ c(d(x′,x0) + d(x′,xm)) gives a contradiction with
d(x0,xm) ≥ λ/2, when λ/2 ≥ 2cc1. Thus if we choose c1 = λ/4c we get conclusion (1).

To prove the second conclusion we may choose µ ≥ c1. Suppose x′ and x′′ belong to
Bµ(xm). Then d(x′,x′′) ≤ 2cµ, so x′′ ∈ B2cµ(x′), and hence Bµ(xm) ⊂ B2cµ(x′). So if
x′ belongs to M of the Bµ(xm), then Bµ(xm) ⊂ B2cµ(x′) for each of these m. Since then
Bc1(xm) ⊂ B2cµ(x′) and the Bc1(xm) are disjoint, we have

∑
m (Bc1(xm)) ≤ m (B2cµ(x′)) ,

where the sum is taken over those m. By homogeneity we get McQ1 ≤ (2cµ)Q, and conclusion
(2) is established with M = (2c/c1)

Q.

We now return to the proof of Theorem 12.1. Let us fix a positive C∞ function ϕ that
equals 1 in Bλ/2 and vanishes outside Bλ. Let ϕm(x) = ϕ

(
x−1
m · x

)
, with the xm as given in

Lemma (12.3). Then because of conclusions (1) and (2) of the lemma, 1 ≤
∑
ϕm(x) ≤ M .

Set ψm(x) = ϕm(x)/
∑
ϕm(x). Since {Xαϕm} are bounded uniformly in m, the same is true

of {ψm}. Notice that the {ψm} give a partition of unity, with ψm supported in Bλ(xm).

We let Km(x, z) = ψm(x)K(x, z) and Tm(f)(x) =
∫
Km(x,y−1x)f(y)dy. Then T =∑

Tm. Observe that Tm is of the form LxmT
′L−1

xm
, where Lx is left-translation by x and T ′

is an operator for which we already know its Lp boundedness by Theorem 8.9. Hence

||Tm(f)||Lp ≤ Ap||f ||Lp , (12.5)

uniformly in m, for 1 < p <∞. Now because T =
∑
Tm, the lemma (with µ = λ) gives us

∫
|T |pdx ≤Mλ

∑

m

∫
|Tm(f)|pdx

However by (12.5), ∫
|Tm(f)|p dx ≤ App

∫

Bµ(xm)

|f |pdx.

This is because x ∈ Bλ(xm) and y−1x ∈ B1 imply y ∈ Bµ(xm) here with µ = c(λ+ 1), in
view of the fact that d(y,xm) ≤ c(d(x,xm)+d(y,x)), and the support properties of Km(x, z).
Again by conclusion (2) of Lemma 12.3,

∑

m

∫

Bµ(xm)

|f |pdx ≤Mµ

∫
|f |pdx,

giving the conclusion ||T (f)||Lp ≤ A′
p||f ||Lp and so proving Theorem 12.1.
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12.2 The algebra of operators

Proceeding to the proof of Theorem 12.2, we first summarize and slightly rephrase the essential
idea of the previous subsection. Whenever K(x, z) is a kernel of the extended class that is
supported for |z| ≤ 1, then we can write it as

K(x, z) =
∑

n,m

an,m(x)Kn,m(z) , (12.6)

where

(a) the Kn,m are proper kernels, each supported for z in the unit ball, with M -norms that
are uniform in n and m;

(b) the an,m(x) are C∞ functions, each supported in x ∈ Bλ(xm);

(c) for every α, sup
x

|Xαan,m(x)| is rapidly decreasing as n→ ∞, uniformly in m.

To prove Theorem 12.2 we study the composition of two operators T and S given by

T (f)(x) =

∫
K(x,y−1x)f(y)dy, S(f)(x) =

∫
L(x,y−1x)f(y)dy

where K and L are both kernels of the extended class. We consider first their essential parts,
that is, we restrict ourselves to K(x, z) and L(x, z) that are supported when z is in the unit
ball B1. Now by (12.6), T =

∑
n,m Tn,m and S =

∑
n′,m′ Sn′,m′ where

Tn,m(f)(x) = an,m(x)(f ∗ Kn,m)(x), Sn′,m′(f)(x) = bn′,m′(x)(f ∗ Ln′,m′)(x).

and where {Kn,m} and {Ln′,m′} are uniform families of proper kernels, each supported in
|z| ≤ 1.

We next observe that, for each m, Tn,m ◦ Sn′,m′ = 0 unless m′ belongs to a subset of
boundedly many m′ (depending on m). In fact, by the support properties of an,m, bn′,m′ ,
and the kernels Kn,m, the product Tn,m · Sn′,m′ is non-vanishing only if the quasi-distance
between Bλ(xm) and Bλ(xm′) does not exceed 1. Thus by conclusion (2) of Lemma 12.3, this
only happens for at most Mµ of the m′, where µ = c2(2λ+ 1).

From this, and the rapid decrease of an,m and bn′,m′ as n→ ∞ and n′ → ∞, we see that
the analysis of the composition can be reduced to the case when both T and S are each one
summand. So we write T = a ◦ U, S = b ◦ V , where U(f) = f ∗ K and V (f) = f ∗ L, with
both K and L proper kernels supported for |z| ≤ 1. Now

T ◦ S = a ◦ U ◦ b ◦ V = a ◦ b ◦ U ◦ V + a ◦ [b, U ] ◦ V.

The term a◦b◦U◦V is of the right form because it corresponds to the kernel a(x)b(x)(L∗K)(z),
and L ∗ K is a proper kernel by Theorem 9.2. On the other hand,

[b, U ](f)(x) =

∫ (
b(x) − b(y)

)
K(y−1x)f(y) dy . (12.7)

Write b(x) − b(y) = c(x, z), with z = y−1x; thus c(x, z) = b(x) − b(xz−1). Recall that
c(x, z) can be restricted to z ∈ B1, (the support of K), and so can be taken to have compact
z–support. Also, c(x, z) is jointly C∞, and supx

∣∣Xα
x ∂

β
z c(x, z)

∣∣ <∞ , uniformly in z.
At this stage we invoke the following lemma.

Lemma 12.4. Let K ∈ P0(E) and c ∈ C∞
0 (RN ). Then cK ∈ P0(E).
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Proof. We use the Fourier transform characterization of Theorems 4.1 and 4.2: if m = K̂,
then m ∈ M∞(E) and

ĉK(ξ) = m ∗ ĉ (ξ) =

∫

RN

m(ξ − η)ĉ(η)dη.

We have N̂j(ξ + η) ≤ C
[
N̂j(ξ) + N̂j(η)

]
, and if |ξ| is the Euclidean norm of ξ, there are

positive real numbers a and b so that |ξ|a ≤ N̂j(ξ) ≤ |ξ|b for 1 ≤ j ≤ n and all |ξ| ≥ 1. Let
0 < δ < ab−1 and write

∂γ(m ∗ ĉ ) =

∫

|η|≤|ξ|δ
∂γξm(ξ − η) ĉ (η)dη +

∫

|η|≥|ξ|δ
∂γξm(ξ − η)ĉ(η)dη = I + II.

If |η| ≤ |ξ|δ then N̂j(ξ − η) ≈ N̂j(ξ) for all 1 ≤ j ≤ n and all sufficiently large |ξ|, and hence

∣∣I
∣∣ ≤

∫

|η|<|ξ|δ

n∏

j=1

(1 + N̂j(ξ − η))−[[γj ]]
∣∣ĉ(η)

∣∣ dη .

n∏

j=1

(
1 + N̂j(ξ)

)−[[γj ]].

On the other hand, because of the rapid decrease of ĉ,

∣∣II
∣∣ ≤ cM |ξ|−M ≤ cM

n∏

j=1

(
1 + N̂j(ξ)

)−[[αj ]]

if M ≥
∑n

j=1[[αj ]]. As a result, cK ∈ P0(E).

We now apply Lemma 12.4 to the kernel c(x, z)K(z) for each fixed x. This shows that
c(x, z)K(z) is an extended kernel. An examination of the argument guarantees that ev-
ery semi-norm (12.1) of this kernel is controlled by only finitely many of the semi-norms
supx,z

∣∣∂αx∂βz c(x, z)
∣∣ of c and the M -norms of K.

Coming to the operator [b, U ] ◦ V , we see that

([b, U ] ◦ V )(f)(x) =

∫
M(x,y−1x)f(y)dy,

where M(x, · ) = L ∗ K̃(x, ·), where V (f) = f ∗ L, and where K̃(x, z) = c(x, z)K(z).
Then M(x, z) is an extended kernel, in view of Theorem 9.2; moreover any semi-norm

(12.1) of M is controlled by finitely many semi-norms of b,K and L. Finally, the rapid
decrease of the an,m, as n → ∞ (and the corresponding decrease of the bn′,m′ as n′ → ∞)
then assures that T ◦ S is an operator of the extended class under the assumption to both
K(x, z) and L(x, z) are supported when |z| ≤ 1.

The case when either one or both K(x, z) and L(x, z) are supported for z away from the
origin is a simpler version of the above argument. In effect, when K is supported when |z| ≤ 1,
and L is supported when |z| ≥ c > 0, then we need only use the facts that a convolution of a
Schwartz function with a distribution of compact support is a Schwartz function, or that the
convolution of two Schwartz functions is again a Schwartz function. This allows us to finish
the proof of Theorem 12.2.

13 The role of pseudo-differential operators

In this section we study the interplay of pseudo-differential operators with the operators of
the extended class treated in Section 12. While more general cases can also be treated, for
simplicity we restrict ourselves to the situation where the homogeneous group underlying our
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Euclidean space RN is a stratified group, and where the matrix E arises from the two-flag
example in Theorem 11.5 where a1 = · · · = an = 1 and bj = 1

j . Thus we take

E =




1 2 3 · · · n− 1 n
1 1 3/2 · · · (n− 1)/2 n/2
1 1 1 · · · (n− 1)/3 n/3
...

...
...

. . .
...

...
1 1 1 · · · 1 n/(n− 1)
1 1 1 · · · 1 1



.

In this case of a stratified group we have the double identification of RN = RC1 ⊕· · ·⊕RCn

with the underlying group and also (via exponential coordinates) with its Lie algebra g. We
also assume that the subspace RCk = hk is the subspace homogeneous of degree k under
the automorphic dilations δr. The fact that g is stratified guarantees that hk+1 = [hk, h1].
Suppose the cardinality of Ck is ck. If x = (x1, . . . ,xn) ∈ RN with xk ∈ RCk , write xk =
(xk,1, . . . , xk,ck). The automorphic dilations on hk are given by δλxk = (λkxk,1, . . . , λ

kxk,ck),
the homogeneous dimension of hk is k ck, and for αk ∈ Nck , we have [[αk]] = k |αk|, where
|αk| is the standard length of the multi-index.

We take the homogeneous norm on hk to be nk(tk) = |tk|
1
k =

[∑Ck

j=1 |tk,j |
2
]1/2k

, where

| · | denotes the Euclidean norm. Then

Nj(x) = |x1| + |x2|
1
2 + · · · + |xj−1|

1
j−1 + |xj |

1
j + |xj+1|

1
j + · · · + |xn|

1
j

N̂j(ξ) = |ξ1|
1
j + |ξ2|

1
j + · · · |ξj−1|

1
j + |ξj |

1
j + |ξj+1|

1
j+1 + · · · + |ξn|

1
n

(13.1)

Notice that Nn = N̂0 is a homogeneous norm for the automorphic dilations δλ, and N1 is
equal to the Euclidean norm.

We will consider standard pseudo-differential operators of order 0. By this we mean
operators of the form

f 7→ P (f)(x) =

∫

RN

a(x, ξ) f̂ (ξ)e2πix·ξdξ, (13.2)

defined for Schwartz functions f , where the symbol a(x, ξ) is assumed to be of compact
support in x and satisfy the differential inequalities

∣∣∂βx∂αξ a(x, ξ)
∣∣ ≤ Aα,β(1 + |ξ|)−|α| . (13.3)

In what follows the errors introduced by commutators will be smoothing operators in the
following sense. For 1 < p < ∞, the space Lp1 consists of all f in Lp so that Xf (taken
in the weak sense) belongs to Lp(G), for each left-invariant vector field X of the generating
sub-space h1 of g. We define a norm on Lp1 by setting

||f ||Lp
1

= ||f ||Lp +

g∑

j=1

||Xj(f)||Lp , (13.4)

where {X1, . . . , Xg} a basis for the subspace h1. We shall also see below that an f ∈ Lp

belongs to Lp1 if and only if

||f(xh) − f(x)||Lp = O
(
Nn(h)

)
, as h → 0. (13.5)

An operator will be said to be smoothing if it maps Lp to Lp1, for all 1 < p <∞.
The following theorem will be proved in the next sections.
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Theorem 13.1. Suppose P is a standard pseudo-differential operator of order 0. Then P
belongs to the extended class treated in Section 12. Moreover if T is any operator of this class,
then the commutator [T, P ] is a smoothing operator.

13.1 The isotropic extended kernels

For the proof of Theorem 13.1 it is necessary to consider a special sub-class CZ0 ⊂ P0(E), (the
isotropic Calderón-Zygmund kernels on RN which agree with a Schwartz function at infinity)
and a corresponding sub-class of the “extended” kernels. A distribution K ∈ CZ0 is assumed
to satisfy the stronger inequalities

|∂γK(z)| ≤ Aα|z|
−N−|γ|

(
1 + |z|

)−M
, (13.6)

for every γ and M . Moreover these kernels are required to satisfy only the one type of
cancellation property which arises when n = 1. It follows from Theorems 4.1 and 4.2 (for the

case n = 1) that this is equivalent to the condition that the Fourier transform m = K̂ satisfies
|∂γm(ξ)| ≤ A′

α(1 + |ξ|)−|γ|. But then it follows from equation (13.1) that m ∈ M∞(E), and
hence CZ0 ⊂ P0(E). We call elements of CZ0 isotropic proper kernels.

Together with CZ0 we consider the extended kernels K(x, z) such that for x fixed, K(x, · ) ∈
CZ0. More precisely, we shall assume that these have compact support in x and all x-
derivatives ∂αxK(x, · ) are isotropic proper kernels uniformly in x. Notice that, having assumed
compact support in x, this condition can be equivalently formulated with the x-derivatives
replaced by left-invariant, or right-invariant, vector fields. We will refer to these kernels as
isotropic extended kernels.

The key fact we need is the following.

Proposition 13.2. Suppose P is a pseudo-differential operator (13.2) of order 0, with sym-
bol a(x, ξ) having compact support in x. Then P can be represented in the following three
alternative forms: for any Schwartz function f :

(a) P (f)(x) =
∫
RN

K(x,x − y)f(y)dy;

(b) P (f)(x) =
∫
RN

KL(x,y−1x)f(y)dy;

(c) P (f)(x) =
∫
RN

KR(x,xy−1)f(y)dy.

Here K, KL, and KR are each isotropic extended kernels.

The realization (a) is well-known; see for instance [Ste70], Sections 4 and 7.4 of Chapter 6.

In this case K̂(x, ·) = a(x, ·) (where the Fourier transform acts on the second variable), and

reduces to the fact that a multiplier m(ξ) that satisfies the differential inequalities
∣∣∣∂αξm(ξ)

∣∣∣ ≤
Aα(1 + |ξ|)−|α| arises as the Fourier transform of an isotropic proper kernel, and so this is
covered by Theorems 4.1 and 4.2. The other two representations need further analysis.

First we assert that
y−1x = Lx,y(x− y), (13.7)

where for each (x,y) ∈ G×G, Lx,y is a linear transformation that depends polynomially on
x and y. In fact, by the homogeneity of our group and using the Campbell-Hausdorff formula
we can write for each 1 ≤ k ≤ n and each 1 ≤ j ≤ ck,

(
y−1x

)
k,j

= xk,j − yk,j +
∑

ℓ<k

cℓ∑

j=1

pℓ,jk (x,y) · (xℓ,j − yℓ,j)
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with pℓ,jk polynomials in x and y jointly homogeneous at degree k− ℓ (see for example Section
6.6 in [NRSW12], or Chapter 1 of [FS82]). This gives (13.7) with Lx,y represented by a block-
triangular matrix which in particular implies that det(Lx,y) = 1, for all x and y. Now let
Mx,y denote the inverse of Lx,y. Then x− y = Mx,y(y−1x) and Mx,y is again polynomially
dependent on x and y.

Define a (non-linear) mapping Φ = Φx : RN → RN by setting Φx(z) = Mx,xz−1(z). Given
x and w,

Φx

(
(x −w)−1x

)
= Mx,xx−1(x−w)

(
(x−w)−1x

)
= x− (x−w) = w

so Φx maps RN onto RN and the inverse of Φx is given by Φ−1
x (w) = (x−w)−1x = Lx,x−w(w).

Thus both Φx and Φ−1
x are polynomial mappings of RN to itself (and hence diffeomorphisms)

that each depend polynomially on x. In our applications of these mappings below, the range
of x is restricted to a compact set, in view of the support hypothesis on the symbol a(x, ξ)
and the resulting fact that K(x, z) has compact-support in x.

We set down the following two simple properties of the mappings Φx:

1) |Φx(z)| ≈ |z|, for |z| ≤ 1;

2) |z|
1
n . |Φx(z)| . |z|n, for |z| ≥ 1.

The first assertion is a consequence of the fact that Φ is a diffeomorphism that fixes the
origin. For the second, we see first that |Φx(z)| ≤ c|z|n, |z| ≥ 1 because of the polynomial
dependence (of degree n) of the linear mappings Mx,y. Since the same inequality holds for

the inverse Φ−1
x we get the reverse inequality |z|

1
n ≤ c|Φx(z)|, again for large |z|.

Our proof of the second representation (b) in Proposition 13.2 starts with knowing the
first representation and defining KL(x, z) = K(x,Φx(z)). Then, at least formally, we have

∫
KL(x,y−1x)f(y)dy =

∫
K(x,x − y)f(y)dy = P (f)(x). (13.8)

In order to justify this it will suffice to see that KL(x, z) is, for each x, an isotropic proper
kernel, and (in both variables) an isotropic extended kernel. For this we make the following
observation.

Lemma 13.3. Let K(z) ∈ CZ0. Suppose Φ is a C∞ diffeomorphism of RN fixing the origin,
and assume that |Φ(z)| & |z|δ, for some δ > 0 and all |z| ≥ 1. Then K ◦ Φ ∈ CZ0 where
the distribution K ◦ Φ is defined by

〈
K ◦ Φ, ϕ〉 = 〈K, ϕ(Φ−1)JΦ−1

〉
for every test function ϕ,

where JΦ is the Jacobian determinant of Φ.

Proof. Away from the origin K ◦ Φ is the C∞ function K(Φ(z)). Since Φ(0) = 0 it follows
that |Φ(z)| & c|z| for small |z|, and hence K ◦ Φ satisfies (13.6) on the unit ball because K
does. Moreover the assumption |Φ(z)| ≥ c|z|δ for |z| ≥ 1, implies the rapid decrease at infinity
of K(Φ(z)), since the same holds for K(z). It remains to verify the cancellation conditions
for K ◦ Φ, i.e.

∣∣〈K ◦ Φ, ϕ(R · )
〉∣∣ ≤ C for all R ≥ 1 wherever ϕ is a normalized C∞ function

supported in the unit ball. However
∣∣〈K◦Φ, ϕ(R · )

〉∣∣ =
〈
K,ΨR

〉
, where it is easy to verify that

for each R, ΨR(x) is supported in the ball |x| ≤ cR−1, and satisfies |∂αxΨR(x)| ≤ cαR
|α|, with

bounds c and cα independent of R. Thus we may think of ΨR(x) as of the form c1Ψ(c2Rx),
for some c1 and c2 independent of R, verifying that K ◦ Φ satisfies the requisite cancellation
condition. Thus the proof of Lemma 13.3 is complete.

Hence we have proved the representation (b) of Proposition 13.2. The representation (c)
is proved in the same way.
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13.2 Proof of Theorem 13.1

Turning to the proof of Theorem 13.1, we see by the identity (b) in Proposition 13.2 that
the pseudo-differential operator P belongs to the extended class of operators, establishing the
first assertion of Theorem 13.1. Now let T be any operator in the extended class,

T (f)(x) =

∫
L(x,y−1x)f(y)dy,

with L(x, z) a kernel of the extended class. We examine the commutator [T, P ]. Let B
be a ball containing the x–support of the symbol a(x, ξ) of P , and hence containing the
x-supports of K(x, z), KL(x, z) and KR(x, z). We now first decompose T as T0 + T∞ via
L(x, z) = L0(x, z) + L∞(x, z) where L0(x, z) = η(x)L(x, z), L∞(x, z) =

(
1 − η(x)

)
L∞(x, z)

with η ∈ C∞ of compact support which = 1 on the double B∗ at the ball B. Thus K0(x, z)
has compact x–support, while K∞(x, z) is supported on the complement of B∗. (Note that
this is different from the decomposition T = T0 + T∞ in Section 12.1).

Now by reasoning as in Section 12.1, we can write

T0(f)(x) =
∑

n

Tn(f)(x) =
∑

n

an(x)(f ∗ Hn)(x) (13.9)

where an(x) are C∞ functions, supported in a common compact set, for which supx |∂
α
xan(x)|

is rapidly decreasing in n, for each fixed α. The kernels Hn are proper kernels and their semi-
norms are each uniformly bounded in n.

For the pseudo-differential operator P we shall use the “right–invariant” representation
(c) in Proposition 13.2. This gives by the reasoning establishing (13.9), that

P (f)(x) =
∑

n′

Pn′(f)(x) =
∑

n′

bn′(x)(Kn′ ∗ f)(x) . (13.10)

Here the bn′(x) are C∞ function, supported in a compact set (in view of the support property
of KR(x, z)), for which supx |∂

α
x bn′(x)| is rapidly decreasing in n′ for each fixed α, and the

Kn′ are isotropic proper kernels and their semi-norms are each uniformly bounded in n′. The
rapid decrease in n and n′ pointed out above reduces the study of the commutator [T0, P ] to
that where only a single term of each of the sums, (13.9) and (13.10) appears.

Thus we look at the commutator [a ◦ U, b ◦ V ], where U(f) = f ∗ H and V (f) = K ∗ f .
This commutator is handled by the following

Lemma 13.4.

(1) U and V commute,

(2) [b, U ] is a smoothing operator,

(3) [a, V ] is a smoothing operator,

and the bounds of the mappings [b, U ] and [a, V ] depend only on finitely many of the semi-
norms controlling a, b,H, and K.

Suppose first that the lemma is proved. There aU ◦ bV = abU ◦ V + a[b, U ]V . However
U ◦ V = V ◦ U , by conclusion (1). Thus

[a ◦ U, b ◦ V ] = a ◦ [U, b ◦ V ] + [a, b ◦ V ] ◦ U

= a ◦ [U, b] ◦ V + ab ◦ [U, V ] + b ◦ [a, V ] ◦ U + [a, b] ◦ V ◦ U

= a ◦ [U, b] ◦ V + b ◦ [a, V ] ◦ U .

As well as multiplication by a and b, both U and V map Lp to itself, since they are
convolution operators with proper kernels. Thus by conclusions (2) and (3) of the lemma,
[a ◦ U, b ◦ V ] maps Lp to Lp1, and we have achieved our desired result for [T0, P ].
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Proof of Lemma 13.4 . The first conclusion (which is key) follows immediately because U
is left-invariant and V is right-invariant. Let us now consider [b, U ], and begin with the
representation given for [b, U ] in (12.7) (here H plays the role of K). We have that [b, U ] is

an operator of the extended class, represented by the kernel H̃(x, z) = c(x, z)H(x, z), where
c(x, z) is the C∞ function given by b(x)− b(xz−1). Notice however that c(x, 0) = 0, and thus

c(x, z) =

n∑

k=1

ck∑

j=1

zk,j · ck,j(x, z),

where ck,j are again C∞ functions. Hence

H̃(x, z) =
∑

k,j

zk,j · H̃k,j(x, z) (13.11)

where by Lemma 12.4 we know that each H̃k,j(x, z) is an extended kernel. Now if X is a
left-invariant vector field, then

X [b, U ](f)(x) = X

(∫
H̃(x,y−1x)f(y)dy

)
=

∫
H′(x,y−1x)f(y)dy ,

where by (13.11) we have that

H′(x, z) =

n∑

j=1

(
Xx

(
zj · H̃j(x, z)

)
+Xz

(
zj · H̃j(x, z)

))
.

At this stage we need the following observation.

Lemma 13.5. Suppose H is a proper kernel and X is a left-invariant vector field of degree 1
(that is, in the subspace h1 of the Lie algebra). Then for each (k, j), 1 ≤ k ≤ n, 1 ≤ j ≤ ck,
X
(
zk,jH(z)

)
is a proper kernel.

This can be proved by using the Fourier transform characterization of proper kernels. First
write X as

X =
∂

∂z1,r
+

n∑

ℓ=2

cℓ∑

s=1

qℓ,s(z)
∂

∂zℓ,s
=

∂

∂z1,r
+

n∑

ℓ=2

Qℓ(z) · ∇zℓ

where Qℓ(z) = Qℓ(z1, · · · , zℓ−1) are homogeneous polynomials of degree ℓ − 1 (in the
homogeneity of the automorphic dilations). Consider first the case k = 1. The Fourier

transform of X
(
z1,jH(z)

)
is then a linear combination of m = Ĥ and ξℓ ·Qℓ(2πi∂ξ) ∂ξ1,jm(ξ).

However, it is clear from (13.1) that N̂j(ξ)k ≥ |ξk| if j ≤ k. The the effect of the factor ξℓ,
which has size |ξℓ|, is counterbalanced by the effect of Qℓ(2πi∂ξ)∂ξk,j

on m(ξ), in view of the
estimates for m. The situation when k > 1 (and hence ∂ξ1,j is replaced by ∂ξk,j

) leads to an
even better estimate, which then establishes Lemma 13.5.

Using the lemma we see therefore that Xx[b, U ] is an operator with an extended kernel,
and hence by Theorem 12.1 we have that [b, U ] maps Lp to Lp1, establishing conclusion (2)
of Lemma 13.4.

Finally, for conclusion (3) we may appeal to the standard theory of pseudo-differential
operators that guarantees that the commutator [a, V ] is an operator of “order 1”, and in
particular maps Lp to Lp1; or we may argue in the same spirit as in the case of conclusion (2),
but here the details are simpler. In any case, Lemma 7.4 is now established and this proves
that [T0, P ] is bounded from Lp to Lp1.
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To complete the proof of Theorem 13.1 it remains to deal with [T∞, P ] = T∞P − PT∞.
We will see that the terms T∞P and PT∞ are separately smoothing operators (in fact,
infinitely smoothing) because of disjointness of relevant supports. Consider first T∞P . Then
T∞(Pf) = T∞(F ), where F is supported in the ball B (where the symbol a(x, ξ) is supported).
However

T∞(F )(x) =

∫
K∞(x,y−1x)F (y)dy

and K∞(x, z) is supported for x outside B∗. Hence in the integral above we have that
|y−1x| ≥ c > 0, for an appropriate c. Moreover if X is any left–invariant operator then
X(T∞F )(x)) is given by

∫
K′

∞(x,y−1x)F (y)dy with K ′
∞(x, z) = XxK∞(x, z)+XzK∞(x, z).

Since now K′
∞(x, z) is bounded and has rapid decay in z, (we can restrict ourselves here to

|z| ≥ c > 0), this ensures that T∞P maps Lp to Lp1. In fact the same argument shows that
Xα(T∞P ) maps Lp to itself for any monomial Xα of left–invariant differential operators.

Essentially the same argument works for PT∞. Here (PT∞)(f) =
∫
KL(x,y−1x)f(y)dy

by Proposition 13.2, with F supported in the complement of B∗ and K(x, z) supported where
x ∈ B. Then again |y−1x| ≥ c > 0, and we may proceed as before. Altogether then, the
proof of Theorem 13.1 is completed.

13.3 The space L
p
1

We conclude by proving the equivalence of the condition that f ∈ Lp1 with the Lipschitz–type
condition (13.5).

Proposition 13.6. Let 1 < p <∞. Then

f ∈ Lp1 ⇐⇒ ||f(xh) − f(x)||Lp = O
(
Nn(h)

)
, as h→ 0.

Proof. Let X be a left-invariant vector field in the subspace h1 of the Lie algebra, and set
ht = exp(tX). Then |ht| = |ht| ≈ |t|, t ∈ R. So

||f(xh) − f(x)||Lp = O
(
Nn(h)

)
, as h→ 0 =⇒ ||

1

t

(
f(xht) − f(x)

)
||Lp = O(1) as t→ 0.

Thus by the weak compactness of Lp, there is a sequence {tn}, tn → 0 so that 1
tn

(
f(xhtn)−

f(x)
)

converges weakly in Lp and hence in the sense of distributions. Thus in that sense,
X(f) ∈ Lp. Since this holds for all X ∈ h1, we have that f ∈ Lp1.

Conversely, suppose f ∈ Lp1, and h = exp(sX) where X ∈ h1. Then Nn(h) = |h| . |s|
and

f(xh) − f(x) =

∫ s

0

d

dt
f
(
x exp(tX)

)
dt =

∫ s

0

Xf
(
x exp(tX)

)
dt .

Hence, ||f(xh) − f(x)||Lp ≤ |s| ||X(f)||Lp = O
(
Nn(h)

)
. To extend this to any element h we

use the following assertion.

Lemma 13.7. Suppose G is a stratified group. Then there is an integer M , so that every
h ∈ G, can be written as h = h1h2 · · · hM , where each hj ∈ exp h1 and |hj | ≤ cNn(h) for
all 1 ≤ j ≤M .

Assuming for a moment this to be true, the desired estimate for f(xh) − f(x) then follows
for the special case when h ∈ exp h1 by writing

f(xh) − f(x) =

M∑

j=1

f(xh1 · · ·hj) − f(xh1 · · ·hj−1).
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Proof of Lemma 13.7. Let V = exp(B1), where B1 is the unit ball in h1, Then V is an analytic
submanifold of G which generates G. By Proposition 1.1 of [RS88], there exists an integer
m such that V m contains an open set A. Since V = V −1, V 2m contains a neighborhood
of the identity. This proves the statement for |h| < δ for some δ > 0 with M = 2m. By
homogeneity, the same holds for every h ∈ G.

14 Appendix I: Properties of cones Γ(A)

In this appendix we study properties of the cone Γ(E) defined in (5.1). Our results provide
motivation for the basic hypothesis (2.10) imposed on the matrix E.

14.1 Optimal inequalities and the basic hypothesis

Definition 14.1. Let A =
{
a(j, k) : 1 ≤ j, k ≤ n

}
be an n× n matrix of strictly positive real

numbers. Then

Γo(A) =
{
t = (t1, . . . , tn) ∈ Rn : a(j, k)tk < tj < 0

}

Γ(A) =
{
t = (t1, . . . , tn) ∈ Rn : a(j, k)tk ≤ tj < 0

}

are (possibly empty) convex polyhedral cones contained in the negative orthant of Rn. The
dimension of either cone is the maximal number of linearly independent vectors it contains.
Equivalently, this is the dimension of the smallest subspace of Rn containing the cone.

Γ(A) is defined by a collection of linear inequalities involving pairs of coordinates. It may
happen that different matrices (i.e. different sets of such inequalities) give rise to the same
cone. The following Lemma shows that there is a unique optimal set of inequalities, and that
the corresponding matrix satisfies the basic hypothesis (2.10).

Lemma 14.2. Let A = {a(j, k)} be an n × n matrix of strictly positive real numbers, and
suppose that the corresponding cone Γ(A) is not empty. Then there exists a unique n × n

matrix Ã =
{
ã(j, k)

}
with the following properties:

(a) The coefficients of Ã satisfy the inequalities (2.10) of the basic hypothesis:

1 = ã(j, j) for 1 ≤ j ≤ n,

0 < ã(j, k) ≤ ã(j, l)ã(l, k) for 1 ≤ j, k, l ≤ n.

(b) Γ(A) = Γ(Ã).

Moreover, if Ã satisfies (a) and (b), then ã(j, k) ≤ a(j, k) for 1 ≤ j, k ≤ n.

Proof. For any t = (t1, . . . , tn) ∈ Γ(A), tj < 0 and 0 < tjt
−1
k ≤ a(j, k) for 1 ≤ j, k ≤ n. If

Γ(A) 6= ∅ define

0 < ã(j, k) = sup
t∈Γ(A)

tj
tk

≤ a(j, k). (14.1)

Then ã(j, j) = 1 and for any j, k, l ∈ {1, . . . , n}

ã(j, k) = sup
t∈Γ(A)

tj
tk

= sup
t∈Γ(A)

[ tj
tl

tl
tk

]
≤ sup

t∈Γ(A)

tj
tl

sup
t∈Γ(A)

tl
tk

= ã(j, l) ã(l, k).

This establishes (a).

Let v = (v1, . . . , vn) ∈ Γ(Ã). Since vk < 0 and ã(j, k) ≤ a(j, k), it follows that a(j, k)vk ≤

ã(j, k)vk ≤ vj , and so vjv
−1
k ≤ a(j, k). Thus v ∈ Γ(A) and it follows that Γ(Ã) ⊂ Γ(A).
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Conversely, if v = (v1, . . . , vn) ∈ Γ(A), then vjv
−1
k ≤ supt∈Γ(A) tjt

−1
k = ã(j, k) and so

ã(j, k)vk ≤ vj . It follows that Γ(A) ⊂ Γ(Ã), and this establishes (b).

Next we show that the matrix Ã is unique. Let C =
{
c(j, k) : 1 ≤ j, k ≤ n

}
be any matrix

satisfying (a) and (b). Since Γ(C) = Γ(A), if t ∈ Γ(C) then c(j, k)tk ≤ tj , and so

ã(j, k) = sup
t∈Γ(A)

tjt
−1
k = sup

t∈Γ(C)

tjt
−1
k ≤ c(j, k).

To establish the reverse inequality, consider the vectors wl =
(
−c(1, l), . . . ,−c(n, l)

)
. Since C

satisfies (a), we have c(j, l) ≤ c(j, k)c(k, l), or equivalently c(j, k)
(
−c(k, l)

)
≤

(
−c(j, l)

)
. This

shows that wl ∈ Γ(C) = Γ(Ã) for 1 ≤ l ≤ n. It follows that ã(j, k)(−c(k, l)) ≤ −c(j, l) for
all 1 ≤ j, k, l ≤ n. Letting l = k, we have ã(j, k)(−c(k, k)) ≤ −c(j, k), and since c(k, k) = 1

we have c(j, k) ≤ ã(j, k). Thus c(j, k) = ã(j, k), which shows that Ã is unique. We have

already observed that ã(j, k) ≤ a(j, k), and since the matrix Ã is unique, this completes the
proof.

It can be shown that, in the hypotheses of Lemma 14.2,

ã(j, k) =

{
min

{
a(j, i1)a(i1, i2) · · · a(ir, k) : r ≥ 0, {i1, . . . , ir} ⊂ {1, . . . , n}

}
if j 6= k

1 if j = k
.

14.2 Partial matrices

In Lemma 14.2 it is assumed that the cone Γ(A) is defined by the full number n(n − 1)
inequalities a(j, k)tk ≤ tj where 1 ≤ j 6= k ≤ n. We also need to consider cases in which we
begin with fewer inequalities. We formulate this as follows. Let B = {b(j, k)} be an n × n
matrix, where this time each b(j, k) is either a positive real number or the symbol ∞. As
before we put

Γ(B) =
{
t = (t1, . . . , tn) ∈ Rn : b(j, k)tk ≤ tj < 0

}
,

but now if b(j, k) = ∞, the inequality b(j, k)tk ≤ tj < 0 puts no constraint on the relation
between the two negative real numbers tk and tj . It is still the case that Γ(B) is a polyhedral
cone in the negative orthant of Rn. We call B a partial matrix. We say that a partial
matrix B = {b(j, k)} is connected if for any two indices j, k ∈ {1, . . . , n} there are indices
i1, . . . , ia ∈ {1, . . . , n} (with a possibly dependent on j and k) so that

b(j, i1)b(i1, i2) · · · b(il, il+1) · · · b(ia−1, ia)b(ia, k) < +∞.

It then follows that

b(j, i1)b(i1, i2) · · · b(ij, ij+1) · · · b(ia−1, ia)b(ia, k)tk ≤ tj < 0

so if B is connected and t ∈ Γ(B) it follows that

sup
t∈Γ(B)

tj
tk

≤ b(j, i1)b(i1, i2) · · · b(ij , ij+1) · · · b(ia−1, ia)b(ia, k) < +∞.

We then have the following analogue of Lemma 14.2.

Lemma 14.3. Let B = {b(j, k)} be an n× n connected, partial matrix, and suppose that the

corresponding cone Γ(B) is not empty. Then there exists a unique n×n matrix B̃ =
{
b̃(j, k)

}

with the following properties:
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(a) The coefficients of B̃ are all finite positive real numbers, and

1 = b̃(j, j) for 1 ≤ j ≤ n,

0 < b̃(j, k) ≤ b̃(j, l)b̃(l, k) for 1 ≤ j, k, l ≤ n.

(b) Γ(B) = Γ(B̃).

Moreover, if B̃ satisfies (a) and (b), then b̃(j, k) ≤ b(j, k) for 1 ≤ j, k ≤ n.

Proof. There is only a minor change from the proof of Lemma 14.2. Since b(j, k) might
equal ∞ we cannot directly conclude that supt∈Γ(B) tj t

−1
k is finite by observing that it is

bounded by b(j, k) as in equation (14.1). However, since B is connected, it is still the case

that supt∈Γ(B) tj t
−1
k < ∞, and we can define b̃(j, k) to the this supremum. The proof of (a)

then proceeds as before, and we set Γ(B̃) =
{
t = (t1, . . . , tn) ∈ Rn : b̃(j, k)tk ≤ tj < 0

}
.

Note that if b(j, k) < ∞ then b̃(j, k) = supt∈Γ(B)
tj
tk

≤ b(j, k) as before. The proofs that

Γ(B̃) = Γ(B) and the uniqueness of B also follow as before.

14.3 Projections

Let 1 < p < n and let πn,p : Rn → Rp be the projection onto the first p coordinates:
πn,p(x1, . . . , xn) = (x1, . . . , xp). Let An = {a(j, k) : 1 ≤ j, k ≤ n} be an n × n matrix with
strictly positive entries which satisfies the basic hypotheses

a(j, j) = 1 1 ≤ j ≤ n,

a(j, l) ≤ a(j, k)a(k, l) 1 ≤ j, k, l ≤ n.

Let Ap = {a(j, k) : 1 ≤ j, k ≤ p} be the corresponding p × p matrix (which of course also
satisfies the basic hypotheses). We than have two cones:

Γ(An) =
{
t = (t1, . . . , tn) ∈ Rn : a(j, k)tk ≤ tj < 0, 1 ≤ j, k ≤ n

}
,

Γ(Ap) =
{
u = (u1, . . . , up) ∈ Rp : a(j, k)uk ≤ uj < 0, ≤ j, k ≤ p

}
.

Lemma 14.4. The projection πn,p maps the cone Γ(An) onto the cone Γ(Ap).

Proof. If a(j, k)tk ≤ tj < 0 for 1 ≤ j, k ≤ n, then a(j, k)tk ≤ tj < 0 for 1 ≤ j, k ≤ p, and so it
is clear that π maps Γ(An) into Γ(Ap). The main point of the Lemma is that the mapping
is onto. But since

πn,p = πp+1,p ◦ πp+2,p+1 ◦ · · · ◦ πn,n−1

it clearly suffices to show that the mapping πn,n−1 : Γ(An) → Γ(An−1) is onto.
Let (u1, . . . , un−1) ∈ Γ(An−1). We must show that there exists un < 0 so that

1 ≤ j ≤ n− 1 =⇒ a(j, n)un ≤ uj and a(n, j)uj ≤ un

If we let Ej be the closed interval
[
a(n, j)uj ,

uj

a(j,n)

]
, then we must show that

⋂n−1
j=1 Ej 6= ∅.

For any j, k ∈ {1, . . . , n− 1} we have

a(n, j)uj ≤
a(k, j)

a(k, n)
uj since a(k, j) ≤ a(k, n)a(n, j) and uj < 0,

≤
uk

a(k, n)
since (u1, . . . , un−1) ∈ Γ(An−1) and hence a(k, j)uj ≤ uk.
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It follows that for any index 1 ≤ ℓ ≤ n− 1 we have

a(n, ℓ)uℓ ≤ sup
{
a(n, j)uj : 1 ≤ j ≤ n− 1

}
≤ inf

{ uk
a(k, n)

: 1 ≤ k ≤ n− 1
}
≤

uℓ
a(ℓ, n)

and hence we have produce a closed, non-empty interval in
⋂n−1
j=1 Ej :

[
sup

{
a(n, j)uj : 1 ≤ j ≤ n− 1

}
, inf

{ uk
a(k, n)

: 1 ≤ k ≤ n− 1
}]

⊂
n−1⋂

j=1

Ej .

14.4 The dimension of Γ(E)

Proposition 14.5. Let E be an n × n matrix satisfying the basic hypothesis (2.10). Then
the cone Γ(E) is not empty. In particular, the 2n vectors

vl =
(
− e(1, l), . . . ,−e(n, l)

)
, 1 ≤ l ≤ n

wl =
(
− e(l, 1)−1, . . . ,−e(l, n)−1

)
, 1 ≤ l ≤ n

all belong to Γ(E).

Proof. Fix l ∈ {1, . . . , n} and let vj = −e(j, l). Then it follows from (2.10) that e(j, l) ≤
e(j, k)e(k, l) and so e(j, k)vk = −e(j, k)e(k, l) ≤ −e(j, l) = vj . This shows that vl ∈ Γ(E).

Similarly, let wj = −e(l, j)−1. Then since e(l, k) ≤ e(l, j)e(j, k), e(j, k)wk = − e(j,k)
e(l,k) ≤ − 1

e(l,j) ,

and so wl ∈ Γ(E). This completes the proof.

Since the vectors vl in Proposition 14.5 are the negatives of the columns of E, we have
the following corollary.

Corollary 14.6. Let E be an n× n matrix satisfying the basic hypothesis (2.10). Then the
dimension of Γ(E) is greater than or equal to the rank of E.

Lemma 14.7. Let E be an n×n matrix satisfying the basic hypotheses (2.10). The following
are equivalent:

(i) the interior of Γ(E) is non-empty;

(ii) the dimension of Γ(E) is n;

(iii) 1 < e(j, k)e(k, j) for every pair 1 ≤ j 6= k ≤ n.

Proof. Obviously (i) implies (ii). Conversely, since Γ(E) is convex, if it contains a basis of Rn

it also containes the convex hull of this basis together with 0, which is open.
In order to prove that (iii) implies (i), we argue by induction on n. For n = 1, Γ(E) =

(−∞, 0) which has dimension 1. For n = 2, det(E) = 1 − e(1, 2)e(2, 1) < 0, so the rank of E
is 2, and hence by Corollary 14.6 the dimension of Γ(E) is 2 and its interior is a nontrivial
angle.

Thus assume that the Lemma is true for all (n−1)×(n−1) matrices E′ satisfying equation
(2.10). Let E be an n × n matrix satisfying equation (2.10) such that 1 < e(j, k)e(k, j) for
every pair 1 ≤ j 6= k ≤ n. Let E′ be the sub-matrix consisting of the first n − 1 rows and
columns. Then clearly E′ also satisfies equation (2.10) and the hypothesis of the Lemma, so
by the induction hypothesis, the dimension of Γ(E′) is n− 1, and Γ(E′) contains a non-empty
open set U ⊂ Rn−1.
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Let t′ = (t1, . . . , tn−1) ∈ U . Then the components of t′ satisfy the strict inequalities
e(k, j)tj < tk for all j 6= k. Since tj < 0 and e(k, j) ≤ e(k, n)e(n, j), it follows that
e(k, n)e(n, j)tj ≤ e(k, j)tj < tk and so e(n, j)tj < e(k, n)−1tk for all j, k. Therefore

max
{
e(n, j)tj : 1 ≤ j ≤ n− 1

}
< min

{
e(k, n)−1tk : 1 ≤ k ≤ n− 1

}
. (14.2)

But if t′ ∈ Γ(E′) then t = (t′, tn) = (t1, . . . , tn−1, tn) in Γ(E) if and only if for all 1 ≤ j, k ≤
n− 1,

max
{
e(n, j)tj : 1 ≤ j ≤ n− 1

}
≤ tn ≤ min

{
e(k, n)−1tk : 1 ≤ k ≤ n− 1

}
.

It follows from (14.2) that the set of tn for which this is true is non empty and contains
the open interval

(
m(t′),M(t′)

)
where

m(t′) = max
{
e(n, j)tj : 1 ≤ j ≤ n− 1

}
,

M(t′) = min
{
e(k, n)−1tk : 1 ≤ k ≤ n− 1

}
.

Then {
(t′, tn) : t′ ∈ U and m(t′) < tn < M(t′)

}

is an open subset of Γ(E).

Conversely, if 1 < e(j, k)e(k, j) for every pair 1 ≤ j 6= k ≤ n, it follows from Lemma
14.7 in Appendix I that Γ(E) has dimension n and in particular has non-empty interior. On
the other hand, if Γo(E) is non-empty, then the projection of Γ(E) onto the two dimensional
subspace spanned by xj and xk is open and non-empty. Since this projection is contained in
{(xj , xk) ∈ R2 : e(j, k)xk < xj < e(k, j)−1xk}, it follows that 1 < e(j, k)e(k, j).

Proposition 14.8. Let E be an n × n matrix satisfying the basic hypothesis (2.10), and
suppose that 1 < e(j, k)e(k, j) for all j 6= k. Then for any indices k1, . . . , ks it follows that

1 < e(k1, k2)e(k2, k3) · · · e(ks−1, ks)e(ks, k1)

provided that the indices {k1, . . . , ks} are not all the same.

Proof. The basic hypothesis implies that we always have

1 ≤ e(k1, k2)e(k2, k3) · · · e(ks−1, ks)e(ks, k1).

We argue by induction on s. If s = 2, the hypothesis of the Proposition implies that we cannot
have 1 = e(k1, k2)e(k2, k1) unless k1 = k2. Now suppose the statement is true for any set of
indices of length s − 1, and let k1, . . . , ks be indices which are not all equal. Consider the
product e(k1, k2)e(k2, k3) · · · e(ks−1, ks)e(ks, k1). Without loss of generality we can assume
k1 6= k2 for otherwise e(k1, k2) = 1 and the result follows by induction. But then

1 < e(k1, k2)e(k2, k1) ≤ e(k1, k2)e(k2, k3)e(k3, k1) ≤ · · ·

· · · ≤ e(k1, k2)e(k2, k3) · · · e(ks−1, ks)e(ks, k1)

which completes the proof.
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14.5 The reduced matrix E♭

In this section we show that if the dimension of Γ(E) is s < n, there is an s × s sub-matrix
E♭ of E satisfying the hypothesis of Lemma 14.7, so that Γ(E♭) ⊂ Rs has dimension s, and
that Γ(E) is the graph of a linear mapping from Rs to Rn.

Let E = {e(j, k)} be an n × n matrix satisfying the basic hypothesis (2.10). If j, k ∈
{1, . . . , n} write j ∼ k if and only if e(j, k)e(k, j) = 1. It is immediate that j ∼ j and
j ∼ k ⇐⇒ k ∼ j. Suppose that j ∼ k and k ∼ l. Then since e(j, k)e(k, j) = 1 and
e(k, l)e(l, k) = 1,

1 ≤ e(j, l)e(l, j) ≤
(
e(j, k)e(k, l)

) (
e(l, k)e(k, j)

)
=

(
e(j, k)e(k, j)

) (
e(k, l)e(l, k)

)
= 1

so that j ∼ l. Thus ‘∼’ is an equivalence relation.
There are other equivalent formulations of this relation, based on the following remarks.

(i) If e(j, k)e(k, j) = 1, the basic hypotheses imply that, for every ℓ,

1

e(k, j)
≤
e(j, ℓ)

e(k, ℓ)
≤ e(j, k),

1

e(j, k)
≤
e(ℓ, j)

e(ℓ, k)
≤ e(k, j).

Hence the above inequalities are all equalities, i.e., the j-th and k-th row of E are
proportional. Conversely, if the j-th and the k-th rows Ej ,Ek are proportional, then
Ej = e(j, k)Ek and Ek = e(k, j)Ej , hence e(j, k)e(k, j) = 1.

In the same way, one proves that j ∼ k if and only if the j-th and k-th column are
proportional.

(ii) If t = (t1, . . . , tn) ∈ Γ(E) and if j ∼ k, then e(j, k)tk ≤ tj = e(j, k)e(k, j)tj ≤ e(j, k)tk
so for all t ∈ Γ(E),

t = (t1, . . . , tn) ∈ Γ(E), j ∼ k =⇒ tj = e(j, k)tk. (14.3)

Conversely, if Γ(E) is contained in the hyperplane tj = λtk, this condition is satisfied in
particular by the vectors vk,wk in (14.5). Hence e(j, k) = λ = e(k, j)−1 and therefore
j ∼ k.

Let {k1, . . . , ks} be representatives of the distinct equivalence classes in {1, . . . , n} and let
E♭ be the s × s matrix whose entries are {e(ka, kb) : 1 ≤ a, b ≤ s}. Then E♭ satisfies the
same basic hypothesis, and if a 6= b we have e(ka, kb)e(kb, ka) > 1. The matrix E♭ is called a
reduced matrix for E. It is not uniquely determined by E since it depends on the choice of
representatives of the s distinct equivalence classes. The number s is called the reduced rank
of E.

Let Π : Rn → Rs be the projection given by Π(t) = Π(t1, . . . , tn) = (tk1 , . . . , tks). If
t ∈ Γ(E) then clearly Π(t) ∈ Γ(E♭), so Π : Γ(E) → Γ(E♭). On the other hand, if t♭ =
(tk1 , . . . , tks) ∈ Γ(E♭), set σ(t♭) = (t1, . . . , tn) where tj = e(j, ka)tka if j ∼ ka. We claim
σ(t♭) ∈ Γ(E). To see this, let 1 ≤ j, k ≤ n and suppose j ∼ ka and k ∼ kb. Then since
e(ka, kb)tkb ≤ tka ,

e(j, k)tk = e(j, k)e(k, kb)tkb = e(j, k)e(k, kb)e(ka, kb)
−1e(ka, kb)tkb

≤ e(j, k)e(k, kb)e(ka, kb)
−1tka = e(j, k)e(k, kb)e(ka, kb)

−1e(j, ka)−1e(j, ka)tka

= e(j, k)e(k, kb)e(ka, kb)
−1e(j, ka)−1tj ≤ tj

since e(j, ka)e(ka, kb) = e(ka,kb)
e(ka,j)

≤ e(ka,j)e(j,kb)
e(ka,j)

≤ e(j, k)e(k, kb). It follows that e(j, k)tk ≤ tj

as required, so σ(t♭) ∈ Γ(E). Thus if t = (t1, . . . , tn) ∈ Γ(E), the coordinates tj for j /∈
{k1, . . . , ks} are uniquely determined by Π(t). It follows that the mapping Π : Γ(E) → Γ(E♭) is
one-to-one and onto, with the inverse mapping given by σ. We have established the following.
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Lemma 14.9. Let E be an n× n matrix satisfying the basic hypothesis (2.10). Let j ∼ k if
and only if 1 = e(j, k)e(k, j). This is an equivalence relation, and suppose there are s distinct
equivalence classes. Let {k1, . . . , ks} be representatives of the distinct equivalence classes, and
let E♭ be the s× s reduced matrix whose entries are {e(ka, kb) : 1 ≤ a, b ≤ s}.

a) The reduced matrix E♭ satisfies the basic hypothesis (2.10).

b) 1 < e(ka, kb)e(kb, ka) for all 1 ≤ a 6= b ≤ s.

c) The dimension of Γ(E) is s.

d) Γ(E♭) ⊂ Rs has dimension s, and thus has non-empty interior.

e) Let Π : Rn → Rs be given by Π(t) = Π(t1, . . . , tn) = (tk1 , . . . , tks). Then Π : Γ(E) → Γ(E♭)
is one-to-one and onto.

f) Let V =
{
t = (t1, . . . , tn) ∈ Rn : tj = e(j, ka)tka if j ∼ ka

}
. Then V is an s-dimensional

subspace of Rn, and Γ(E) ⊂ V .

15 Appendix II: Estimates for homogeneous norms

Consider a family of dilations on Rm given by λ · x = (λd1x1, . . . , λ
dmxm) with homogeneous

dimension Q = d1 + · · ·+ dm. Let N : Rm → [0,∞) be a smooth homogeneous norm relative
to this family so that N(x) ≈ |x1|1/d1 + · · · + |xm|1/dm . For any γ = (γ1, . . . , γm) ∈ Nm let
[[γ]] = d1γ1 + · · · + dmγm.

Proposition 15.1. Let ρ(x) be homogeneous of degree p. For γ ∈ Nm there is a constant
Cγ > 0 so that |∂γxρ(x)| ≤ Cγ N(x)p−[[γ]].

Proof. Let γ = (γ1, . . . , γm) ∈ Nm. Differentiating the equation λp ρ(x) = ρ(λ · x) we obtain

λp ∂γρ(x) = λ
∑m

j=1 djγj∂γρ(λ · x) = λ[[γ]]∂γρ(λ · x).

It follows that |∂γxρ(x)|1/(p−[[γ]]) is homogeneous of degree 1. Since N is continuous and strictly
positive on the compact set {x : N(x) = 1}, it follows that |∂γxρ(x)| ≤ CγN(x)p−[[γ]].

Proposition 15.2. There is a constant c so that
∣∣{x ∈ Rm : N(x) ≤ A}

∣∣ = cAQ.

Proof. Let Bm(1) = {x ∈ Rm : N(x) < 1}. Then N(x) ≤ A if and only if N(A−1 · x) =
A−1N(x) ≤ 1, and this is true if and only if A−1 · x ∈ BN (1). If TA(x) = A · x, this means
that x ∈ TA(B(1)). Since det(TA) = AQ, the Proposition follows.

Proposition 15.3. If a = (a1, . . . , am) ∈ Nm, write xa =
∏m
j=1 x

aj
j .

(a) For a ∈ Nm and M < [[a]] +Q there exists C > 0 so that

∫

N(x)≤A

|xa|N(x)−M dx ≤ C A[[a]]+Q−M .
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(b) For a ∈ Nm, M > [[a]] +Q there exists C > 0 so that
∫

N(x)≥A

|xa|N(x)−M dx ≤ C A[[a]]+Q−M .

(c) For a ∈ Nm, M = [[a]] +Q, and B > 4A, there exists C > 0 so that
∫

A<N(x)<B

|xa|N(x)−M dx ≤ C log

[
B

A

]
.

Proof. We have |xa| =
∏m
j=1 |xj |

aj .
∏m
j=1N(x)ajdj = N(x)[[a]]. Thus if [[a]] + Q−M > 0,

∫

N(x)≤A

|xa|N(x)−M dx .

∞∑

j=1

∫

2−jA<N(x)≤2−j+1A

N(x)[[a]]−M dx

≈
∞∑

j=1

(2−jA)[[a]]−M
∣∣{x : N(x) ≤ 2−j+1A}

∣∣

≈
∞∑

j=1

(2−jA)[[a]]−M (2−j+1A)Q . A[[a]]+Q−M .

Similarly, if [[a]] +Q−M < 0,

∫

N(x)≥A

|xa|N(x)−M dx .

∞∑

j=0

∫

2jA≤N(x)<2j+1A

N(x)[[a]]−M dx

≈
∞∑

j=0

(2jA)[[a]]−M
∣∣{x : N(x) ≤ 2−j+1A}

∣∣

.

∞∑

j=0

(2jA)[[a]]−M (2−jA)Q

. A[[a]]+Q−M .

Finally, if [[a]] +Q−M = 0,
∫

A≤N(x)≤B

|xa|N(x)−M dx .

∫

A≤N(x)≤B

N(x)[[a]]−M dx.

If B > 4A, choose j < k so that 2j−1 < A ≤ 2j ≤ 2k ≤ B < 2k+1. Then

∫

A≤N(x)≤B

N(x)[[a]]−M dx ≤
k+1∑

l=j−1

∫

2l≤N(x)<2l+1

N(x)[[a]]−M dx

.

k+1∑

l=j−1

2l([[a]]−M)
∣∣{x : N(x) ≤ 2l+1}

∣∣

.

k+1∑

l=j−1

2l([[a]]−M+Q) = k − j + 2 ≈ log

[
B

A

]
.

This completes the proof.
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Proposition 15.4. Let m ∈ C∞(Rm \ {0}) have compact support, and let L = {l1, . . . , lr} ⊂
{1, . . . ,m}. Suppose for every γ ∈ N there is a constant C > 0 so that if j ∈ L then

∣∣∂γξjm(ξ1, . . . , ξm)
∣∣ ≤ CN(ξ)−djγ .

Put K(x) =
∫
Rm e2πi〈x,ξ〉m(ξ) dξ. There is a constant C > 0 independent of the support of

m so that ∣∣K(x)
∣∣ ≤ C

(∑

j∈L

|xj |
1/dj

)−Q
.

Proof. Let ϕ ∈ C∞
0 (R) with ϕ(t) ≡ 1 if |t| ≤ 1, ϕ(t) ≡ 0 if |t| ≥ 2 and 0 ≤ ϕ(t) ≤ 1 for all t.

We have

K(x) =

∫

Rm

e2πi〈x,ξ〉ϕ
(
λN(ξ)

)
m(ξ) dξ +

∫

Rm

e2πi〈x,ξ〉
[
1 − ϕ

(
λN(ξ)

)]
m(ξ) dξ = I + II.

Since m is bounded, we have

∣∣I
∣∣ ≤ ||m||∞

∣∣{ξ : N(ξ) ≤ 2λ−1
}∣∣ . λ−Q.

On the other hand, the chain, the product rule, and Proposition 15.1 show that
∣∣∂γξj

[
1 − ϕ

(
λN(ξ)

)]
m(ξ)

∣∣ ≤ CN(ξ)−djγ

since any derivative of ϕ(λN(ξ)) is supported where λN(ξ) ≤ 2. For j ∈ L we can integrate
by parts M times in the variable ξj and obtain

∣∣II
∣∣ . |xj |

−M

∫

N(ξ)≥λ−1

∣∣∣∂Mξj
[[

1 − ϕ
(
λN(ξ)

)]
m(ξ)

]∣∣∣ dξ

. |xj |
−M

∫

N(ξ)≥λ−1

N(ξ)−Mdj dξ

. |xj |
−Mλ−Q+djM .

Setting λ = |xj |1/dj , it follows that |K(x)| . |xj |−Q/dj for every j ∈ L, and hence that

|K(x)| . min
j∈L

|xj |
−Q/dj ≈

(∑

j∈L

|xj |
1/dj

)−Q

.

This completes the proof.

Remark 15.5. Note that in this Proposition, we only assume estimates on “pure” ξj deriva-
tives of m for j ∈ L. The conclusion is that the inverse Fourier transform K = m̌ has the
expected decay relative to the partial norm NL(x) =

∑
j∈L |xj |1/dj . If L = {1, . . . , n}, the

conclusion is that K(x) . N(x)−Q.

16 Appendix III: Estimates for geometric sums

Proposition 16.1. Let ǫ > 0, a1, . . . , am > 0 with m ≥ 2 and
∏m
j=1 aj 6= 1. Set

Γ =
{
I = (i1, . . . , im) ∈ Zm : ajij ≤ ij+1 < 0 for 1 ≤ j ≤ m− 1, amim ≤ i1 < 0

}
.

For I = (i1, . . . , im) ∈ Γ set Λ(I) = [i2 − a1i1] + · · · + [im − am−1im−1] + [i1 − amim]. Then
there is a constant C > 0 depending on {ǫ, a1, . . . , am} so that

∑
I∈Γ 2−ǫΛ(I) ≤ C.
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Proof. Γ is a convex cone and {t ∈ Γ :
∑m

j=1 |tj | = 1} is compact. Then Λ(t) ≥ 0 on Γ,
and if Λ(t) = 0 with t ∈ Γ, then t1 = amtm and tj+1 = ajtj for 1 ≤ j ≤ m − 1, so that
t1 =

(∏m
j=1 aj

)
t1. Since

∏m
j=1 aj 6= 1, it follows that Λ(t) > 0 for t ∈ Γ. In particular,

by compactness there exists η > 0 so that if t ∈ Γ and |t| = 1 then Λ(t) > η. Since Λ is
continuous, there is an open neighborhood of {t ∈ Γ :

∑m
j=1 |tj | = 1} on which Λ(t) > η. By

homogeneity it follows that Λ(t) ≥ η
∑m

j=1 |tj | for allt ∈ Γ.

If I ∈ Γ, then Λ(I) ≥ η
∑n
j=1 |ij |. Thus we have

∑

I∈Γ

2−ǫΛ(I) ≤
∑

I∈Γ

2−ǫη
∑m

j=1 |ij | ≤
[ ∞∑

i=0

2−ǫηi
]m

which is a constant depending only on ǫ and a1, . . . , am. This completes the proof.

Now let E = {e(j, k)} be an n × n matrix satisfying (2.10) such that 1 < e(j, k)e(k, j)
for all 1 ≤ j, k ≤ n. Let ǫ > 0. Let τ : {1, . . . , n} → {1, . . . , n} with τ(j) 6= j for all j. Let
0 ≤ b < a ≤ n. Put

ΓZ(E) =
{
I = (i1, . . . , in) ∈ Zn : e(j, k)ik ≤ ij , 1 ≤ j, k ≤ n

}
,

ΓZ(E′) =
{
I ′ = (i1, . . . , ia) ∈ Za : e(j, k)ik ≤ ij , 1 ≤ j, k ≤ a

}
,

ΓZ(E′′) =
{
I ′′ = (ia+1, . . . , in) ∈ Zn−a : e(j, k)ik ≤ ij , a+ 1 ≤ j, k ≤ n

}
.

Note that ΓZ(E) ⊂ ΓZ(E′) × ΓZ(E′′). Also, if I ′′ ∈ ΓZ(E′′) then

Λ(I ′′) =
{
I ′ = (i1, . . . , ia) ∈ Za : (I ′, I ′′) ∈ ΓZ(E)

}
⊂ ΓZ(E′).

Proposition 16.2. Let Rb+1, . . . , Ra be positive real numbers. Then

F =
∑

I′∈ΓZ(E′)

[
b∏

j=1

2−ǫ[ij−e(j,τ(j))iτ(j)]

][
a∏

j=b+1

min
{

(2ijRj)
+ǫ, (2ijRj)

−ǫ
}]

converges and is bounded by a constant C, depending on ǫ,E but independent of Rb+1, . . . , Ra.
Here it is understood that if b = 0 the first product is empty, and if 0 < b = a the second
product is empty.

Proof. We argue by induction on n ≥ 1. When n = 1 we have

F ≤
∑

j∈Z

min
{

(2jR)+ǫ, (2jR)−ǫ
}
.

which converges and is independent of R. Thus assume that the result is true for some
n− 1 ≥ 1. There are two possibilities. First suppose that b = 0. Then

F =
∑

I′∈ΓZ(E′)

a∏

j=1

min
{

(2ijRj)
+ǫ, (2ijRj)

−ǫ
}

≤
∑

(i1,...,ia)∈Za

a∏

k=1

min
{

(2ikRk)+ǫ, (2ikRk)−ǫ
}

=
a∏

j=1

[ ∑

ij∈Z

min
{

(2ijRj)
+ǫ, (2ijRj)

−ǫ
}]
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which is independent of R1, . . . , Ra.

Next suppose that b ≥ 1 so that the product
∏b
j=1 2−ǫ[ij−e(j,τ(j))iτ(j)] is non-empty. There

are now two possibilities.

Case 1:

Suppose there exists j0 ∈ {1, . . . , b} such that j0 6= τ(k) for any k ∈ {1, . . . , b}. Without
loss of generality, assume j0 = 1. Set

Γ̃Z(E′) =
{
Ĩ ′ = (i2, . . . , ia) ∈ Za−1 : e(j, k)ik ≤ ij , 2 ≤ j, k ≤ a

}
.

Then ΓZ(E′) ⊂
{

(i1, Ĩ
′) : e(1, τ(1))iτ(1) ≤ i1 and Ĩ ′ ∈ Γ̃Z(E′)

}
. Since the index i1 does not

appear in the product
∏b
j=2 2−ǫ[ij−e(j,τ(j))iτ(j)], the sum F is dominated by

∑

Ĩ′∈Γ̃Z(E′)

[
b∏

j=2

2−ǫ[ij−e(j,τ(j))iτ(j)]

][
a∏

j=b+1

min
{

(2ijRj)
+ǫ, (2ijRj)

−ǫ
}]

×

[ ∑

i1∈Z

e(1,τ(1))iτ(1)≤i1

2−ǫ[i1−e(1,τ(1))iτ(1)]

]

But ∑

i1∈Z

e(1,τ(1))iτ(1)≤i1

2−ǫ[i1−e(1,τ(1))iτ(1)] ≤
[
1 − 2−ǫe(1,τ(1))

]−1

,

and so

F ≤
1

1 − 2−ǫe(1,τ(1))

∑

Ĩ′∈Γ̃Z(E′)

[
b∏

j=2

2−ǫ[ij−e(j,τ(j))iτ(j)]

][
a∏

j=b+1

min
{

(2ijRj)
+ǫ, (2ijRj)

−ǫ
}]
.

The result now follows by induction since in the remaining sum we have replaced {1, . . . , n}
with {2, . . . , n}.

Case 2:

Now assume that each j ∈ {1, . . . , b} is equal to τ(k) for at least one k ∈ {1, . . . , b}. Let
σ(j) ∈ {1, . . . , b} be a choice of some pre-image of j. Then σ : {1, . . . , b} → {1, . . . , b}, and
since τ(σ(j)) = j, it follows that σ is one-to-one. Thus σ (and hence also τ) is a permutation
of {1, . . . , b}. It follows that we can decompose {1, . . . , b} into a disjoint union of non-empty
subsets C1, . . . , Cp which are the minimal closed orbits of the mapping τ . We can write
Cl = {jl,1, . . . , jl,ml

} with τ(jl,k) = jl,k+1 for 1 ≤ k ≤ ml − 1 and τ(jl,kl ) = jl,1. Then for
1 ≤ l ≤ p let

Γ′
l =

{
(il,1, . . . , il,ml

) ∈ Zml : e(jl,k, τ(jl,k))iτ(jl,k) ≤ ijl,k 1 ≤ k ≤ ml

}
.

Then ΓZ(E′) ⊂ Γ′
1 × · · · × Γp, and so

F ≤

p∏

l=1

[ ∑

Il∈Γ′

l

ml∏

k=1

2
−ǫ[ijl,k−e(jl,k,τ(jl,k))iτ(jl,k)]

] b∏

k=a+1

[ ∑

ik∈Z

min
{

(2ikRk)+ǫ, (2ikRk)−ǫ
}]

However
∑
Il∈Γ′

l

∏ml

k=1 2
−ǫ[ijl,k−e(jl,k,τ(jl,k))iτ(jl,k)] is uniformly bounded by Proposition 14.8

and Proposition 16.1. Also,
∑

ik∈Z
min

{
(2ikRk)+ǫ, (2ikRk)−ǫ

}
is bounded independently of

Rk. Thus F is bounded independently of is+1 andRa+1, . . . , Rb. This completes the proof.
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Proposition 16.3. Let E =
{
e(j, k)

}
be an n×n matrix satisfying (2.10), and suppose that

1 < e(j, k)e(k, j) for all j 6= k. Let e = max
{
e(j, k) : 1 ≤ j, k ≤ n

}
. Let αj > 0, Mj ≥ 0 for

1 ≤ j ≤ n. If M ≥
∑n
j=1(e(αj + 1) + Mj) there is a constant C = C(M1, . . . ,Mn, n, e) so

that for all (A1, . . . , An) with Aj > 0,

∑

I∈ΓZ(E)

[ n∏

j=1

2−ijαj

][
1 +

n∑

k=1

2−ikAk

]−M
≤ C

n∏

j=1

[
A
e(j,1)
1 + · · · +Ae(j,n)n

]−αj
n∏

j=1

(1 +Aj)
−Mj .

Proof. Let Nj(A) =
∑n

k=1 A
e(j,k)
k . If I = (i1, . . . , in) ∈ ΓZ(E) then for any 1 ≤ j ≤ n we have

−ij < −e(j, k)ik and so

1 + 2−ijNj(A) ≤ 1 +

n∑

k=1

2−ike(j,k)A
e(j,k)
k ≤ 1 +

n∑

k=1

[
2−ikAk

]e(j,k)
.

[
1 +

n∑

k=1

2−ikAk

]e
.

Therefore

[
1 +

n∑

k=1

2−ikAk

]−M
≤

n∏

j=1

[
1 +

n∑

k=1

2−ikAk

]−e(αj+1) n∏

j=1

[
1 +Aj

]−Mj

.

n∏

j=1

[
1 + 2−ijNj(A)

]−(αj+1) n∏

j=1

[
1 +Aj

]−Mj

,

and so
∑

I∈ΓZ(E)

[ n∏

j=1

2−ijαj

][
1 +

n∑

k=1

2−ikAk

]−M

.
∑

I∈ΓZ(E)

n∏

j=1

2−ijαj

[
1 + 2−ijNj(A)

]−(αj+1) n∏

j=1

[
1 +Aj

]−Mj

. C

n∏

j=1

[ ∑

ij≤0

2−ijαj

[
1 + 2−ijNj(A)

]−αj−1] n∏

j=1

[
1 +Aj

]−Mj

.

n∏

j=1

Nj(A)−αj

n∏

j=1

[
1 +Aj

]−Mj

.

This completes the proof.
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