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To the rebellion of the soul against the intellect...



“Education is the most powerful weapon

which you can use to change the world.”

Nelson Mandela



Abstract

Well-being is an important value for people’s lives, and it is crucial for societal progress.

Considering that well-being is a vague and multi-dimensional concept, it cannot be cap-

tured as a whole but through a set of health, socio-economic, safety, environmental, and

political dimensions. The current Ph.D. thesis focuses on the safety dimension, and in

particular on peace, which is an emerging challenge nowadays. Peace is the way out

of inequity and violence, and its measurement is crucial, considering that the world is

constantly under socio-economic, political, and military instability. Novel digital data

streams and AI tools foster peace studies during the last years. Following this direc-

tion, we exploit information extracted from a new digital database called Global Data

on Events, Location, and Tone (GDELT) to capture the Global Peace Index (GPI), a

well-known official peace index. Applying predictive machine learning models, we demon-

strate that news media attention from GDELT can be used as a proxy for measuring

GPI at a higher frequency than the official yearly index cost- and time-efficiently. Addi-

tionally, we conduct variable importance analysis, and we use explainable AI techniques

to understand better the models’ behaviour, peace, and its determinants. This in-depth

analysis highlights each country’s profile and explains the predictions, prediction errors,

and events that drive these errors. We believe that novel digital data exploited by re-

searchers, policymakers, and non-governmental organisations, with data science tools as

powerful as machine learning, could maximize the societal benefits and minimize the risks

to peace and well-being as a whole.

Keywords: AI for Social Good, Machine learning, Novel digital data, GDELT, news,

Explainable AI, SHAP, Well-being, Peace, Global Peace Index
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Chapter 1

Introduction

The global challenges regarding people’s well-being that today’s society faces are manifold.

In a major attempt to face them, researchers of various disciplines, from psychologists

to computer scientists, governments, non-governmental organizations, and policy-making

centers, are actively working on identifying the most critical societal challenges related

to well-being. This way, they can provide better decision support and solutions that can

drive to higher levels of people’s well-being, which is fundamental since a country’s level

of well-being reflects its societal progress [1, 2].

Since well-being is a vague and multi-dimensional concept, it cannot be captured as

a whole but through a set of health, socio-economic, safety, environmental, and political

dimensions [3, 4]. Therefore, the scientific community is focused on carefully specifying its

measurable dimensions [5, 6]. For example, the United Nations Development Programme

(UNDP) introduced the Sustainable Development Goals (SDGs) during the United Na-

tions Conference on Sustainable Development in Rio de Janeiro in 2012 [7]. In total, the

SDGs are 17 universal objectives [8, 9, 10], such as “Good Health and Well-Being”, “No

Poverty”, ”No hunger”, ”Gender Equality”, “Reduced inequalities”, and ”Sustainable

cities and communities”. By realizing these objectives, the global community can ensure

higher levels of societal well-being.

The data revolution and Artificial Intelligence (AI) play an important role in exploring

well-being and realising the goals set. It is not surprising that the UN underlines that

unprecedented availability of large-scale human behavioral data harnessed with AI tools

can crucially contribute to the investigation of patterns of phenomena related to people’s

health and well-being [11, 12]. Data and AI are profoundly changing the world we live

in and are the lifeblood of decision-making. Without data, we cannot know how many

people are born and at what age they die. We cannot know how many men, women,

and children live in poverty and how many children need education. We also cannot
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know whether greenhouse gas emissions are increasing or the fish stocks in the ocean are

dangerously low, to name but a few.

It is therefore evident that AI for well-being is an emerging field. This thesis conducts

complete research on the topic, from exploring the major measurable well-being dimen-

sions to conducting an applied analysis with novel digital data and AI tools. Following

this direction, we aim to demonstrate that novel digital data and AI tools can capture

well-being dimensions and contribute considerably to research with traditional data.

We first introduce well-being and its two core concepts, objective well-being and sub-

jective well-being. We then perform an in-depth review of the SDGs set by the UNDP,

the Better Life Index (BLI) created by the OECD, and the project named “Benessere

Equo e Sostenibile” (BES) that stands for “Fair and Sustainable Well-being” owned by

the Italian National Institute of Statistics (ISTAT) [13]. We also review existing surveys

and studies (such as the survey by Diener et al. [14]). We identify the most important and

measurable dimensions of objective well-being, such as health and safety, and the dimen-

sions of subjective well-being, such as the social environment. This theoretical analysis

reveals that research in safety, particularly in peace that is interrelated with safety, is

still at the very beginning. Indeed, to date, the use of big data and AI to foster research

in the safety and peace field is lacking [15, 16], leaving ample space for contribution.

The Expert Panel also confirms this on Technology and Innovation in UN Peacekeeping,

which recognizes the importance of harnessing the data revolution for the benefit of the

international community, safety, and peace [17].

The thesis’s core content and most analytical part focus on AI for peace. Armed

violence is constantly on the rise, and it is challenging to prevent it [18]. Since 2011, at

least 100,000 people have been killed in deadly conflicts, with the majority of them in

Afghanistan, Iraq, and Syria. Although the rate of major wars declined over the past

decades, the number of civil conflicts and terrorist attacks increased in the last few years,

even in developed countries [16]. In addition, the war expenses for the war-torn countries

weaken their economies. For example, since 1996, the Democratic Republic of Congo

has spent on war almost one-third of its gross domestic product [19]. For this reason,

recently, the UNDP included on their goals the SDG 16, i.e., “Peace, Justice, and Strong

Institutions”.

Official indexes created to measure peace usually fail to give an early warning of socio-

economic, political, or military events. Governments and the international community

often have little warning of abrupt changes in peace and safety. For example, the Global

Peace Index, the world’s leading measurement of national peace, produced by the Insti-

tute for Economics and Peace [20], is an annual index and, thus, it neglects short-term
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fluctuations of peace. The reason behind the yearly GPI fluctuation is, among others, the

measurement of GPI by institutional surveys and governmental data, which are usually

expensive and time-consuming [4]. Thus the final estimates are produced only after a

series of yearly revisions.

Consequently, the main objective of this thesis is to demonstrate that an official peace

index, such as the GPI, can be estimated with the use of AI and novel digital data at a

higher time-frequency than the official index score. Therefore, the main research question

of the thesis is:

• RQ1: Can we measure GPI through novel digital data and AI tools at a higher time

frequency as compared to the official index?

To tackle this task, we exploit machine learning and information extracted from a

digital database called Global Data on Events, Location, and Tone (GDELT) [21]. We

use news media attention from GDELT as a proxy for estimating GPI to complement

the knowledge obtained from the traditional data sources and overcome their limitations.

News media records generally describe a variety of subject domains (e.g., economic events,

political events) and represent a wide range of targets (e.g., opposing politicians) [22].

Considering that GDELT is a free access database updated daily, it can contribute to the

monthly estimation of GPI as compared to the real annual GPI. Besides, GPI through

GDELT is produced at a low cost and time-efficient way, compared to the traditional

methodology.

We perform our analysis for all countries around the world. In particular, our models

exploit the information from GDELT to provide GPI predictions from 1-month-ahead up

to 6-months-ahead. Our results demonstrate that GDELT variables are a good proxy

for measuring GPI at a monthly level. There are country models that show high per-

formance, such as the United Kingdom and Yemen, countries that show medium perfor-

mance, such as Chile and Libya, and others that show low performance, such as Estonia

and Cyprus. The reasons for the low model’s performance could be various, such as the

under-representation or over-representation of some countries through the GDELT news

[23].

Furthermore, we deepen our analysis by setting an additional research question:

• RQ2: Can we explain peace and its determinants for each country?

To tackle this task, we conduct variable importance analysis and use explainable AI

(XAI) techniques [24, 25, 26]. We identify the relationships between the GDELT variables

and peace and explain the models’ behavior. This analysis allows us to unveil each
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country’s profile. For example, the most important variables for the United States indicate

a powerful country in military, socio-economic, and political terms. In contrast, the most

important variables for Iceland denote a peaceful country.

Frequent estimation updates of the GPI score through the GDELT database could flag

conflict or war spots months in advance and reveal considerable month-to-month peace

fluctuations and significant events that would be otherwise neglected. For example, even

though Yemen is a war-torn country, and it is currently at war, it might be the case

that a month is less warn-torn. This fluctuation can be easily observed by monthly GPI

measurements and can be difficult to capture by yearly GPI measurements.

Overall, we believe that the research conducted for the purposes of thesis offers great

value to the scientific community and especially to researchers interested in the so called

“Data Science for Social Good” (DS4SG) field or similarly “Artificial Intelligence for

Social Good” (AI4SG) [27]. Particularly, it can be beneficial to non-governmental organi-

zations, such as the United Nations and its agencies, to organize early peace interventions.

Similarly, this study could be extended to any well-being dimension, to foster well-being

research and decision-making. This way, detrimental societal effects could be prevented,

and the world could be closer to lasting societal progress.

Structure of the thesis

The present Ph.D. thesis is a cumulative thesis. The content of the chapters are essentially

modified versions of papers published in the course of the Ph.D. program [4, 28, 29, 30]. In

what follows, we present the thesis structure and a brief synoptic outline of each chapter.

• In Chapter 2 - State of the art, we introduce the reader to core concepts related

to the topic of the Ph.D. work, and we provide an extensive literature review. We

firstly start from the general concept of interest, i.e., well-being. We introduce the

theory of well-being, present its dimensions, and focus on the safety dimension and

its interrelation with peace. Furthermore, we present the novel digital data used to

measure peace and peace- or safety-related indicators, as well as their advantages

and disadvantages. Last, we present studies that use novel digital data and AI

technologies to study peace.

• In Chapter 3 - Setting the stage, we set the stage for the research. We first

define the objectives of our work and formulate the main research question (RQ1)

we attempt to answer. Secondly, we describe the data used for the conduction of

the research, i.e., the official GPI (ground truth data), the GDELT data and the
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variables created from the GDELT data (exogenous data), and we discuss which of

these variables could cover the GPI indicators. In addition, we present the predic-

tion models we use for the predictions of the GPI. Last, we introduce the SHAP

methodology, which we use to answer the additional research question (RQ2), to

interpret better our models and explain the results or errors in the predictions.

• In Chapter 4 - Measuring peace through the world news we mainly focus on

the RQ1. Particularly, we present the methodological approach used to conduct the

research and the estimation framework we apply to measure and predict the GPI.

Then, we present the models’ results and validate the GPI predictions from 1-month-

ahead to 6-months-ahead. We also compare the results between the machine learning

models, and we illustrate that countries demonstrate stable behavior between the

different algorithms. Last, we present and interpret the results of country models

which show high, medium, or low performance.

• In Chapter 5 - Understanding peace, we mainly focus on the RQ2. In particular,

we conduct variable importance analysis, and we apply explainable AI methodolo-

gies for the high performance models. We show that the most important variables

that the models use for the predictions reveal the profile of the country, e.g., Yemen

has a war-torn country profile. In addition, the explainable AI techniques con-

tribute to the interpretation of the models’ results, explain peace and its determi-

nants throughout the months, and help to understand better the models’ behavior,

such as large errors produced in the predictions.

• In Chapter 6 - Conclusion, we summarise the main research objectives of the

thesis, the methodologies we use to tackle them, and the main findings. We also

discuss the advantages and we point out drawbacks and biases of the presented

approach in particular, and for well-being studies in the digital era in general. Last,

we extensively discuss future research lines and conclude the thesis.
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Chapter 2

State of the art

2.1 Well-being and the relevant dimensions

The concept of well-being is crucial for the societal progress, despite being vague and not

clearly defined up to date. Economists and policy-makers have traditionally considered

Gross Domestic Product (GDP) as a good indicator of well-being in society, mainly be-

cause it is linked with the standard of living indicators [31]. However, GDP has been

criticized as a weak indicator of well-being and, therefore, a misleading tool for public

policies [2]. Although GDP reflects current economic activity, it ignores the destruction

of the natural environment, safety, health, and other factors associated to well-being.

Consequently, in 2009, the Stiglitz Commission [32] observed that other tools should be

used, complementary to GDP, for the measurement of well-being. In line with the afore-

mentioned criticisms and suggestions, non-governmental organisations and researchers

with various backgrounds, from economists to psychologists, created alternative ways to

measure well-being. For example, the United Nations Development Programme (UNDP)

created the Human Development Index (HDI) [33], which evaluates the extent people have

a long and healthy life, are knowledgeable and have a decent standard of living. Similarly,

the OECD organisation created the Better Life Index (BLI) [34] which evaluates other

well-being dimensions, such as safety, life-satisfaction, and work-life balance.

Well-being dimensions might be either of objective or subjective nature. Indeed, re-

searchers working on the field have suggested two type of concepts for measuring the well-

being, i.e., the objective well-being, which is represented by the objective dimensions, and

the subjective well-being, which is represented by the subjective well-being dimensions.

For example, it might be different how healthy an elderly is, and how healthy an elderly

feels [35].

Since defining objective well-being is a challenging task, researchers have focused on
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exploring its dimensions rather than its definition [5, 6]. For example, the Organisation

for Economic Co-operation and Development (OECD) has identified 11 essential topics

labeled as OECD well-being framework [3]. Similarly, the United Nations Development

Programme (UNDP) has identified 17 sustainable development goals (SDGs) [8]. From the

initiatives mentioned above, it is evident that different institutions propose different well-

being dimensions, which are sometimes vague and hard to capture. Therefore, as already

anticipated in Section 1, we identify six concrete, objective and measurable dimensions of

well-being: health, job opportunities, socio-economic development, environment, safety,

and politics.

On the contrary, subjective well-being, also called happiness, is commonly defined

as the degree to which an individual assesses the overall quality of her life-as-a-whole

favorably [36]. This might as well be different as compared to GDP, which cannot be

representative of societal happiness. Indeed, GDP explains only a small proportion of its

variations on humans [37] and might be different from people’s perceptions of their well-

being [38]. Subjective well-being is traditionally captured through studies based on data

collected by self-reports. These studies highlight five main dimensions of subjective well-

being: the role of human genes, which is fairly heritable [39, 40, 41, 42, 43, 44, 45, 46, 47];

universal needs, meaning basic and psychological needs [48, 49, 50]; social environment,

such as education and health [51, 52, 53, 54, 55]; economic environment, including a lot

of research on income [56, 57, 58, 59, 60]; and political environment, such as democracy

and political freedom [61, 62].

Taking into consideration the multi-dimensionality of both objective and subjective

well-being, studies are usually focused on exploring one of the dimensions (e.g., [63, 64, 65,

66, 67]). This approach is also followed for the purposes of the current thesis. Specifically,

this thesis aims to explore safety, an objective well-being dimension.

2.2 Safety and its interrelation with peace

Safety is one of the most essential objective well-being dimensions for a democratic society

[4]. Particularly, nowadays that the world is under socio-political instability and under

constant conflicts, safety is a core element for people’s well-being. According to BLI, the

safety dimension covers the risk of people being physically assaulted or falling victim to

other types of crime. Crime may lead to loss of life and property, as well as physical

pain [68]. For example, based on the latest OECD data, the average homicide rate in the

OECD countries is 3.6 murders per 100,000 inhabitants [68]. Besides, the Italian BES

project [13] suggests that safety is characterized by two determinants, i.e., criminality
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and violence. Particularly, the concept of safety covers substantially the targets “Reduce

violence everywhere”, “Combat organized crime and illicit financial and arms flows”, and

“Strengthen national institutions to prevent violence and combat terrorism and crime”,

which are created to promote the SDG 16 [69], i.e., peace justice and strong institutions.

Thus, considering that peace is associated with a world free of violence and war [70],

where individuals live in a safe environment, the concepts of safety and peace can be

addressed with interrelation.

In particular, according to Galtung [70] a common conception of peace is Negative

Peace, or actual peace. Negative peace is the absence of violence and the absence of

war. Achieving negative peace is often the first goal for maintaining a peaceful society,

as outright violence is an obvious indicator that a society is not peaceful. In addition, it

is negative because something undesirable stopped happening (e.g. the violence stopped,

the oppression ended). Researchers, policymakers and peacekeepers use this definition

as flagship for developing and measuring peace indicators [71]. For example, the Global

Peace Index (GPI), the world’s leading measurement of national peace produced by the

Institute for Economics and Peace (IEP) measures negative peace [20] (we describe GPI

in detail in Section 3.2.1).

Similarly to most official well-being related indexes, such as HDI and BLI, the GPI is

captured by official data, like surveys and governmental data, economic data, police data,

etc. Likewise, researchers study peace or peace indicators related to violence with the use

of official data. For example, Brückner and Ciccone [72] use official conflict, economic, and

environmental data to examine whether civil wars outbreaks are more likely due to certain

economic conditions in Sub-Saharan African countries. Hegre et al. [73] use demographic,

mortality, and other official data to predict changes in global and regional incidences of

armed conflict for the 2010–2050 period. Furthermore, Chadefaux [74] uses financial data

of government bond yields to show, among others, that wars involving democracies lead

to greater market shocks.

However, traditional data might bring biases and limitations. For example, although

data collected through surveys have been proven to be valid, they are costly, time-

consuming [75, 4], and might include errors brought from social desirability biases due

to participants’ inaccurate answers [76, 4]. In addition, socio-economic data and other

governmental data are hard to collect, not yearly updated and could have a lag of up to

two or three years. Thus, they might not be accurately representing the corresponding

year of the peace measurement.

As conflicts and violence become increasingly complex, policymakers and peacekeepers

search for novel approaches to tackle the growing challenge. The revolution of digital
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data and AI may help overcome the aforementioned difficulties providing cost-efficient,

time-efficient, and almost real-time estimates of peace. In other words, novel digital

data harnessed with AI techniques are powerful tools to measure peace or peace-related

indicators, produce early warnings of peace changes, and complement the estimations

produced from official data. The crucial role of the novel digital data and AI was also

highlighted by the United Nations, in 2014, that recognized the importance of harnessing

the data revolution to put the best available tools and methods to work in achieving the

SDGs [77]. However, the application of new technologies and novel data in the peace area

is, in comparison to the rest of SDGs, still in an early phase.

2.3 Peace in the digital age

In line with the UN strategy, independent researchers explore data-driven and technol-

ogy–based solutions for the pursue of peace. Similarly to other well-being dimensions,

safety, peace or peace-related indicators are captured by social media data, mobile phone

records, GPS data, web search queries, crowdsourced data, and news data.

Social media data

Social media platforms such as Twitter, Facebook, and Instagram can be considered

a digital database of information about online users, hence rendering individuals’ online

activities accessible for analysis. Given this enormous potential, researchers, governments,

and corporations are turning their interest on social media to understand human behavior

and interactions better [78]. Among all social media, Twitter is the most popular, since

it provides public access to data through APIs with the least restrictive policy. The

Twitter APIs return information about locations, date of the event, interactions with

other users, or tags inserted in the tweet. Twitter also returns some information about

the user profile. However, despite their indubitable usefulness, social media data may also

encounter some concerns [79]. First of all, they may reflect social desirability biases, since

individuals manage their online profiles [80]. Besides, social media users may not be as

representative of the general population as traditional anonymized self-reports conducted

through a chosen representative sample [65].

Social media data are primarily used to assess indicators related to peace since they

render individuals’ online activities accessible for analysis. For example, Curiel et al.

[81] collect Twitter data in 18 Spanish-speaking countries in Latin America and classify

the tweets as crime-related or not. By comparing the number of tweets related to crime
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against the number of murders from official data they demonstrate that tweets reflect the

fear of crime. Chen and Neill [82] use Twitter data and propose a methodology that can

forecast with high accuracy and lead time civil unrest events. Similarly, Spangler and

Smith [83] analyze Twitter data to explore public dissent and civil unrest. Particularly,

they demonstrate that the estimates of public dissent in Canada and Kenya can predict

civil unrest events days before they occur in both countries. Additionally, Twitter data

are used to study early detection of the global terrorist activity [84]. For example, Az-

izan and Aziz [85] collect Twitter data to study terrorism. Specifically, applying machine

learning techniques on users’ tweets they sense their act leading to terrorism. Moreover,

Zeitzoff [86] uses Twitter data and other social media sources to analyze the short-term

dynamics of the Gaza Conflict (2008–2009). He measures changes in Israel’s and Hamas’s

military response dynamics. Particularly, he demonstrates that both sides responses to

provocations increase shortly after the ground invasion. Additionally, after the UN Secu-

rity Council vote, Israel’s response decreases, whereas Hamas’s slightly increases. Siapera

et al. [87] analyze tweets posted in the period of the Operation Protective Edge (July

2014). Specifically, they use data mining and sentiment analysis techniques to identify

and understand how the Gaza attack over the summer of 2014 was mediated. Also, Tucker

et al. [88] analyse Twitter data to study public violence and private conflict in Boston.

Zeitzoff et al. [89] use Twitter data to demonstrate that some foreign policy networks,

such as English and Farsi Twitter networks can accurately reflect policy positions and

salient cleavages. Zagheni et al. [90] use Twitter data for users in OECD countries from

May 2011 to April 2013. They present an approach which can be used to predict turning

points in migration trends and understand the relationships between internal and inter-

national migration. In addition, Kadar et al. [91] use Foursquare data to describe urban

crime. Furthermore, Zagheni et al. [92] query data from the Facebook’s advertising plat-

form to show the feasibility of nowcasting stocks of migrants within and across countries

and discuss the limitations of the data. Finally, Mazoyer et al. [93] have created a French

corpus of 38 million tweets, from July to August 2018, annotated for event detection

tasks, such as conflict, war and peace, crime, and justice.

Researchers do not exclusively use social media data to study peace, but also a com-

bination of official and Twitter data. For example, Chen et al. [94] use Twitter data

combined with official weather data, to predict the time and location in which a specific

type of crime will occur in Chicago in the United States. In addition, Alexander et al.

[95] combine Facebook and surveys data and propose a statistical framework to produce

timely nowcasts of migrant stocks from Mexico, India and Germany, by state in the United

States.
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Mobile phone records

Mobile phone records collect geographical, temporal, and interaction information on mo-

bile phone use [96, 97, 63, 64, 98, 99, 100], hence providing a comprehensive picture of

human behavior at a societal scale. Each time an individual makes a call, the mobile

phone operator registers the connection between the caller and the callee, the duration of

the call, and the coordinates of the phone tower communicating with the served phone.

Researchers use mobile phone records since they offer an additional advance; that is the

calling and texting activity of users, because they guarantee the repeatability of experi-

ments in different countries and on different scales given the worldwide diffusion of mobile

phones [101]. Note that mobile phone records suffer from different types of bias [102, 103].

For example, the position of a user is known at the granularity level of phone towers, and

only when they make a phone call. Moreover, phone calls are sparse in time, i.e., the

time between consecutive calls follows a heavy tail distribution [104, 105]. In other words,

since users are inactive most of their time, mobile phone records allow reconstructing only

a subset of a user’s behavior.

Particularly, many researchers study peace by analysing mobile phone records, usually

in combination with traditional data as well as novel digital data. For example, Bogo-

molov et al. [106] use mob records for 3 weeks from the 9th to the 15th of December

2012, and from the 23rd December 2012 to the 5th of January 2013, in combination with

demographic data from December 2012 to January 2013, to predict crime in the city of

London. Experimental results show 70% of accuracy in predicting whether an area could

be a crime hotspot or not. Wu et al. [107] combine mobile phone data with official data,

such as poverty and unemployment statistics, to study mobility-based crime predictions.

Specifically, they present a novel model that utilizes domain knowledge about biases in

reported crime data to characterize and enhance fairness and accuracy in mobility-based

crime predictors. In addition, Ferrara et al. [108] use mobile phone records to deeply

understand hierarchies within criminal organizations, discover members who play central

role and provide connection among sub-groups. Their work concludes illustrating the

adoption of our computational framework for a real-word criminal investigation. More-

over, researchers combine social media data with mobile phone records to infer migration

events and population movements [109]. For example, Chi et al. [110] use four years

of mobile phone data from Rwanda’s near monopoly mobile phone operator, and three

years of Twitter data to study migration. In particular, the researchers propose a new

segment-based approach to measuring migration.
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GPS data

GPS data can track the movements of the individuals [111, 112, 113, 114] providing

time and location coordinates information, which can be used to link locations with

environments and to calculate the speed of movements [66]. For insurance reasons, some

vehicles have on-board devices that record the vehicle’s position at regular intervals and

sends it to a GPRS server [115, 97]. GPS data can also cover rural areas, as opposed

to other data, mostly collected among citizens of urban areas [116]. Comparing to the

traditional data, usually extracted by self-reports assessed with questionnaires, GPS does

not bring any biases and misclassification, [117, 116], as it eliminates the social desirability

usually brought by self-report participants [118, 119]. Another advantage of GPS data is

that they provide real-time monitoring.

However, while there are studies based on GPS data covering hundreds of thousands of

individuals [115], most of the GPS studies are conducted with a few participants [120, 116],

usually due to privacy issues. Apart from this drawback, when a GPS is used indoors, the

spatial accuracy of the measurements is fairly detected [121], which might create problems

in research.

GPS data are used for a variety of peace-related studies, such as crime, safety, civil

unrest, protests, to name a few. For example, Robinson et al. [122] collect GPS, ac-

celerometer and personal data to study the relationship between the spatial distribution

of crime incidences and moderate-to-vigorous physical activity (MVPA) among adoles-

cents in Massachusetts between 2011 and 2012. Applying correlation and regression anal-

ysis they demonstrate that a strong positive association between crime and adolescent

MVPA. Daviera etl al. [123] collect GPS data for eight days in the city of Chicago, as

well as subjective and objective data. Conducting analysis of geo-narratives they show

that perceptions of safety and danger are related to environmental, social, and temporal

cues. Moreover, Robinson et al. [122] collect GPS, accelerometer and personal data to

study the relationship between the spatial distribution of crime incidences and moderate-

to-vigorous physical activity (MVPA) among adolescents in Massachusetts between 2011

and 2012. They demonstrate that a strong positive association between crime and adoles-

cent MVPA. Daviera etl al. [123] collect GPS data for eight days in the city of Chicago,

as well as subjective and objective data. They show that perceptions of safety and danger

are related to environmental, social, and temporal cues. Ariel et al. [124] use GPS data

to replicate findings published from US official research on the effect of hot spots policing

for the prevention of crime in England and Wales and demonstrate that victim-generated

crimes increase in both the near vicinity and in catchment areas.
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Web search queries data

Web search queries data report the frequency of specific terms over time, entered into a

web search engine from users to satisfy their information needs. Data are represented as

time series of the frequency. Comparing to other data sources that require customized

and often complicated collection strategies, search data can be collected for many domains

simultaneously. They can also be easily analyzed across several countries or regions in

real-time. Search data are often helpful in making forecasts. However, their utility for

predicting real-world events is based on convenience, speed, and flexibility and has less to

do with their superiority over other data sources. Goel et al. [125] provide a useful survey

in this area and describe some of the limitations of this data source. First, for different

domains, the size of the relevant population varies considerably, along with difficulty in

identifying relevant queries. Additionally, in specific domains, searching may be more

closely tied to the measured outcomes than in others.

In particular, researchers use Google Trends to study peace-related indicators. For

example, Qi et al. [126] show that a simple low-level indicator of civil unrest can be

obtained from online data at an aggregate level through Google Trends or similar tools.

The study covers countries across Latin America from 2011 to 2014 in which diverse civil

unrest events took place. In each case, they find that the combination of the volume

and momentum of searches from Google Trends surrounding pairs of simple keywords,

tailored for the specific cultural setting, provide useful indicators of periods of civil unrest.

Similarly, Qi et al. [127] study online search activity from Google Trends surrounding the

topics of social unrest over several countries in Latin America during 2011–2014. They

find that the volume and momentum of searches surrounding mass protest language, can

detect – and may even pre-empt – the macroscopic on-street activity. They also find that

the most crucial search keywords differ subtlety from country to country, even though

the language may be the same. They explain this by the fact that civil unrest is a

time-varying coordinated interaction between individuals, groups, or populations within

a given cultural and socio-economic setting. Muchow and Amuedo-Dorantes [128] use

data on calls for service dispatched to LAPD patrols from 2014 through 2017 to assess if

heightened awareness of immigration enforcement, as captured by a novel Google Trends

index on related searches, is associated with reduced calls to report domestic violence in

predominately Latino non citizen neighborhoods. They show that domestic violence calls

per capita dropped in LAPD reporting districts with a higher concentration of Latino non

citizens as awareness about immigration enforcement increased.
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Crowdsourced data

Crowdsourced data is another promising data source. In 2008, Kleemann and Rieder [129]

have defined crowdsourcing as the “the intentional mobilization for commercial exploita-

tion of creative ideas and other forms of work performed by consumers”. In other words,

crowdsourcing involves obtaining work, information, or opinions from a large group of

people who submit their data via the Internet, smartphone apps, etc. Naturally, crowd-

sourcing brings several advantages. Crowdsourcing can provide researchers with a huge

amount of data, which can be accessed quickly and at a relatively low cost. Besides,

comparing to traditional research (such as studies using traditional surveys), the use

of crowdsourcing can provide researchers with data from samples that are more diverse

[130]. However, crowdsourcing yields various challenges. Firstly, it may bring relatively

low-quality results, e.g., a participant of a crowdsourced study may intentionally give

wrong answers. Secondly, mobile platforms pose new challenges for crowdsourced data

management.

Researchers use crowdsourced data to study various concepts related to peace. For

example, Goodney Lea et al. [131] collect data through the Safecity.in crowdsourced

platform to map violence against women in 2012 in response to a brutal attack on a

woman in India who was out with her boyfriend at 8.30 p.m. They identify patterns,

categorize the assaults by location and type and propose a crowdmapping tool which it

can allow contribute to danger awareness and women empowerment. Palakodety et al.

[132] use YouTube data for analyzing the international crisis between India and Pakistan

for the dispute over Kashmir. In particular, they argue, among other, the importance

of hope-speech detection, which automatically detects web content that could play a

positive role in diffusing hostility on social media triggered by heightened political tensions

during a conflict. Ozkan et al. [133] use crowdsourced police-involved killings data from

FatalEncounters.org, as well as media data, to control whether police killings is counted

and reported correctly in the aforementioned unofficial data, as compared to official data in

the city of Dallas. Results mostly show consistency between all data sources. Additionally,

Rumi et al. [134] use crowdsourced check-in and real-time emergency and propose a model,

which is efficient in preventing crime events and robust to emergency situations.

News data

Last, news data contain information extracted from newspapers around the world. They

generally describe a variety of subject domains (e.g., economic events, political events),

represent a wide range of targets (e.g., opposing politicians) [22] and are continuously
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updated, containing even archived historical news of the last decades. Nevertheless, news

data contain three main biases [135]. The gatekeeping bias, i.e., the editors or the jour-

nalists decide on which event to publish; the coverage bias, related to the coverage of

an event (e.g., western countries are over-covered, whereas African countries are under-

covered); the statement bias, when the content written by the journalist, even if tried to

be objective, is favorable or unfavorable towards certain events.

Researchers combine news data, such as ACLED [136] and GDELT [21], with other

official data to capture peace indicators [137, 138]. For example, Ide [139] uses ACLED

data to assess of the impact of COVID-19 on armed conflict based on data from the first six

months of 2020. He shows, between others, that the armed conflict in Colombia between

the government and the Ejército de Liberación Nacional de-escalated considerably after

the pandemic struck the country, whereas in India it seems that the rebels use the lack of

state presence and economic deprivation caused by a heavy lockdown to recruit for future

offensives (Bhardwaj, 2020, Kujur, 2020). Hossain et al. [140] use news data to present,

among others, an approach to converting predictions of the proposed models to real-world

warnings. Particularly, they extract features from the Arabia Inform news articles [141],

a corpus of news documents originating from North Africa (MENA) countries to predict

violent events in the Middle East and MENA region over a year from 1 August 2016 to

30 September 2017. For evaluation they use manually curated violent MANSA events,

called the gold standard report (GSR), which is provided by the Center for Analytics at

New Haven. [140].

The Global Data on Events, Location, and Tone database (GDELT) is a major news

data source that describes the worldwide socio-economic and political situation through

the eyes of the news media, making it ideal for measuring well-being and peacefulness [21].

GDELT is mainly used to explore social unrest, protests, civil wars and coups, crime, mi-

gration, and refugee patterns. For example, Qiao et al. [142] use GDELT to build a

framework that predicts indicators associated with country instability. The framework

utilizes the temporal burst patterns in GDELT event streams to uncover the underly-

ing event development mechanics and formulates the social unrest event prediction in

five countries in Southeast Asia. Galla and Burke [143] use themes and events from the

GDELT database associated with social unrest. They apply machine learning techniques

to identify regions at state and county level in the United States where social unrest might

occur in near future. Alsaqabi et al. [144] use GDELT data to predict the crime distribu-

tion over Saudi Arabia and to provide the indicators of specific areas which may become a

criminal hotspot. Their main goal is to demonstrate that their suggested feature selection

is more accurate than others, using the example of the Saudi Arabia. Joshi et al. [145]
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created Social Unrest Reconnaissance Gazetteer (or SURGE), a Webbased application

that provides an open system to visualize and integrate spatio-temporal data about social

unrest events in South Asia. The system displays eight categories of unrest for India,

Pakistan and Bangladesh, based mainly on the GDELT database and the Global Terror-

ism Database (GTD). This is an important system since it contributes, between other, to

deeper analysing the data, finding patterns, trends and outliers, but also visualising and

communicating important information. Qiao et al. [146] use GDELT data to predict so-

cial unrest events in Thailand. Particularly, they suggest a new more effective framework

which extracts historical events captured from GDELT to characterize the transitional

process of the social unrest events’ evolutionary stages, uncovering the underlying event

development mechanics and formulates the social unrest event prediction.

As discussed above, GDELT is also used for the exploration of severe internal and

external conflicts. For example, Keertipati et al. [147] use GDELT data to study the

Sri Lankan civil war, and the 2006 Fijian coup. Specifically, they demonstrate that the

data extracted from news items can capture the global events accurately. Therefore, they

create a framework which can effectively identifies significant conflicting events. Yuan et

al. [148] use cooperative and conflictual scales of event data from GDELT to investigate

the interactions between the USA, Russia and China after the end of the Cold War and

particularly in two periods: from January 1991 to September 2001 and from October 2001

to December, 2016. Their results provide insights into the direct interactions between the

three dyads and helps the scientific community to understand their interactions better

in the post-Cold War period. As an example, the United States was always an essential

factor in affecting the interactions between Russia and China in both periods, but China’s

behavior only played a limited role in influencing the interactions between the United

States and Russia dyad. GDELT is also used from researchers who study violence related

issues. For example, Yonamine [149] uses GDELT data to forecast future levels of violence

in Afghanistan. He demonstrates that the forecast accuracy decreases as the degree of

geo-spatial aggregation increases, i.e., forecasts at the district-month, province-month and

country-month level. He also observes that a major spike in violence during a specific

period of time in a specific sub-state location is followed by a rebound-effect. Merari and

Germán [150] are motivated to use the GDELT data to discover violence-related issues

in Iraq, due to the lack of open governmental data. Analysing the data they discover

violence-related social issues in terms of refugees, humanitarian aid, violent protests, fights

with artillery and tanks, and mass killings. They also created a software which software

classifies the zones of Iraq with available or unavailable data by using the latitude and

longitude values of the area they focus their study. Qiao et al. [126] use GDELT data
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to detect protest events. Particularly, they demonstrate that their suggestion of a novel

graph-based framework can more effectively detect the “Occupy Wall Street” in New York

and the “Occupy Central” in Hong Kong as compared to baseline models. Keneshloo et

al. [151] use GDELT data to forecast domestic political crisis in Brazil, Colombia, Mexico,

Argentina, and Venezuela. The data are collected from January 2003 to December 2013.

The researchers demonstrate the use of frequent subgraph mining to identify signatures

preceding domestic political crisis, and the predictive utility of these signatures through

both qualitative and quantitative results. Lastly, news data from GDELT are combined

with other data sources, such as socio-economic indicators to study various peace related

indicators. For example, Ahmed et al. [152] use GDELT data combined with socio-

economic indicators to study migration. GDELT data help capturing information about

policy changes, such as the close of the Hungary border and other external events provided

from the news data. The authors use the European refugee crisis as a case study to present

a system for scenario analysis and forecasting of mass migration. the mobility Beine

et al. [153] combine refugee data with GDELT data to study the mobility of refugees

across provinces in Turkey. Applying standard econometric techniques they demonstrate

that non-refugees move further and more frequently compared to refugees, and that the

standard determinants of mobility for immigrants also apply for refugees, i.e., income

of the origin province, distance between provinces and network effects. Bertolini et al.

[154] combine housing market data with GDELT data to conduct exploratory analyses

to illustrate the possible research avenues. Particularly, they show there is a positive

correlation between events and refugee call volume while the housing data reveal that

real estate prices did not increase as much as expected with the increase, even in the

Southeast, the region with the largest relative number of refugee inflows.

Carammia et al. [155] combine GDELT with Google Trends, and official migration

data to study the asylum applications lodged in countries of the European Union by

nationals of all countries of origin worldwide. Their approach monitors potential drivers

of migration in countries of origin to detect changes early onset, models individual country-

to-country migration flows, estimates the effects of individual drivers, provides forecasts

of asylum applications up to four weeks ahead, and assesses how patterns of drivers shift

over time.

However, despite the aforementioned studies, the peace and security pillar is still in

the early stages of exploring data-driven and new technology–based solutions. Up do data

most studies using novel digital data focus on exploring peace-related indicators, and do

not study peace as a composite concept. Furthermore, the existing studies focus their

analysis at a country level, and not at a global level. Therefore, this thesis is different
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from previous work in two important aspects. First, GDELT news data are harnessed

with AI techniques to estimate a composite peace index as GPI, which covers domestic

and international conflicts, safety and security, migration phenomena, etc. The wide

variety of GDELT event categories can cover most GPI indicators. Second, we perform

our analysis at a global scale to study peace over all countries in the world.

We believe that the news data contribute to the advances made through this research

since they hold two considerable advantages for peace-related studies as compared to the

rest of the data (Table 2.1). Firstly, news data can cover all countries in the world. For

example, GDELT covers all countries since 1979. This allows researchers to conduct peace

and safety analysis at a global scale. Secondly, available news databases usually cover a

pre-defined wide variety of socio-political events. For example GDELT covers more than

200 event categories. Therefore, they can be powerful in covering many peace and safety

GPI indicators. Last, GDELT database is preferred from ACLED database due to its

time and geographical coverage. GDELT covers all countries since 1979, whereas ACLED

is limited. It covers Asia since 2010, the Middle East since 2016, and Europe since 2018.

Table 2.1 provides a summary of the novel digital data sources used for peace studies,

highlighting the pros and cons of each one.

Data Source Pros Cons

mobile phone records
temporal and social dimensions,
world wide diffusion, repeatability

not publicly available,
sparsity,
geographically imprecise

GPS
coverage of rural areas,
unbiased and classified,
real-time monitoring

privacy issues,
indoor spatial inaccuracy

Social Media
measuring social dynamics,
publicly available

privacy issues,
overrepresentation,
social desirability bias

Web Search
publicly available,
speed, convenience,
flexibility, ease of analysis

population size varies
across domains,
hard identifying
relevant queries

Crowdsourcing
large number of data,
speed,
relative low cost

risk of low-quality results,
trade-off between quality and cost

News

variety of subject domains,
range of targets,
all countries coverage,
archived historical news

gatekeeping bias,
coverage bias,
statement bias

Table 2.1 Pros and cons for each data source used for the measurement of well-being
dimensions, including safety and peace.
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Chapter 3

Setting the stage

3.1 Problem formulation

Let Y j = Y j
1 , . . . , Y

j
T denote the time-series of T yearly real-valued GPI observations for

a country j, with each Yi ∈ R. In addition, let Xj = {X j,n
1 , . . . ,X j,n

t , . . . ,X j,n
t+k} denote

a set of monthly exogenous GDELT variables of event counts for a country j. We aim

to define a function f j(.), which measures the GPI at a monthly frequency and produces

monthly GPI predictions yj = yjt+1, . . . , y
j
t+k for k-months-ahead, t+1, . . . , t+k, given the

corresponding GDELT variables {X j,n
t+1, . . . ,X

j,n
t+k} as input. The function is constructed

taking into account both the historical observations of GPI, as well as the exogenous

GDELT variables up to time t.

Below follows Section 3.2 which presents an exploratory analysis and more details on

the data-preprocessing for the objectives of this study. In particular, Section 3.2.1 focuses

the GPI data, Section 3.2.2 focuses on the GDELT data, and Section 3.2.3 presents the

matching of the GDELT data with the GPI indicators.

3.2 Datasets

3.2.1 Global Peace Index (GPI)

The Global Peace Index (GPI) [156], created by the Institute for Economics and Peace

(IEP), measures the relative position of countries’ peacefulness. The index ranks 163

independent states and territories according to their level of peacefulness. GPI data are

available from 2008 until 2020 at a yearly level (see, e.g., GPI report 2020 [20]).

The GPI is constructed from 23 indicators related to Ongoing Domestic and Interna-

tional Conflict, Societal Safety and Security, and Militarisation domains [20]. In particu-
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lar:

• Ongoing Domestic and International Conflict includes: “Number and du-

ration of internal conflicts”, “Number of deaths from external organized conflict”,

“Number of deaths from internal organized conflict”, “Number, duration and role

in external conflicts”, “Intensity of organized internal conflict”, and “Relations with

neighbouring countries”.

• Societal Safety and Security encompasses: “Level of perceived criminality

in society”, “Number of refugees and internally displaced people as a percentage

of the population” , “Political instability”, “Political Terror Scale”, “Impact of

terrorism”, “Number of homicides per 100,000 people”, “Level of violent crime”,

“Likelihood of violent demonstrations”, “Number of jailed population per 100,000

people”, “Number of internal security officers, and police per 100,000 people”.

• Militarization contains: “Military expenditure as a percentage of GDP”, “Num-

ber of armed services personnel per 100,000 people”, “Volume of transfers of major

conventional weapons as recipient (imports) per 100,000 people”, “Volume of trans-

fers of major conventional weapons as supplier (exports) per 100,000 people”, “Fi-

nancial contribution to UN peacekeeping missions”, “Nuclear and heavy weapons

capabilities”, and “Ease of access to small arms and light weapons”.

For the construction of each GPI indicator presented above data are derived from

official sources, such as governmental data, institutional surveys, and military data. The

indicators are then weighted and combined into one overall score which is the composite

GPI. Although the actual values of each indicator are not available and we therefore

cannot reproduce them, the weights for the GPI indicators can be retrieved from the GPI

reports [20]. The score for each country’s composite GPI is continuous, normalized on a

scale of 1 to 5, where the higher the score, the less peaceful a country is.

Figure 3.1 presents the official GPI around the world for 2008 (Figure 3.1a) and for

2020 (Figure 3.1b). Least peaceful countries are colored with darker red, whereas more

peaceful countries are colored with lighter yellow. For example, from 2008 to 2020 Russia

remains one of the least peaceful countries, whereas Canada remains one of the most

peaceful. In addition, we observe that throughout the years peace around the world

deteriorates, particularly in African and Middle East countries. For example, peace in

Libya considerably deteriorates with the years.

For the purposes of this study, we increase the frequency of GPI from yearly to monthly

data using linear interpolation. Every yearly GPI value is assigned to March of the
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(a) Official GPI in 2008 for all countries around the world. The least peaceful countries are
colored with dark red and the most peaceful countries are colored with light red.

(b) Official GPI in 2020 for all countries around the world. The least peaceful countries are
colored with dark red and the most peaceful countries are colored with light red.

Fig. 3.1 Official GPI around the world. Official GPI in 2008 (a) and in 2020 (b)
for all countries around the world. The least peaceful countries are colored with dark red
and the most peaceful countries are colored with light red. We observe that throughout
the years the peace deteriorates around the world.

corresponding year, since most of the annual GPI indicators are measured until this

month. The linear upsampling is an assumption, since the monthly data generated do
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not correspond to the real monthly GPI. However, considering that monthly data are not

available, linear upsampling is the simplest assumption. After upsampling, from 13 yearly

values (2008 - 2020), we obtain 145 months in total (March 2008 - March 2020).

The reason for increasing the frequency from yearly to monthly is that a month might

contain some important events that are distorted from the yearly index. In other words,

the yearly GPI data might not indicate abrupt peacefulness changes that happen at a

higher frequency because these changes are usually smoothed out on the yearly GPI

value. Therefore, monthly GPI estimations could reveal events neglected from the yearly

GPI. At the same time, we do not increase the frequency at a weekly or daily level to keep

a trade-off between the noisy GDELT information and the official GPI. Daily or weekly

estimates could indicate fluctuations that would not significantly change the stability of

the country for weeks or even months after taking place.
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Fig. 3.2 Monthly Global Peace Index for Belgium from 2008 to 2020. In March
2016, the terrorist attack took place in Belgium, and as a result the GPI increases

To further explain the reason of our choice to increase the GPI frequency at a monthly

level, we present Figure 3.2 and Figure 3.3. These plots show the monthly GPI for Belgium

and Yemen, respectively, from 2008 to 2020.

In Figure 3.2, we annotate the terrorist attack that took place in Belgium in March

2016, which brought a deterioration in the peacefulness level of the country, increasing

GPI from 1.47 to 1.536. However, this is depicted in the real yearly GPI only a year

later, in 2017. On the contrary, when we introduce the monthly GPI score, we expect our

model to depict the increase more timely, just one month after the attack.
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In Figure 3.3, we annotate the start of the Civil War in Yemen in September 2014,

which brings a deterioration in the peacefulness level of the country, increasing GPI from

2.735 to 2.84. Since the real GPI is only published once a year, it seems that the increase

starts from March 2014, i.e., six months before the actual event. With the use of the

monthly GPI score, we expect our model to capture this change in the GPI on time, just

one month after the start of the Civil War.
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Fig. 3.3 Monthly Global Peace Index for Yemen from 2008 to 2020. In Septem-
ber 2014, the Civil War started in Yemen, and as a result the GPI increases.

In other words, these beforehand or delayed changes of the GPI are caused by the

fact that peace fluctuations are depicted on the annual GPI, updated the following year.

As a consequence, a monthly system that adequately corresponds to the peacefulness

fluctuations has the potential to quickly inform the placement of peacekeepers and the

deployment of non-governmental organization (NGO) resources, making it potentially

easier to save lives and prevent devastation [157].

3.2.2 GDELT data

GDELT (Global Database of Events, Language, and Tone) [21] is a Google-supported

and publicly available digital news database related to socio-political events. It is a

collection of geopolitical event data extracted from international English-language news

sources, such as Associated Press, The New York Times, Agence France Presse, Associated

Press Online and Google News. Particularly, GDELT data records provide information
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on events from digital news articles identified with the Tabari system (Textual Analysis

by Augmented Replacement Instructions system) [158]. The Tabari system is applied

to digital news articles to extract all events contained in each article. The system uses

pattern recognition to identify different events and assigns the corresponding code to each

event. Events are coded based on an expanded version of the dyadic CAMEO format, a

conflict, and mediation event taxonomy [159]. Specifically, the system extracts, among

others, the verbs that identify the action performed that determines the event code [160].

The subsequent are pieces of articles provided as examples to show how Tabari system

identifies and codes events from article phrases:

• “...Senior Hungarian and Romanian officials agreed on Wednesday that their coun-

tries should cooperate to encourage Romanian refugees in Hungary to return home...”.

In this phrase the event identified is coded as “Express intent to cooperate” (030),

• “...Palestinians of the Israeli-occupied West Bank shunned work on Monday to

protest at settlement of Soviet Jewish immigrants on Arab land...”. In this phrase

the event identified is coded as “Conduct strike or boycott” (143),

• “...One Serb policeman was murdered in an attack on a police patrol by Kosovo

Albanians near the border with Kosovo, state agency Tanjug reported Sunday...”.

In this phrase the event identified is coded as “Use conventional military force”

(190).

• “...Switzerland said today it had expelled two Soviet diplomats based in Geneva

for spying, adding to a long series of espionage scares...”. In this phrase the event

identified is coded as “Reduce or break diplomatic relations (161)”.

In total, GDELT compiles a list of 200 categories of events, from riots and protests to

peace appeals and diplomatic exchanges, from public statements and consulting to fights

and mass violence [159]. The GDELT event categories we use are related to 20 topics, as

described below. For each topic, we provide a short description and a few examples of

event categories:

• Make Public Statement refers to public statements expressed verbally or in

action, such as “Make statement”, “Make pessimistic comment”, and “Decline com-

ment”.

• Appeal refers to requests, proposals, suggestions and appeals, such as “Appeal for

material cooperation”, “Appeal for economic cooperation”, and “Appeal to others

to settle dispute”.
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• Express Intent To Cooperate refers to offer, promise, agree to, or otherwise

indicate willingness or commitment to cooperate, such as “Express intent to engage

in material cooperation” and “Express intent to provide material aid”.

• Consult refers to consultations and meetings, such as “Discuss by telephone” and

“Host a visit”.

• Engage In Diplomatic Cooperation refers to initiate, resume, improve, or

expand diplomatic, non-material cooperation or exchange, such as “Sign formal

agreement” and “Praise or endorse”.

• Engage In Material Cooperation refers to initiate, resume, improve, or ex-

pand material cooperation or exchange, such as “Cooperate economically” and

“Share intelligence or information”.

• Provide Aid refers to provisions and extension of material aid, such as “Provide

economic aid” and “Provide humanitarian aid”.

• Yield refers to yieldings and concessions, such as “Accede to requests or demands

for political reform”, “De-escalate military engagement”, and “Return, release”.

• Investigate refers to non-covert investigations, such as “Investigate crime, cor-

ruption” and “Investigate human rights abuses”.

• Demand refers to demands and orders, such as “Demand political reform” and

“Demand settling of dispute”.

• Disapprove refers to the expression of disapprovals, objections, and complaints,

such as “Criticize or denounce” and “Complain officially”.

• Reject refers to rejections and refusals, such as “Reject request or demand for

material aid” and “Reject mediation”.

• Threaten refers to threats, coercive or forceful warnings with serious potential

repercussions, such as “Threaten with military force” and “Threaten with adminis-

trative sanctions”.

• Protest refers to civilian demonstrations and other collective actions carried out

as protests such as “Demonstrate or rally” and “Conduct strike or boycott”.
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• Exhibit Force Posture refers to military or police moves that fall short of the

actual use of force, such as “Exhibit military or police power” and “Increase military

alert status”.

• Reduce Relations refers to reductions in normal, routine, or cooperative rela-

tions, such as “Reduce or break diplomatic relations” and “Halt negotiations”.

• Coerce refers to repression, violence against civilians, or their rights or properties,

such as “Arrest, detain” and “Seize or damage property”.

• Assault refers to the use of different forms of violence, such as “Conduct non-

military bombing” and “Abduct, hijack, take hostage”.

• Fight refers to uses of conventional force and acts of war, such as “Use conventional

military force” and “Fight with small arms and light weapons”.

• Engage In Unconventional Mass Violence refers to uses of unconventional

force that are meant to cause mass destruction, casualties, and suffering, such as

“Engage in ethnic cleansing” and “Detonate nuclear weapons”.

The Tabari geocoding post-processing system is also enabled to georeference each event

back to the specific country (geographic landmark) it is associated with [160]. In addition,

the database offers various information for each coded event, such as the date and the

URL of the news article the event is found in. In this thesis, we use GDELT 1.0, which

is updated on a daily basis. Therefore data are available at a daily frequency. Historical

data are also available since 1979 [160].

For example, in Figure 3.4, we present an example of the number of events related to

engagement in political dissent, such as civilian demonstrations, derived from the GDELT

news on the United States, from the middle of December 2020 to the middle of January

2021. We also present three examples of news articles published on the 6th and 7th

of January, from which the events are extracted. The plot depicts a noticeable rise in

these events on the 6th of January 2021, the day of the “Storming of the United States

Capitol”, and a peak of news related to the topic on the 7th of January 2021. Therefore, it

is demonstrated that GDELT news can depict the worldwide sociopolitical and conflictual

reality with a small lag, i.e., a day.

For the purposes of the current thesis, several variables are derived from GDELT

database. These variables correspond to the total number of events (No. events) of

each available GDELT category at country and monthly level. On average, the number

of variables per country is 87, varying from 25 to 141. This indicates that some event
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Fig. 3.4 Number of political dissent events in the United States. Daily number of
political dissent events (blue curve) derived from the GDELT news in the United States,
from the middle of December 2020 to the middle of January 2021, and three examples
of news articles published on the 6th and 7th of January. GDELT depicts a noticeable
rise of the events related to political dissent on the 6th of January 2021, the day of the
“Storming of the United States Capitol”, and a peak of news related to the topic on the
7th of January 2021 (vertical dashed red line).

categories may not be present in the news of a country. To extract the GDELT variables

the BigQuery [161] data manipulation language in the Google Cloud Platform is used.

Listing 1 (3.1) presents the query used for the extraction of the variables.

Listing 3.1: Query for the extraction of GDELT variables.

SELECT ActionGeo_CountryCode ,MonthYear ,EventBaseCode ,

COUNT(EventBaseCode) AS No_events ,

FROM ‘gdelt -bq.full.events ’

WHERE(MonthYear >200802) AND(MonthYear <202010)

AND(ActionGeo_CountryCode <>‘null’)

GROUP BY ActionGeo_CountryCode ,MonthYear ,EventBaseCode

ORDER BY ActionGeo_CountryCode ,MonthYear ,EventBaseCode

Specifically, the used attributes in the listing represent:

27



• ActionGeo CountryCode (string): the location of the event. It specifies the

geographic resolution and returns the country,

• MonthYear (integer): the date of the event. It specifies the date and returns the

month and the year,

• EventBaseCode (string): the CAMEO event code. It specifies the event and it

returns the code in a three-level taxonomy. For an event related to “Appeal to

yield” it returns the code “025”.

Table 3.1 presents an indicative example of the GDELT data records for the United

States in February and March 2018. For example, in February 2018, the No. events for

category “Investigate crime” is 680, and in March 2018 it is 799. In February 2018, the

No. events for category “Conduct non-military bombing” is 523, and in March 2018 it is

1099. The latter variable’s value has increased a lot from February to March 2018. This

is explained by the “Austin serial bombings” which occurred between March 2 and March

22, 2018, mostly in Austin, Texas, where in total, five package bombs exploded.

Table 3.1 Examples of the United States variables in February and March 2018. The
event code and category that describe the event are reported. The No. events that
occurred are also presented.

Event
Code

Event Category
No.

events
Date

...
...

...
...

022 Appeal for diplomatic cooperation 2168 2018/02
091 Investigate crime 680 2018/02
122 Reject, request or demand for material aid 501 2018/02
183 Conduct non-military bombing 523 2018/02

...
...

...
...

022 Appeal for diplomatic cooperation 2561 2018/03
091 Investigate crime 799 2018/03
122 Reject, request or demand for material aid 534 2018/03
183 Conduct non-military bombing 1099 2018/03

...
...

...
...

In addition, it is interesting to explore the share of each event category over all news.

For example, Table 3.2 presents the 10 GDELT variables with the largest share of No.

events for the United States from March 2008 to March 2020. We notice that, the GDELT

variable “Make statement” has the largest share and is followed by “Make a visit” and

“Host a visit” variables. Additional GDELT data description can be found in Appendix

A.
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Table 3.2 The ten GDELT variables with the largest share of the number of news for
the United States over the whole dataset, i.e., from March 2008 to March 2020.

Event
Code

Event Category
Share over

all news

010 Make statement 7.73 %
042 Make a visit 7.52 %
043 Host a visit 6.97 %
020 Make an appeal or request 6.61 %
051 Praise or endorse 5.80 %
040 Consult 5.59 %
036 Express intent to meet or negotiate 4.50 %
173 Arrest, detain, or charge with legal action 4.08 %
190 Use conventional military force 3.72 %
046 Engage in negotiation 2.85 %

3.2.3 Matching GPI indicators with GDELT variables

Considering that GDELT is a database with socio-political events, we believe that the

wide variety of its categories can cover most GPI indicators. Table 3.3 presents ten ex-

amples of GPI indicators matched with GDELT event categories. For example, the GPI

indicator “Number of Internal Security Officers and Police per 100,000 People” could be

covered by the GDELT variable “Exhibit military or police power”. In addition, the

GPI indicators “Ease of Access to Small Arms and Light Weapons” and “Volume of

Transfers of Major Conventional Weapons, as recipient (imports) per 100,000 people”

could be covered by “Fight with small arms and light weapons” and “Use conventional

military force” or “Conduct non-military bombing” GDELT variables, respectively. Sim-

ilarly, “Nuclear and Heavy Weapons Capabilities” GPI indicator could be covered by

the “Employ aerial weapons” GDELT variable. Also, the GPI indicator “Likelihood of

violent demonstrations” could be covered by “Engage in political dissent”, “Protest vio-

lently, riot” or “Demonstrate or rally” GDELT variables. Last, “Financial Contribution

to UN Peacekeeping Missions” GPI indicator could potentially be covered by the GDELT

variables “Appeal for aid” or “Provide humanitarian aid”.

We conduct correlation analysis to investigate whether there is a relationship between

some of the aforementioned variables and the official GPI data. Figure 3.5 presents two

scatterplots with the Pearson’s correlation between official GPI data and GDELT vari-

ables. In particular, Figure 3.5a demonstrates that there is a moderate positive correlation

(0.425) between the China GPI and GDELT variable “Exhibit military or police power”.

Figure 3.5b shows that there is a high negative correlation (-0.725) between the United
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Kingdom GPI and the GDELT variable “Demonstrate or rally”. GPI and the GDELT

variables are normalised on a scale from 0 to 1 for visualisation.
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(a) Moderate positive correlation (0.425) be-
tween the China GPI and GDELT variable
“Exhibit military or police power”.
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(b) High negative correlation (-0.725) between
the United Kingdom GPI and the GDELT vari-
able “Demonstrate or rally”.

Fig. 3.5 Correlation between official GPI and GDELT variables. Two examples
of the correlation between official GPI data and GDELT variables for China and United
Kingdom. GPI and the GDELT variables are normalised on a scale from 0 to 1 for
visualisation.

The examples presented on Table 3.3 are intuitive matches. It is obvious that the

model might return different but interpretable variables. Machine learning models are

black boxes. Therefore, the relationship learned between the GDELT variables and the

GPI might not be easily guessed in advance.

3.3 Prediction models

Models handling time series are used to predict future values of indices by extracting

relevant information from historical data. Traditional time series models are based on

various mathematical approaches, such as autoregression. Autoregressive models specify

that the output variable depends linearly on its previous values and a stochastic term.

Considering that our data are upsampled linearly, it is not feasible to apply autoregressive

models, because of the linear relationship between the dependent variable (GPI) and its

past values. Besides, our objective is not only to measure GPI, but also to understand

and explain how different peacefulness topics captured by GDELT contribute to the GPI

measurement.
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Table 3.3 Ten examples of GPI indicators matched with GDELT event categories.

GPI
indicators

GDELT
event category

Number of Internal Security Officers
and Police per 100,000 People

Exhibit military or
police power

Ease of Access to Small Arms and
Light Weapons

Fight with small arms and
light weapons

Volume of Transfers of
Major Conventional Weapons,
as recipient (imports) per 100,000 people

Use conventional military force or
Conduct non-military bombing

Nuclear and
Heavy Weapons Capabilities

Employ aerial weapons

Likelihood of violent demonstrations
Engage in political dissent or
Protest violently, riot or
Demonstrate or rally

Financial Contribution to
UN Peacekeeping Missions

Appeal for aid or
Provide humanitarian aid

Relations with neighbouring countries
Reduce relations or
Express intent to cooperate

Number of refugees and displaced persons
as percentage of population

Grant asylum or
Use as human shield

Level of violent crime
Investigate crime, corruption or
Investigate war crimes

We use Linear Regression, Elastic Net, Decision Tree, Support Vector Regression,

Random Forest, and Extreme Gradient Boosting, to investigate the relationship between

the GPI score and the GDELT variables at a country level. Specifically, we aim to develop

GPI estimates 1-month-ahead to 6-months-ahead of the latest ground-truth GPI value.

Firstly, we introduce simple models, i.e., Linear Regression, Elastic Net and Decision

Tree, which are easy to implement and interpret. Next, we apply SVR, Random Forest,

and XGBoost models, which are superior in terms of accuracy but harder to interpret,

and they need additional methodologies for the interpretation of the results (e.g., SHAP

[24, 25]). Our main goal is to find the model with the highest performance.

Linear regression

Linear regression, one of the simplest and most widely used regression techniques, calcu-

lates the estimators of the regression coefficients (the predicted weights) by minimising

the sum of squared residuals [162]. One of its main advantages is the ease of interpreting

results.

31



Elastic Net

Elastic Net is a regularized and variable selection regression method. One of the essential

advantages of Elastic Net is that it combines penalization techniques from the Lasso and

Ridge regression methods into a single algorithm [163]. Lasso regression penalizes the

sum of absolute values of the coefficients (L1 penalty), Ridge regression penalizes the sum

of squared coefficients (L2 penalty), while Elastic Net imposes both L1 and L2 penalties.

This means that Elastic Net can completely remove weak variables, as Lasso does, or

reduce them by bringing them closer to zero, as Ridge does. Therefore, it does not lose

valuable information, but still imposes penalties to lessen the impact of certain variables.

Decision Tree

Decision trees are used to visually and explicitly represent decisions, in the form of a tree

structure. A Decision Tree is called regression tree when the dependent variable takes

continuous values [163]. The goal of using a Regression Decision Tree is to create a training

model that can predict the value of the dependent variable by learning simple decision

rules inferred from the training data. In particular, Decision Tree divides the dataset into

smaller data groups, while simultaneously, an associated decision tree is incrementally

developed. The final tree consists of decision nodes and leaf nodes. A decision node

has two or more branches, each representing values for the variable tested. A leaf node

represents a decision on the value of the dependent variable. The topmost decision node,

called the root node, corresponds to the most important variable.

Support Vector Regression (SVR)

SVR [164] is a regression learning approach which, comparing to other regression al-

gorithms that try to minimize the error between the real and predicted value, uses a

symmetrical loss function that equally penalizes high and low misestimates. In partic-

ular, it forms a tube symmetrically around the estimated function (hyperplane), such

that the absolute values of errors less than a certain threshold are penalised both above

and below the estimate, but those within the threshold do not receive any penalty. The

most commonly used kernels, for finding the hyperplane, is the Radial Basis Function

(RBF) kernel, that we also use for our analysis. One of the main advantages of SVR is

that its computational complexity does not depend on the dimensionality of the input

space. Moreover, it has excellent generalization capability, and provides high prediction

accuracy.
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Random Forest

Random Forest limits the risk of a Decision Tree to overfit the training data [163]. As the

names “Tree” and “Forest” imply, a Random Forest Regression is essentially a collection

of individual Regression Decision Trees that operate as a whole. A Decision Tree is built

on the entire dataset, using all the variables of interest. On the contrary, Random Forest

builds multiple Decision Trees from randomly selecting observations and specific variables

and then combines the predictions into a single model. Individually, predictions made by

Decision Trees may not be accurate, but combined, are, on average, closer to the true

value.

Extreme Gradient Boosting (XGBoost)

XGBoost [165] is a scalable machine learning regression system for tree boosting. It uses

a gradient descent algorithm and incorporates a regularized model to prevent overfitting.

Comparing to Random Forest that builds each tree independently and combines results

at the end of the process, XGBoost builds one tree at a time and combines results along

the way. In particular, XGBoost corrects the previous mistakes made by the model,

learns from it and its next step enhances the performance until there is no scope of fur-

ther improvements. Its main advantage is that it is fast to execute and gives high accuracy.

For each of the models introduced, we estimate the best hyperparameters in each training

phase through 10-fold cross-validation. The following paragraph presents the hyperparam-

eters we tune for each model, except for Linear regression, which has no hyperparameters.

Hyperparameters

The hyperparameters we tune for Elastic Net are α, which is the relative importance of the

L1 (LASSO) and L2 (Ridge) penalties, and λ, which is the amount of regularization used

in the model. For Decision Tree, we tune the complexity parameters maxdepth, which

is the maximum depth of the tree, minsamplessplit, which is the minimum number of

samples required to split an internal node, and minsamplesleaf , which is the minimum

number of samples required to be at a leaf node. For Random Forest, similarly to Decision

Tree, we tune the maxdepth, the minsamplessplit, and the minsamplesleaf . We also

tune the nestimators, which accounts for the number of number of trees in the model, and

the maxfeatures, which corresponds to the number of variables to consider when looking

for the best split. For XGBoost, we tune the nestimators, similarly to Random Forest,
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and the maxdepth, similarly to Decision Tree. We also tune the learningrate, a value

that in each boosting step, shrinks the weight of new variables, preventing overfitting or

a local minimum, and colsample bytree, which represents the fraction of columns to be

subsampled, it is related to the speed of the algorithm and it prevents overfitting. Last,

for SVR RBF model we tune the regularization parameter C, which imposes a penalty to

the model for making an error, and gamma parameter, which defines how far the influence

of a single training example reaches.

3.4 Performance indicators

We consider the following indicators to assess the performance of the prediction models

with respect to the ground-truth GPI values. Our notation is as follows: yt denotes the

observed value of the GPI at time t, xt denotes the predicted value by the model at time

t, ȳ denotes the mean or average of the values yt and similarly x̄ denotes the mean or

average of the values xt.

Pearson Correlation, a measure of the linear dependence between two variables

during a time period [t1, tn], is defined as:

r =

∑n
t=1(yt − ȳ)(xt − x̄)√∑n

t=1(yt − ȳ)2
√∑n

t=1(xt − x̄)2
. (3.1)

Root Mean Square Error (RMSE), a measure of prediction accuracy that repre-

sents the square root of the second sample moment of the differences between predicted

values and actual values, is defined as:

RMSE =

√√√√ 1

n

n∑
t=1

(xt − yt)2 . (3.2)

Mean Absolute Percentage Error (MAPE), a measure of prediction accuracy be-

tween predicted and true values, is defined as:

MAPE =

(
1

n

n∑
t=1

|yt − xt
yt
|

)
× 100 . (3.3)

3.5 Explainable AI tools

Understanding a model’s prediction is important for trust, actionability, accountability,

debugging, and many other reasons. Indeed, one of the biggest challenges in adopting ma-
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chine learning models, in particular advanced machine learning models, such as Random

Forest or XGBoost, is their difficulty for interpretability. To understand predictions from

tree-based machine learning models, such as the models mentioned above, importance

values are typically attributed to each variable. Yet traditional variable attribution for

trees is inconsistent, meaning it can lower a variable’s assigned importance when the true

impact of that variable actually increases.

However, it is crucial for researchers to be able to understand and explain the models’

behaviour. Therefore, Lundberg et al. [24, 25] propose SHAP (SHapley Additive exPla-

nation). SHAP is based on game theory [166] and local explanations [167], and it offers

a means to estimate the contribution of each variable.

By focusing specifically on tree-based models, the authors developed an algorithm

that computes local explanations based on exact Shapley values in polynomial time. This

provides local explanations with theoretical guarantees of local accuracy and consistency.

Consistency in terms that if a model is changed so that it relies more on a particular

variable, then the method must not attribute less importance to that variable. Accuracy

in terms that the total contribution of each variable must sum up to the total contri-

bution in the whole model. Lundberg and Lee also highlight that some commonly used

variable importance approaches (including the Gain method that we use for the variable

importance in Section 5.1) do not satisfy these properties. On the contrary, they propose

SHAP as the only additive variable attribution method that satisfies these two properties

based on results from game theory.

Additionally, the ability to efficiently compute local explanations using Shapley values

over a dataset enables the development of a range of tools to interpret and understand

the global behavior of a model. Combining many local explanations, a global structure

can be represented while retaining local faithfulness [168] to the original model, which

generates detailed and accurate representations of model behavior. In particular, SHAP

can provide a breakdown of the key drivers for one particular record in the data (i.e.

a local explanation). The SHAP values for each variable represent their contribution

towards a higher or lower final prediction.

Last but not least, SHAP methodology can be applied for the interpretation of the

results of the machine learning models, since it identifies the relationship between the

independent variables, either internal or external, and the dependent variable. The rela-

tionship between the independent variables and the dependent variable does not need to

be causal, as SHAP can fail to accurately answer causal questions [26].

In this study, SHAP serves as a tool to identify which external GDELT variables

drive the GPI estimations. This can be useful for explaining peace and its determinants,
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explaining the models’ behavior overall and for every prediction, and for diagnosing errors

in the predictions. In Section 5.2 we compute the variable importance through the SHAP

and we conduct in-depth analysis for four country models.
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Chapter 4

Measuring peace through the world

news

In this chapter, we mainly focus on the RQ1, i.e., the measurement of the GPI with the

use of GDELT data at a monthly frequency compared to the official yearly index score.

To tackle this task, we design the methodology described in Figure 4.1. As explained

in Chapter 3 we extract news media attention variables from GDELT at a monthly and

country level. We also upsample the official GPI data from a yearly level to a monthly

level. Therefore, we construct every country model, using the corresponding country

data as input, i.e., the upsampled GPI, as ground-truth data (dependent variable), and

the GDELT data, as exogenous (independent) variables. Then, we set the estimation

framework for the training of our models. Last, we measure and predict the monthly GPI

values per country and then we validate the models.

4.1 Estimation framework

Traditionally, before modeling, researchers start by dividing the data into training data

and test data. Training data are used to estimate and generate the models’ parameters,

and the test data are used to calculate the accuracy of the models. Because the test data

are not taken into account to fit the model, they should be a reliable indicator of the

models’ predictive power on new data [169, 170].

Considering that the socio-economic and political situation around the world is not

stationary and more recent events are relevant for the prediction, we train our models

using the rolling methodology, widely used in business and finance [171, 172]. The rolling

methodology updates the training set by an add/drop process, while keeping it stable,

and retrains the model before each k-months-ahead predictions.
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GDELT database           

Extraction of 
GDELT variables

      GPI data          

Upsampling

       Model construction 
and 

estimation framework

Measurement of the 
monthly GPI

Validation of the models

                    Methodology

Fig. 4.1 Main methodological approach. For the construction of every country
model, the upsampled GPI is used as ground-truth data (dependent variable), and the
GDELT news media attention data are used as exogenous (independent) variables. Then,
the models are trained, the monthly GPI values are estimated, and the models are vali-
dated.
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Fig. 4.2 Rolling training: Data from March 2008 to February 2014 are used to train
the model and predict 6-months-ahead GPI values, data from April 2008 to March 2014
are used to train the model and predict the 6-months-ahead GPI values of April 2014 up
to September 2014, and so on, till the last training, which includes data from March 2014
to February 2020 to make only 1-month-ahead GPI prediction.

The rolling training’s set period of time for all models is half of our data, i.e., 72

months. First, we train the model to predict 6-months-ahead GPI values. Next, we drop

one month from the beginning of the training set and add another month to the end of

the training set. We then perform the training again to predict the next 6-months-ahead

GPI values. We continue this rolling training’s first in/first out process for all subsequent

months, until we predict the last monthly value. This process ensures that the training

set always covers the same amount of time and it is always updated with the most recent

information.

Figure 4.2 presents a visualisation of the rolling training. We use the data from March

2008 to February 2014 (72 values) to train the model and predict the GPI values of

March 2014 up to August 2014, the data from April 2008 to March 2014 (72 values) to

train the model and predict the GPI values of April 2014 up to September 2014, and so

on. We repeat this procedure until the last training, which includes data from March

2014 to February 2020 (72 values), to make only 1-month-ahead prediction of the GPI,

corresponding to March 2020, the last value of the time series.

At every step, we obtain up to 6-months-ahead predicted GPI values. Specifically, by

the end of each rolling training described above, we have k-months-ahead GPI predictions,

where k = 1, 2, . . . , 6 months. By the end of all the trainings, we have 72 1-month-ahead

GPI predictions1, 71 2-months-ahead GPI predictions, and so on. We evaluate the accu-

racy of the predictions for each k-months ahead time horizon with respect to the corre-

sponding test set, that contains the real GPI values. As mentioned above, our estimation

1according to the initial test set’s length
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framework obtains from 1 up 6-months-ahead GPI values. Long-term predictions, such as

6-months-ahead peacefulness estimations, are an important tool for policy-makers, since

it is a “policy-relevant lead time” consistent with other forecasting work; that is, a period

of time sufficiently long that there could be a policy response [173].

For each of the models mentioned in Section 3.3, we estimate the best hyperparameters

in each training phase. Section 3.3 includes all the details for the hyperparameters we

tune for each model.

4.2 Prediction results and validation

The five prediction models, Elastic Net, Decision Tree, SVR, Random Forest, and XG-

Boost, (see Section 3.3), are constructed for every country to produce the GPI estimates.

In these models, each country’s GPI values are the ground-truth data (dependent vari-

able), and the GDELT variables are the exogenous (independent) variables. We consider

standard performance indicators to evaluate the performance of the prediction models:

the Pearson Correlation coefficient, the Root Mean Square Error (RMSE), and the Mean

Absolute Percentage Error (MAPE) [162, 174, 175, 100] (see more details in Section 3.4).

The analysis is conducted for all 163 countries that have a GPI score. As discussed in

Section 4.1, our estimation framework is not limited to the 1-month-ahead predictions, but

it generates GPI estimates up to 6-months-ahead. Figure 4.3 presents Pearson correlation

and MAPE performance indicators between the real and the 1-, 3-, and 6-months-ahead

predicted GPI values at a country level for all prediction models. The boxplots represent

the distribution of the aforementioned performance indicators for all country models.

The plots’ data points correspond to each country model. Similarly, Figure 4.4 presents

RMSE performance indicator as well. We observe that XGBoost, Random Forest, and

SVR models show similar performance and outperform Decision Tree and Elastic Net

models. Overall, XGBoost shows the highest performance. This is more evident for the

6-months-ahead predictions.

For the estimation of the GPI, the models use the historical data of the military,

social, and political situation of the corresponding country. For each additional future

estimation, we move further away from the last training data, while the country’s reality

change, and we therefore expect a lower model performance. Indeed, comparing Figures

4.3a-b, with Figures 4.3c-d, and with Figures 4.3e-f, we demonstrate that the performance

of the models decreases for every additional month-ahead prediction. For example, we

observe a 13,43% increase of the median MAPE for the 3-months-ahead predictions, and

a 25.61% increase of the median MAPE for the 6-months-ahead predictions, as compared
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Fig. 4.3 Pearson Correlation and MAPE for all country models. Pearson Cor-
relation and MAPE between the real and the predicted 1-, 3-, and 6-months-ahead GPI
values at a country level, for all prediction models. The boxplots represent the distribu-
tion of the aforementioned performance indicators for all country models. The plots’ data
points correspond to each country model. Overall, XGBoost models outperform the rest
of the four models.

41



0.000.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.180.20

Elastic Net

Decision Tree

SVR

Random Forest

XGBoost

0.000.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.180.20

Elastic Net

Decision Tree

SVR

Random Forest

XGBoost

0.000.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.180.20

Elastic Net

Decision Tree

SVR

Random Forest

XGBoost

(a) 1-month-ahead

(b) 3-months-ahead

(c) 6-months-ahead

RMSE for all countries

Fig. 4.4 RMSE for all country models. RMSE between the real and the predicted
1-, 3-, and 6-months-ahead GPI values at a country level, for all prediction models. The
boxplots represent the distribution of the aforementioned performance indicators for all
country models. The plots’ data points correspond to each country model. Overall,
XGBoost models outperform the rest of the four models.
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to the 1-month-ahead predictions.

It is noticeable from Figure 4.3 that some models show high performance and others

show low performance. For example, the XGBoost models for Cameroon, Mali, Turkey,

the United Kingdom, and Portugal indicate a very strong correlation, higher than 0.8,

and maintain this behavior even for the 6-months-ahead predictions. However, there are

models, such as the XGBoost models for the Central African Republic, Estonia, Moldova,

Mongolia, and Romania, that indicate a negative correlation, even for the 1-month-ahead

predictions. Notwithstanding that the reasons for the low model’s performance are rather

complicated, we deduce that GDELT news coverage is not sufficient for some countries.

As illustrated above, our results show that XGBoost achieves the highest performance

compared to the other models, in particular when compared to Elastic net and Decision

tree. At this point, it is important to control the stability of the behaviour of the countries

for every algorithm. Figure 4.5 presents five scatter plots with the countries’ performance

for every algorithm applied, i.e., Elastic net (Figure 4.5a), Decision tree (Figure 4.5b),

SVR (Figure 4.5c), Random Forest (Figure 4.5d), and XGBoost (Figure 4.5e). The coun-

tries with the highest and the lowest performance are the same for all algorithms. For

example, the United States (USA) and the United Kingdom (GBR) have high performance

for all algorithms. On the contrary, Moldavia (MDA), Cyprus (CYP), Uruguay (URY),

Estonia (EST), and Gabia (GAB) have low performance for all algorithms. In addition,

the plots illustrate that most countries, such as Pakistan (PAK), Turkey (TUR), Uganda

(UGA), and Sweden (SWE), have high performance for the most effective algorithms,

i.e., for SVR, Random Forest, and XGBoost, and improved performance as compared to

Elastic net and Decision tree.

Therefore, considering that XGBoost provides the best results on average across all

countries, and after controlling the stability of the countries, we focus our analysis on

XGBoost models results. Particularly, we use XGBoost for the deeper analysis that

follows in the next chapters.

4.3 Country models’ performance

To further study and understand the models’ behaviour, we split the countries into three

categories based on their performance for the 1-month-ahead predictions. We consider

high performance models those with Pearson Correlation >= 0.7 and MAPE < 5 (48

countries in total), low performance models those with Pearson Correlation <= 0.2 (26

countries), and we consider the rest of the models as medium performance models (89

countries) [176, 177, 177]. Figure 4.6 presents the countries with high, medium, and
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Fig. 4.5 Stability of countries behaviour. The countries that demonstrate the high-
est and the lowest performance, in this example for the 1-month-ahead predictions, are
the same for all algorithms. For example, the United States (USA) demonstrates high
performance for all algorithms, whereas Moldavia (MDA) demonstrates low performance
for all algorithms. Most countries countries, such as Pakistan (PAK) show improved per-
formance for the most effective algorithms, i.e., for SVR, Random Forest, and XGBoost,
compared to Elastic net and Decision tree.
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low performance for the 1-month-ahead predictions. For example, Uganda (UGA), Pak-

istan (PAK), Turkey (TUR), the United Kingdom (GBR), and Sweden (SWE) are high-

performance models, with a Pearson Correlation > 0.8 (very high). We also observe

medium performance countries, such as Libya (LYB) with high Pearson Correlation and

high MAPE, and India (IND) with low Pearson Correlation and low MAPE. Besides,

there are country models, such as Cyprus (CYP), Estonia (EST), Moldova (MDA), Mon-

golia (MNG), and Romania (ROU), with a negative Pearson Correlation. The reasons for

the low model’s performance could be various, such as the GDELT news coverage or the

under- or over-representation of some countries through the GDELT news. We further

explore the reasons for the countries’ low performance in Section 4.3.2.

4.3.1 High performance models

In this section we present high performance countries’ results. We choose countries with

different military, socio-economic, and political history and current situation, to cover

a variety of scenarios. In particular, we present three of the most powerful countries

(United States, United Kingdom, and Saudi Arabia) since they shape global economic

patterns and influence decision- and policy-making (see, e.g., [178]). Additionally, we use

various sources, such as the official GPI ranking [20], to choose three of the most peaceful

countries (Portugal, Iceland, and New Zealand) and three of the most war-torn countries

(DR Congo, Pakistan, and Yemen).

Table 4.1 reports the models’ performance for the 1-month-ahead up to 6-months-

ahead GPI estimates for the nine selected countries. Overall, 1-month-ahead GPI es-

timates are more accurate than the other estimates, especially with respect to the 6-

months-ahead time horizon estimates. There are countries, such as Portugal, for which

the performance remains stable over all 6 months predictions, and countries like Yemen

for which the performance falls for each additional in future prediction. An explanation to

these different behaviors could be, for example in the case of Portugal, that the military,

socio-economic, and political situation remains stable over time, and therefore the most

important variables contribute to a more accurate prediction even further in the future.

On the contrary, in war-torn countries like Yemen, the country’s situation changes con-

stantly and the variables are not much relevant anymore. For this reason, for Yemen

we also conduct a training with the 36 most recent monthly values (Yemen ∗ in Table

4.1), as opposed to the 72 values used for the rest of the countries’ models. The model’s

performance improves considerably: the mean Pearson Correlation increases from 0.737

to 0.892, the mean MAPE drops from 6.832 to 4.287, and the mean RMSE decreases
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Fig. 4.6 High, medium, and low performance country models. High, medium, and
low performance country models for the 1-month-ahead predictions. There are country
models that show high performance, such as the United Kingdom (GBR), models that
show medium performance, such as Libya (LBY), and models that show low performance,
such as Mongolia (MNG).
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from 0.268 to 0.180. However, we do not observe the same improvement in the models’

performance when decreasing the training set for the other war-torn countries, such as

DR Congo.

Table 4.1 Performance indicators with respect to GPI ground-truth of nine high per-
formance country models. Overall, 1-month-ahead GPI estimates are significantly more
accurate compared to the rest future estimates, especially to the 6-months-ahead time
horizon. For the training of Yemen *, the most recent 36 monthly values are used, as
compared with the rest of the countries’ models that are trained with the most recent 72
monthly values.

Countries
Performance
indicators

Prediction framework Mean

1-month-
ahead

2-months-
ahead

3-months-
ahead

4-months-
ahead

5-months-
ahead

6-months-
ahead

United States
Pearson
MAPE(%)
RMSE

0.876
1.197
0.037

0.838
1.367
0.040

0.813
1.465
0.042

0.782
1.592
0.045

0.750
1.700
0.048

0.710
1.899
0.053

0.795
1.537
0.044

United Kingdom
Pearson
MAPE(%)
RMSE

0.880
0.632
0.015

0.849
0.742
0.017

0.848
0.787
0.017

0.845
0.821
0.018

0.853
0.826
0.018

0.850
0.981
0.020

0.854
0.798
0.017

Saudi Arabia
Pearson
MAPE(%)
RMSE

0.864
3.213
0.089

0.848
3.406
0.094

0.849
3.733
0.101

0.814
4.126
0.111

0.772
4.396
0.119

0.781
4.590
0.123

0.822
3.911
0.106

Portugal
Pearson
MAPE(%)
RMSE

0.876
3.691
0.057

0.868
4.241
0.065

0.868
4.539
0.067

0.838
5.221
0.077

0.835
5.067
0.075

0.820
5.538
0.080

0.851
4.716
0.070

Iceland
Pearson
MAPE(%)
RMSE

0.840
1.867
0.025

0.833
2.014
0.027

0.827
2.114
0.028

0.810
2.256
0.030

0.770
2.283
0.030

0.731
2.367
0.031

0.802
2.150
0.028

New Zealand
Pearson
MAPE(%)
RMSE

0.780
1.444
0.023

0.748
1.538
0.024

0.725
1.633
0.025

0.692
1.651
0.026

0.689
1.741
0.026

0.650
1.793
0.027

0.714
1.633
0.025

DR Congo
Pearson
MAPE(%)
RMSE

0.820
2.409
0.088

0.815
2.792
0.099

0.790
2.856
0.103

0.762
2.899
0.105

0.740
2.957
0.107

0.728
3.120
0.113

0.776
2.839
0.103

Pakistan
Pearson
MAPE(%)
RMSE

0.848
0.749
0.029

0.772
0.858
0.033

0.720
0.922
0.036

0.668
1.006
0.040

0.672
1.052
0.040

0.640
1.036
0.040

0.720
0.937
0.036

Yemen
Pearson
MAPE(%)
RMSE

0.832
5.063
0.207

0.771
6.033
0.243

0.746
6.810
0.267

0.722
7.287
0.283

0.687
7.801
0.300

0.662
7.999
0.309

0.737
6.832
0.268

Yemen ∗
Pearson
MAPE(%)
RMSE

0.953
2.645
0.116

0.945
2.990
0.129

0.934
3.440
0.144

0.922
3.652
0.154

0.908
3.914
0.166

0.898
4.171
0.176

0.892
4.287
0.180

Additionally, Figure 4.7 presents four scatter plots of the real and the estimated GPI

values for the 1-month-ahead predictions. In particular, Figure 4.7a presents the scatter

plot of the real and predicted GPI values of all the countries regardless of their per-

formance, highlighting three high performance models, i.e., Iceland (green data points),

Saudi Arabia (blue data points), and Pakistan (purple data points). The highlighted

countries illustrate their superior performance as compared to other countries. Figure
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4.7b-d present the corresponding scatter plots of the real and predicted GPI values of

Iceland, Saudi Arabia, and Pakistan. The examples of the countries indicate that the

models show high performance for either low, medium, or high GPI values.

4.3.2 Medium and low performance models

There are countries whose models have medium performance (Figure 4.6), such as Colom-

bia and Chile (Pearson Correlation = 0.63 and MAPE = 0.96, and Pearson Correlation

= 0.28 and MAPE = 1.83, respectively, for the 1-month-ahead predictions). To get in-

sights about the reasons behind the medium performance, we further study these country

models.

Colombia ranks in the 11th place out of 163 countries on the list presenting the eco-

nomic cost of violence ranked by percentage of GDP. Particularly, its economic cost of

violence is 169,517.8 (in million 2019 PPP U.S. dollars) [20]. Thus, in line with the study’s

purposes, it would be important to at least understand and explain the reasons that drive

the model to have a medium performance. Figure 4.8 presents Colombia model predic-

tions, with respect to the real GPI score. Colombia has been pursuing peace since 1964.

We have therefore selected a sample of important events to show how well our model is

capturing peacefulness fluctuations and why predictions may vary compared to the real

GPI score.

In January 2015, President Santos said the government was ready for a bilateral cease-

fire with Farc, after welcoming Farc’s December unilateral ceasefire. The estimated GPI

captures the decrease of GPI, as opposed to the real GPI that continues increasing. In

March 2016, the government and Farc delayed the signing of a final agreement. In this

case, the estimated GPI adequately captures the GPI increase compared to GPI that

decreases. Similarly, in September 2016, the government and Farc signed a historic peace

accord. The estimated GPI is correctly decreased this month, as compared to the real

GPI that continues increasing. Last, in August 2019, the Farc rebel group commander

defied 2016 peace agreement and calls on supporters to take up arms again. The GPI

score should increase and Colombia model adequately on time captures this peace fluc-

tuation as compared to the real GPI that continues decreasing. The reason that the real

GPI score does not depict these peacefulness changes is because it is a monthly index

upsampled from a yearly index. Therefore, some small changes are smoothed out on the

real index or if important ones are depicted later on the next year (see Section 3.2.1 for

further details on the upsampled GPI).

In addition to Colombia, we choose to further analyse Chile to get a better under-
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Fig. 4.7 Scatter plots of the real and estimated GPI values. (a) Scatter plots of
the real and estimated GPI values for all country models, (b) Real versus estimated GPI
values for Iceland (b), Saudi Arabia (c), and Pakistan (d).
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Fig. 4.8 Colombia predictions, with respect to the real GPI score. Colombia 1-
month-ahead predictions (blue curve), with respect to the real GPI score (orange curve).
The estimated GPI score adequately captures the changes in peace in January 2015,
March 2016, September 2016, and August 2019, as compared to the real GPI score.

standing of its medium performance. Based on the 2020 GPI report [20], Chile has its

lowest levels of peacefulness since the inception of the GPI. Figure 4.9 compares Chile’s

model predictions with the real GPI score, showing that the predictions curve follows the

real GPI curve till March 2019. In March 2019, we observe the real GPI score increasing

abruptly till March 2020, and the predictions curve does not follow the real GPI score till

October 2019. In October 2019, Chile was rocked by mass protests at economic inequality,

prompted by a subsequently-reversed rise in Santiago metro fares. The estimated GPI

score, in contrast with the real one, captures this score increase in adequate time. The

reason that the real GPI score anticipates this increase may be the fact that the GPI score

is yearly and upsampled to a monthly index. Therefore it depicts the abrupt peacefulness

turbulence already from March 2019.

We also deepen the analysis to find out the reasons that drive some country models

to show low performance. To control to what extent these countries are covered from the

GDELT news, we investigate if there is any correlation between each country’s average

yearly news and model’s performance. Figure 4.10a demonstrates that the Pearson corre-

lation between the two is very low. In addition, we investigate if there is any correlation

between each country’s number of the monthly news and model’s monthly performance.

Figures 4.10b presents Portugal, a high performance model, and 4.10c and 4.10d present

two low performance models Zambia, and Moldova, respectively. All figures demonstrate

50



2015 2016 2017 2018 2019 2020
1.60

1.65

1.70

1.75

1.80
G

P
I 

s
c
o
re

Oct 2019
Chilean protests

begin

GPI score 1-month-ahead predictions

Chile

Fig. 4.9 Chile predictions, with respect to the real GPI score. Chile 1-month-
ahead predictions (blue curve), with respect to the real GPI score (orange curve). The
estimated GPI score adequately captures the disturbance in peace in October 2019, that
the Chilean protests begun, as compared to the real GPI score.

that the Pearson correlation between each country’s monthly number of news and model’s

monthly performance is very low.

Another possible explanation for some countries low performance, which could be

further explored, is that some countries might be under-represented through the GDELT

news or even over-represented [23]. For example, a lot of United States news media, which

is the strongest player in the media industry, are tracked by GDELT. The United States

news in the English language might not cover well events happening in foreign countries

or non-English speaking countries. Additionally, news media could introduce further

biases in the study. First, they sometimes misrepresent reality. For example, they give a

distorted version of the crimes within a city with a significant bias towards violence [179].

Second, news media datasets contain the gatekeeping bias, i.e., the journalists decide on

which event to publish, the coverage bias, related to the over-coverage or under-coverage

of an event, and the statement bias, i.e., when the content of an article might be favorable

or unfavorable towards certain events [135].
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Zambia’s monthly news and the monthly ab-
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Fig. 4.10 GDELT news coverage and countries’ performance. The average yearly
news and all the model’s performance are not correlated. Similarly, the total monthly news
and the monthly absolute percentage error are not correlated for neither high performance
models, such as Portugal, nor for low performance models, such as Zambia and Moldova.
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Chapter 5

Understanding peace

In this chapter, we mainly focus on the RQ2, i.e., to explain peace and its determinants.

To tackle this task, we conduct variable importance analysis, and we apply explainable

AI methodologies for high performance models.

5.1 Variable importance via Gain

The most important variables that the model uses for the predictions can help interpret the

results of the models. There are multiple ways of analysing the variable importance. XG-

Boost performs variable selection and provides variable importance through the method

called Gain, i.e., the average improvement in model fit each time a variable is used in

the trees. A variable’s higher value of this metric when compared to another variable’s

value implies it is more important for generating a prediction. At every training phase, a

Gain value is assigned to each variable, capturing its contribution to the accuracy of the

prediction.

Considering that we apply a rolling methodology for the training of the models (Section

4.1), we obtain 72 different Gain values for each variable in each of the 72 training phases.

Therefore, to find out the average importance for each variable over all training processes,

we calculate the arithmetic mean of each variable’s Gain values. We define this arithmetic

mean as Importance and identify the most important variables per country, on average,

for all GPI predictions. We apply the same process to estimate the Importance of each

variable for the rest of the models as well.

In Figures 5.1, 5.2, 5.3, we present the top 10 variables of the United States (powerful

country), Portugal (peaceful country), and Pakistan (war-torn country), respectively. For

the United States, the most important variables are related to military engagements,

weapons, ethnic cleansing, assassinations, as well as cooperations, forgiveness, relations,
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and agreements (Figure 5.1). These variables illustrate a profile of a strong player in the

military economic and political foreground.
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Importance

De-escalate military engagement
Employ aerial weapons

Engage in material cooperation
Forgive

Reduce relations
Engage in ethnic cleansing

Cooperate economically
Disapprove

Attempt to assassinate
Sign formal agreement

United States - Average variable importance

Fig. 5.1 Average variable importance for the United States. Average variable im-
portance for the United States, a powerful country, calculated through the Gain method.
The variables are related to military engagements, weapons, ethnic cleansing, assassina-
tions, as well as cooperations, forgiveness, relations, and agreements.

For Portugal, the most important variables are related to visits, administrative sanc-

tions, symbolic, cooperations, and aids, as well as criticisms or denouncements, arrests,

detains or charges with legal action, and fights with small arms or light weapons (Figure

5.2). Apart from the latter, the rest of the variables reveal a peaceful country profile for

Portugal. On the other hand, Figure 5.3 presents the most important variables for Pak-

istan, illustrating a war-torn country profile. Specifically, Pakistan’s variables are related

to the use of conventional military force, fights with artillery and tanks, reductions of aids,

lawsuits, rejection of requests or demands for political reforms, denial of responsibility,

strike or boycott, as well as consults, and diplomatic recognition.

Overall, we observe that variable importance analysis confirms the categorization of

the countries presented in Table 4.1 into powerful, peaceful, and war-torn since it reveals

the profile of each country.

In addition, we select the three most important variables (top3) of each high-performance

country and we control their frequency in the top3 of all high performance countries. Fig-

ure 5.4 presents the frequency of each variable in the top3 most important variables overall

countries. We observe that the most frequent most important variable is “Appeal” , which

is selected from 11 country models. “Criticize or denounce” is the second most frequent

and “Make a visit” is the third most frequent most important variable, which are selected

for 10 and 9 country models, respectively.
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Fig. 5.2 Average variable importance for Portugal. Average variable importance
for Portugal, a peaceful country, calculated through the Gain method. The variables are
related to visits, administrative sanctions, symbolic, cooperations, and aids, as well as
criticisms or denouncements, arrests, detains or charges with legal action, and fights with
small arms or light weapons.
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Pakistan - Average variable importance

Fig. 5.3 Average variable importance for Pakistan. Average variable importance
for Pakistan, a war-torn country, calculated through the Gain method. The variables are
related to the use of conventional military force, fights with artillery and tanks, reduc-
tions of aids, lawsuits, rejection of requests or demands for political reforms, denial of
responsibility, strike or boycott, as well as consults, and diplomatic recognition.
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Fig. 5.4 Comparison of countries’ variable importance. The frequency of the
variables in the three most important variables overall countries. We observe that the
most frequent most important variable is “Appeal” , which appears in the top3 for 11
countries.

Furthermore, Figure 5.5 presents the most important variables overall countries, as

shown in Figure 5.4, and examples of countries which include or do not include each

variable in their top3 most important variables. We notice that Iceland (ISL) and Por-

tugal (PRT) have the same top3 most important variables, i.e., “Appeal”, “Criticise or

denounce”, and “Make a visit”. This could be explained by the fact that, on average,

Iceland and Portugal are between the most peaceful countries in the world, and they both

have a low GPI score (they are represented by the blue square points). Additionally, we

observe that New Zealand (NZL) and Peru (PER) have two common variables in the top3

variable list, i.e., “Appeal” and “Criticise or denounce”. New Zealand is more peaceful

than Peru since the average GPI value of the former is lower than the latter (they are

represented by blue and orange square points , respectively). This demonstrates that the

same variable for different country profiles might be related to different in nature events.

For example, the variable “Appeal” for the New Zealand might be related to appeal for

diplomatic cooperations or for intelligence cooperations. The same variable for Peru could

be related to appeals for military cooperation or aid since very often conflictual events

take place in the country. Last, it is interesting to notice that there are variables, such

as “Appeal” that are mostly found in the top3 of medium GPI countries (orange squared

points), whereas there are variables such as “Criticise or denounce” and “Impose admin-

istrative sanctions” that are mostly found in the top3 of low GPI countries (blues squared
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point) or variables, such as “Use unconventional military force” that are found in the top3

of medium and high GPI countries (orange and red squared points, respectively). Besides,

there are variables, such as “Provide economic aid” which are found in the top3 of either

low, medium and high GPI countries (blue, orange and red squared points, respectively).

Fig. 5.5 Most important variables overall countries. The most important variables
overall countries, as well as the countries which include or do not include the variables in
their top3 variable importance list. The color of the squared points represents the level
of the GPI score.

5.2 Variable importance via SHAP

As explained above there are various methods for variable importance analysis. In Section

5.1 we present the Gain approach, which calculates the variable importance through the

Gain method. In this section we present the variable importance calculated through

the SHAP method (see Section 3.5). In particular, we demonstrate how SHAP method

can significantly contribute not only to the better interpretability of the model results,

but also to the explanation of the models’ behaviour and of the large estimation errors

produced. Both methods calculate global variable importance and can therefore reveal the

countries’ profile. However, SHAP provides local interpretability which stands between

its advantages and it cannot be provided by the Gain method (we provide a comparison

of the two methods in Appendix C).

To conduct the in-depth analysis we select to study four countries: (i) Saudi Arabia

(Section 5.2.1), (ii) Yemen (Section 5.2.2), (iii) United Kingdom (Section 5.2.4), and (iv)

the United States (Section 5.2.3).
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5.2.1 Saudi Arabia

Based on the G20 list of countries [178], Saudi Arabia is one of the most powerful countries

in the world in terms of military alliances, international alliances, political influence,

economic influence, and leadership. Consequently, for our research purposes, it is of great

interest.

Figure 5.6 presents the percentage error of Saudi Arabia for the 6-months-ahead GPI

estimations. The performance is high, even for the 6-months-ahead GPI predictions, and

the percentage error varies, in absolute values, from 4.05% to 11.38%. A positive per-

centage error indicates that the estimated GPI is higher than the real GPI, and therefore

the model overestimates the monthly value. On the contrary, a negative percentage error

illustrates that the estimated GPI is lower than the real GPI, and thus the model under-

estimates the monthly value. We obtain the largest negative percentage error for the GPI

estimation for October 2018.
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Fig. 5.6 Percentage error for the Saudi Arabia model. Percentage error of Saudi
Arabia for the 6-months-ahead GPI estimations (blue curve). The performance is very
high and the percentage error varies, in absolute values, from 4.05% to 11.38%. We obtain
the largest negative percentage error for the GPI estimation for October 2018 (vertical
dashed red line).

The analysis of the feature importance through SHAP reveals the country’s profile

and help understand the largest model errors. Figure 5.7 shows the global feature impor-

tance plot that orders the variables based on their importance in the estimation of the

GPI score. Each importance is calculated by combining many local explanations, and the

model is trained between May 2012 to April 2018. The feature importance shows the pro-

file of a powerful country in military, socio-economic and political terms: the important

variables are related to embargo, boycott, or sanctions, diplomatic relations, mediations,
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economic cooperations, and appeals for aid, fights with military arms, military engage-

ment, assaults, and endorsements. In Figure 5.7, we observe that “Fight with artillery and

tanks” and “Appeal for aid” are among the most important variables for Saudi Arabia.

This is reasonable, as they these GDELT variables could correspond to the “Volume of

Transfers of Major Conventional Weapons, as recipient (imports) per 100,000 people” and

the “Financial Contribution to UN Peacekeeping Missions” GPI indicators, respectively.

0.000 0.002 0.004 0.006 0.008 0.010 0.012
mean(|SHAP value|) (average impact on model output magnitude)

Cooperate economically
Physically assault

Appeal for aid
Praise or endorse

Express intent to mediate
De-escalate military engagement

Employ aerial weapons
Fight with artillery and tanks

Reduce or break diplomatic relations
Impose embargo, boycott, or sanctions

Saudi Arabia - Variable importance

Fig. 5.7 Global variable importance plot for Saudi Arabia. Global feature impor-
tance plot for Saudi Arabia. The barplot orders the variables based on their importance
in the estimation of the GPI score. Overall, we show that the variables demonstrate a
profile of a powerful country in military, socio-economic, and political terms.

To better explain why the model has the worst performance in October 2018, we show

the individual SHAP plot for Saudi Arabia, which indicates the most important variables

that the model uses for the GPI estimation of October 2018 (Figure 5.8). The model

output value is 2.12, and it corresponds to the 6-months-ahead prediction. The base

value is smaller than the estimated GPI, and it is the value that would be predicted if

the variables for the current output were unavailable. The red arrows are the variables

that push the GPI estimation higher (to the right), and those blue push the estimation

lower (to the left). Considering that this month the model underestimates the GPI value

(see Figure 5.6), we focus on the variables that push the GPI estimation lower. The

most important variables to October 2018’s prediction are “Cooperate economically” and

“Appeal for aid”, although they are 10th and 8th respectively in the model’s overall

ranking of importance (see Figure 5.7). In October 2018, the journalist Jamal Khashoggi

was assassinated at the Saudi consulate in Istanbul, Turkey. This event provoked a
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Fig. 5.8 Individual SHAP Value plot for Saudi Arabia. Individual SHAP Value
plot for Saudi Arabia. It presents the model output value, i.e., the estimation of the GPI
for October 2018, and the base value, which is the value that would be predicted if the
variables for the current output were unavailable. The plot also displays the most impor-
tant variables that the model uses for the estimation, such as “Cooperate economically”
and “Appeal for aid”. The red arrows are the variables that push the GPI estimation
higher, and the blue ones push the estimation lower.

series of news on the topics mentioned above in Saudi Arabia. Figure 5.9 presents Saudi

Arabia model predictions with respect to the real GPI score and the variable “Cooperate

economically”. This variable shows an abrupt increase in October 2018 and pushes GPI

prediction lower, showing a more peaceful month. Similarly, Figure 5.10 shows an abrupt

increase of the variable “Appeal for aid” in October 2018 and drives the prediction lower,

showing a more peaceful month. Considering that the assassination of the journalist is a

negative event, one would expect a less peaceful month. However, looking at the news,

the articles discuss possible spills into oil markets and economic cooperation between

Saudi Arabia and other countries, such as the United States, in an attempt to overcome a

dispute over Khashoggi. In addition, the news is also concentrated on the investigation of

the Khashoggi case, such as Amnesty International asking for a United Nations inquiry.

Therefore, considering that the variables “Cooperate economically”, and “Appeal for aid”

have a negative relationship with GPI (see Figure 5.9, and 5.10 respectively) the model

underestimates the monthly value. Therefore, we observe that through the eyes of the

world news, the presentation of peace is not always at the level we would intuitively

expect.
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Fig. 5.9 Saudi Arabia predictions, with respect to the real GPI score, and
the variable “Cooperate economically”. Saudi Arabia 6-months-ahead predictions
(orange curve), with respect to the real GPI score (blue curve), and the variable “Coop-
erate economically” (green curve). This variable pushes the model to underestimate the
monthly value in October 2018 (vertical dashed black line). The reason for this error is
the assassination of Jamal Khashoggi in this specific month.
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Fig. 5.10 Saudi Arabia predictions, with respect to the real GPI score, and
the variable “Appeal for aid”. Saudi Arabia predictions (orange curve), with respect
to the real GPI score (blue curve), and the variable “Appeal for aid” (green curve). This
variable pushes the model to underestimate the monthly value in October 2018 (vertical
dashed black line). The reason for this error is the assassination of Jamal Khashoggi in
this specific month.
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5.2.2 Yemen

Based on the official GPI ranking [156], Yemen is one of the most war-torn countries in

the world. Thus, for the current research purposes, it would be interesting to understand

in-depth the model’s behavior for such a country’s profile.

For all country models, the training dataset has 72 values (six years). The situation in

Yemen constantly changes due to the Civilian War that broke out in September 2014. The

change of peacefulness in the country is depicted in the real GPI value, which abruptly

increases in 2015 (see [156]). Therefore, as explained in Section 4, it makes sense to

shorten the training data from the most recent six years to three years to use more

representative data for the prediction. Therefore, six years of training data related to

the pre-war period would not be useful for the model to predict peace after the start of

the war, since the No. events related to the military, economic, and political situation of

the country changes. By decreasing the training set to three years and using the rolling

methodology, the model throws the pre-war historical data more quickly and learns from

the most recent and relevant data related to the post-war period. Therefore, for Yemen we

use data from March 2015 to March 2020 to understand the model’s behavior during the

Civil War period. Additionally, we study the 1-month-ahead predictions for the Yemen

XGBoost model.
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Fig. 5.11 Percentage error for Yemen. Percentage error for Yemen for the 1-month-
ahead GPI estimations (blue curve). The percentage error varies, in absolute values, from
0.07% to 3.18%. We obtain the largest negative percentage error for the GPI estimation
in June 2018 (vertical dashed red line).

Figure 5.11 presents the percentage error for 1-month-ahead GPI estimations from

March 2018 to March 2020 with a training period of 36 months. The model has a high

performance, with a low percentage error that varies from 0.07% to 3.18% with a median
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value of 1.66%. We obtain the largest negative percentage error (underestimation of GPI)

for June 2018.

Figure 5.12 presents the global feature importance plot, which orders the variables

based on their importance in the estimation of the GPI score. Each variable importance

is calculated through SHAP, with a training period from June 2015 to May 2018. Since

each variable importance is calculated with the combination of many local explanations,

the plot can give us an overview of the situation in Yemen relevant to the GPI estima-

tion and a general understanding of the model’s behavior. Overall, the most important

variables reveal a war-torn country profile: they are related to military aid, territory

occupation, bombing, as well as negotiations, discussions, yields, visits, international in-

volvements, and consults. In Figure 5.12, “Conduct non-military bombing” is among the

most important variables. This is reasonable since this GDELT variable could correspond

to the “Volume of Transfers of Major Conventional Weapons” GPI indicator.
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Fig. 5.12 Global feature importance plot for Yemen. Global feature importance
plot for Yemen. The barplot orders the variables based on their importance in the estima-
tion of the GPI score. Overall, we show that the variables mostly demonstrate a country
with a war-torn profile.

Similarly to Saudi Arabia, we analyze at a local level to deeply understand why the

model produces the highest percentage error in June 2018. Figure 5.13 presents the

individual SHAP value plot, revealing the variables that drive the prediction in June 2018.

The model output value is 3.23, and it corresponds to the 1-month-ahead prediction. The

base value is the GPI value that would be predicted if the variables for the current output

were unavailable. The red arrows represent the variables that push the GPI estimation
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higher, i.e., “Conduct non-military bombing”. The blue arrows represent the variables

that push the GPI estimation lower, i.e., “Discuss by telephone” and “Provide military

aid”. Considering that in June 2018 the model underestimates the monthly value (see

Figure 5.11), we focus our analysis on the latter variables.

Fig. 5.13 Individual SHAP Value plot for Yemen. Individual SHAP Value plot for
Yemen. It presents the model output value, i.e., the estimation of the GPI for June 2018,
and the base value, which is the value that would be predicted if the variables for the
current output were unavailable. The plot also displays the most important variables that
the model uses for the estimation, such as “Discuss by telephone” and “Provide military
aid”. The red arrows are the variables that push the GPI estimation higher, and the blue
ones push the estimation lower.

In June 2018, the number of events on “Discuss by telephone” is 55, higher than the

median value (14) of the previous three years. Similarly, the number of events on “Provide

military aid” is 121, higher than the median value (72) of the previous three years. In

June 2018, the United Arab Emirates Armed Forces (UAE) announced a pause to the

military operations on 23 June 2018, because of UN-brokered talks. This is depicted in

the increase of the news on “Discuss by telephone”. In addition, the United States turned

down UAE request for aid in the offensive against rebel-held Yemeni port, thanks to the

UN efforts. This denial has been discussed a lot on the news, which explains the increase

of the news on “Provide military aid”.

Figure 5.14 and Figure 5.15 show that the variables’ higher monthly value and their

mostly negative relationship with the GPI drive the model to underestimate the monthly

value in June 2018. In other words, the model’s behavior reveals that this month the GPI

value should be lower, and consequently, June 2018 results more peaceful that it really was.

On the one hand, the model makes a wrong prediction, resulting in the largest percentage

error. On the other hand, the model might give an interesting signal: although Yemen

is involved in constant conflicts, June 2018 results more peaceful since the UN-brokered
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ceasefire agreement managed the withdrawal of the warring parties from Al Hudaydah in

Yemen. Although we notice additional abrupt increases of the two variables’ values, e.g.,

in November 2020 (Figure 5.14 and Figure 5.15), the model does not reproduce an abrupt

decrease of the GPI. Consequently, the model shows its power to learn from its mistakes.
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Fig. 5.14 Yemen predictions, with respect to the real GPI score and the vari-
able “Discuss by telephone”. Yemen 1-month-ahead predictions (orange curve), with
respect to the real GPI score (blue curve) and the variable “Discuss by telephone” (green
curve). This variable pushes the model to underestimate the monthly value of June 2018.
The reason for this error is the increase of the news on the topic in this specific month.

5.2.3 United States

The United States is considered the most powerful country in the world [178]. The United

States model has a high performance (see Table 4.1) and can provide policy-makers and

peacekeepers with useful insights into the country’s peacefulness before the real GPI score

becomes available.

Figure 5.16 shows the most important variables for the training period between April

2014 and March 2020. Overall, these variables indicate a country profile of a strong player

in the military, socio-economic, and political foreground. The most important variable

is related to aerial weapons, and it mainly concerns events that take place overseas.

Additionally, the rest of the variables are mostly related to fights with small arms, military

de-escalations, embargoes, threats, protests, cooperations, and relations. In Figure 5.16,

we observe that “Employ aerial weapons”, “Fight with small arms and light weapons”,

and “Protest violently, riot” are among the most important variables for the United States.
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Fig. 5.15 Yemen predictions, with respect to the real GPI score and the vari-
able “Provide military aid”. Yemen 1-month-ahead model predictions (orange curve),
with respect to the real GPI score (blue curve) and the variable “Provide military aid”
(green curve). This variable pushes the model to underestimate the monthly value in
June 2018 (vertical dashed black line). The reason for this error is the increase of the
news on the topic in this specific month.

This is reasonable as these GDELT variables could correspond to GPI indicators “Nuclear

and Heavy Weapons Capabilities”, “Ease of Access to Small Arms and Light Weapons”,

and “Likelihood of violent demonstrations”, respectively. Last, we compare the variables

in Figure 5.16 with the ten variables that have the largest share over all news (see Table

3.2 in Section 3.2.2). None of the variables that have the largest share over all news is

among the most important variables for the United States. This confirms that the model

is not biased to learning only from the variables with the largest share, but it selects the

variables that adequately serve for making the peacefulness prediction.

We now focus on the murder of George Floyd, which took place on May 25, 2020.

Several protests followed this event at the end of May and for the whole of June 2020,

provoking an amount of news concentrated on the topic. Figure 5.17 shows the local

SHAP explanation for the prediction of June 2020. The estimated GPI (3-months-ahead

prediction) is 2.30, indicating that the GPI value will remain stable in June 2020 compared

with the last ground-truth value on March 2020 (2.31) and the median GPI value of the

previous three years (2.34). Particularly, “Protest violently, riot” is the variable that

pushes the GPI estimation the lowest. Indeed, in June 2020, the news was concentrated

on a series of protests, followed by the murder of George Floyd against police brutality and

racism. This variable pushes for a more peaceful month since it has a negative relationship
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Fig. 5.16 Global variable importance plot for the United States. Global variable
importance plot for the United States. The barplot orders the variables based on their
importance in the estimation of the GPI score. Overall, we show that the variables
indicate a country profile of a strong player in the military, socio-economic, and political
foreground.

Fig. 5.17 Individual SHAP Value plot for the United States. Individual SHAP
Value plot for the United States. It presents the model output value, i.e., the estimation
of the GPI for June 2020, and the base value, which is the value that would be predicted
if the variables for the current output were unavailable. The plot also displays the most
important variables that the model uses for the estimation, such as “Protest violently,
riot”. The red arrows are the variables that push the GPI estimation higher, and the blue
ones push the estimation lower.
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with the GPI. It seems that protesting in the United States contributes to the improvement

of various socio-political situations, and as a consequence to peace-building.

The rest of the variables displayed in Figure 5.17 have lower values than their corre-

sponding median values of the training period, confirming that the news of the month

was concentrated on the United States racial unrest and the Black Lives Matter move-

ment. We point out that, in this particular prediction, the most important variable for the

overall training period, i.e., “Employ aerial weapons” (Figure 5.16) has a less important

contribution to the model output as compared with the variable “Protest violently, riot”.

This proves the power of SHAP in identifying the role of each variable for every single

prediction.

5.2.4 United Kingdom

Similar to the United States and Saudi Arabia, based on the list of G20 [178], the United

Kingdom is considered one of the most powerful countries in the world. It is hence

interesting for the European social policy-making to anticipate the level of peacefulness

after the last ground-truth data, i.e., after March 2020.

Here we focus on the GPI prediction for July 2020, where various restrictions related

to Covid-19 and the civilians’ protection were announced. Figure 5.18 presents the global

feature importance plot for a training period from April 2014 to March 2020. The figure

highlights a country where various socio-political events occur: the important variables

are mostly related to strikes or boycotts, appeals, negotiations, yields, relationships, and

sanctions. “Engage in political dissent” is among the most important variables for the

United Kingdom (Figure 5.18). This is reasonable as this variable could correspond to

the GPI indicator “Likelihood of violent demonstrations”.

To study peacefulness in July 2020, we need to deep into the analysis at a local level.

Figure 5.19 presents the individual SHAP value plot for the United Kingdom: the GPI

value is 1.8, and it is the model output value for the 4-months-ahead prediction. The

GPI value in July 2020 is slightly higher than the last ground-truth value (1.77), and it

is stable compared to the median GPI value of the previous three years (1.8).

The most important variables that push the GPI value higher are “Express intent to

meet or negotiate” and “Conduct strike or boycott”. The former variable’s value is 9447,

which is lower than the median value of the previous six years (12,026), and the latter

variable’s value is 120, which is slightly lower than the median value of the previous six

years (126). These results show that lower values of the aforementioned event categories

decrease internal peace in the United Kingdom. The decrease in the events of these
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Fig. 5.18 Global variable importance plot for the United Kingdom. Global
variable importance plot for the United Kingdom. The barplot orders the variables based
on their importance in the estimation of the GPI score. Overall, we show that the variables
mostly demonstrate a country where various socio-political events occur.

Fig. 5.19 Individual SHAP Value plot for the United Kingdom. Individual
SHAP Value plot for the United Kingdom. It presents the model output value, i.e., the
estimation of the GPI for July 2020, and the base value, which is the value that would be
predicted if the variables for the current output were unavailable. The plot also displays
the most important variables that the model uses for the estimation, such as “Express
intent to meet or negotiate” and “Conduct strike or boycott”. The red arrows are the
variables that push the GPI estimation higher, and the blue ones push the estimation
lower.

categories could be due to Covid-19 restrictions or due to the news concentrated on the

Covid-19 pandemic. Besides, the blue arrows represent the variables that push the GPI

estimation higher. In particular, “Impose administrative sanctions” and “Employ aerial

weapons” are the variables that drive the GPI prediction lower. The former’s value in July
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2020 is 3451, and it is higher than the variable’s median value of the previous six years

(2590). The news related to “Impose administrative sanctions” regard discussions on

restrictions due to the pandemic, despite the easing of the lockdown. Additionally, many

articles discuss the ban to Huawei from the 5G network due to security risks and the ban

on junk food advertising and promotion in-store. Consequently, the model has learned

that although “Impose administrative sanctions” events restrict people, the deeper aim

of the restrictions is to protect them and promote their well-being. Last, the variable

“Employ aerial weapons” value is much lower than the median value of the previous six

years (167) and therefore pushes the GPI value lower. This variable is referred to overseas

events that the United Kingdom is involved. The decrease in its value might demonstrate

that the news does not discuss it due to previous de-escalations or due to the fact that

the news is concentrated on other topics.

5.3 A tool for exploring countries’ peace and its de-

terminants through time

Our research is preeminently addressed to policy-makers. Therefore, it is crucial to com-

municate effectively our results in policy-making systems, and to understand how policy-

makers process evidence and the environment in which they operate. Combining psy-

chology and policy-studies, underline that the first step, for an adequate communication

with policy-makers, is to “Understand your audience and tailor your response” [180].

Policy-makers should not be bombarded with evidence: they have too much information

to process, and they use heuristics to filter information to make decisions quickly. It is

therefore important to decode and synthesise the results produced from a research to help

you tailor it to the ways in which policymakers demand and understand information.

Following the same path, for the current research, we created a dashboard that synthe-

sises the most crucial information for the policy-makers, avoiding complicated academical

data visualisation, and thus minimising the cognitive load. Telling the story of our results

produced through this dashboard aims to maintain the messages clear and coherent, pro-

viding time for processing and reflection, with the use of specific examples. We provide

the link of the dashboard in http://experiments.sobigdata.eu/gpi_prediction/ 1.

In our dashboard, the user can choose the date and the country of interest to explore

its peace. Figure 5.20 presents the example of Brazil for the October 2019 (the square

bullet point is colored in dark grey). On the left side of the dashboard (Figure 5.20),

1The code for the creation of the dashboard can be find in https://github.com/danielefadda/gpi_

dashboard
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the user observes the map. The country selected, Brazil, is colored in dark grey. In

October 2019, its predicted GPI is 2.228 and the real GPI is 2.342. On the right side

of the dashboard (Figure 5.20), the user observes the plot depicting the real versus the

predicted GPI for all dates, and can extract information for the percentage error. On the

yellow area of the plot, which is zoomed in below as well, the user is informed for the

predicted GPI for the dates the real GPI is not available yet.

Fig. 5.20 The example of Brazil on the dashboard.The example of Brazil for
October 2019. On the left side of the Figure the user observes the map. On the right side
the user observes the plot depicting the real versus the predicted GPI for all dates, and
can extract information for the percentage error. On the yellow area of the plot, which is
zoomed in below as well, the user is informed for the predicted GPI for the dates the real
GPI is not available yet.

Figure 5.21 presents additional capabilities of the dashboard. On the left side, we ob-

serve the world divided in regions and the clickable country buttons. This is an alternative

to the map, particularly for countries that are not easy to look for on the map. On the

right side, a user can find the prediction error for all GPI predictions (Figure 5.21). The

variable importance plot illustrates to the user the most important factors that influence

the GPI prediction for the selected date.

Last, the dashboard provides the user with all the information which might be useful.

For example, the github repository for code reproducibility, the most important references

of the study, as well as with answers for a list of frequently asked questions, such as where

the scientific papers can be found.
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Fig. 5.21 The example of Brazil on the dashboard. Additional capabilities of the
dash board. On the left side of the plot we observe the world divided in regions and the
clickable country buttons. This is an alternative to the map, particularly for countries
that are not easy to look for on the map. On the right side a user can find the prediction
error for all GPI predictions. In addition, the variable importance plot illustrates to the
user the most important factors that influence the GPI prediction for the selected date.

Fig. 5.22 Additional information on the dashboard. The user can find the link of
the official code, the references, and frequently asked questions on the dash board.
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Chapter 6

Conclusion

New technologies are becoming crucial in well-being research, offering many opportunities

to advance it further. In particular, new digital data streams harnessed with AI techniques

allow for predictive analytics to enhance early warning about emerging global challenges

related to well-being, such as conflicts and operational risks, cost- and time-effectively.

This thesis starts with the conduction of an extensive literature review on well-being.

We introduce the theoretical background of well-being and present the corresponding

dimensions. This in-depth literature review shows that one of the most emerging well-

being dimensions is safety, closely interrelated with peace. We then present the novel

digital data sources used to capture peace, peace- and safety-related determinants and

the corresponding studies conducted on the topic. This analysis reveals that although

new technologies have been increasingly acknowledged as critical tools to foster peace

[181, 182], research on AI for peace is still at the very beginning.

Given those mentioned above, the main aim of the thesis is to capture peace though the

GPI using novel digital and AI tools. To tackle this task, we exploit GDELT, a database

containing digital news related to socio-political events, and we use AI techniques to mea-

sure the monthly GPI values. Measuring the GPI at a monthly level indicates trends

at a much finer scale than it is possible with the yearly official measurements, capturing

month-to-month fluctuations and significant events that would be otherwise neglected.

In addition, we estimate the GPI values from 1-month-ahead up to 6-months-ahead for

163 countries worldwide, with different socio-economic, political, and military profiles.

We observe that there are countries for which the model performance is high, while for

others, the model performance is medium or low. In particular, we aim to demonstrate

that GDELT is a good proxy for estimating the GPI values. For this reason, we conduct

in-depth analysis on the models that strongly confirm this hypothesis, i.e., country models

with high performance. Among others, we select Saudi Arabia, Yemen, the United States,
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and the United Kingdom, and we apply explainability techniques, i.e., the SHAP method-

ology. This allows us to explain the countries’ peace and the determinants of peace. We

also obtain a general explanation of each model’s most important GDELT variables, in-

dicating the profile of each country. For example, the most important variables for the

Yemen model are related to military aid, territory occupation, bombing, negotiations,

discussions, yields, visits, international involvements, and consults, revealing a war-torn

country profile. Additionally, we use explainable AI techniques to provide local explana-

tions of the models’ behavior to understand how the contribution of the most important

variables changes for each specific prediction. This analysis allows us to explain the errors

in the predictions and identify the events that drive the errors.

There are some aspects of our study that we should take into consideration. Consider-

ing that GPI is a yearly index, we upsampled its yearly values linearly to monthly values.

The linear upsampling is an assumption since the monthly data generated do not corre-

spond to the real monthly value, which might add bias to the models’ results. In addition,

from a statistical point of view, upsampling the GPI data with linear estimates, which do

not correspond to the true values, increases the observations compared to the available

observations. This might wrongly increase the confidence of the models’ results, for ex-

ample, by biasing confidence intervals [183]. Alternatively, another assumption could be

to increase the frequency of GPI through stochastic differential equation (SDE) methods

[184], a more complex methodology than simple linear interpolation. Considering that

both solutions are assumptions and that our main goal is to demonstrate that monthly

peace can be captured through the news data, we choose the simplest one. Future studies

could deepen the analysis by trying different upsampling methodologies. An alternative

solution could be replacing GPI with a monthly index, which would not require upsam-

pling.

Additionally, news media might introduce biases. Consequently, these biases might

influence the models’ results. Any bias could drive the models to show low performance

in predicting the GPI value. Therefore, future research could study, for example, in-depth

the representativeness of GDELT news, as some countries might be under-represented or

over-represented, which could help to explain why some models fail to demonstrate high

or at least medium performance.

Another line of future research lies in analyzing the results per country. One approach

to improve the models’ performance is to change the training data length based on the

history of the country, usually depicted on the GPI. For example, as we show for Yemen,

the performance improves by changing the training data from the most recent 72 months

to the most recent 36 months.
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Furthermore, additional independent variables could be added to the models to im-

prove the performance of our models. For example, we conduct a preliminary analysis by

adding a 12-months-lagged GPI to the XGBoost country models. This variable improves

the models’ performance since it incorporates feedback effect to the models over time (see

Appendix D for more details on the results). We also conduct another preliminary anal-

ysis by adding a salience variable to the XGBoost models. This variable could illustrate

whether the global news is concentrated on a specific country for a certain month. Results

demonstrate that the countries’ performance slightly improves (see Appendix E for more

details on the results). Future studies could dig deeper into these aspects.

Moreover, as explained in Section 3.2 some GDELT event categories might not be

present in the news of a country. Other data sources, such as ACLED news data [136]

or social-media data, such as Twitter data, could be combined with the GDELT data to

help overcome this limitation.

Also, future work could engage peace experts, such as peace-makers, to provide domain

expert interpretations of the models’ results. For example, although in Section 5.2 we

interpret the most important variables indicated by the countries’ models, interpretations

could be improved by experts in the field. Similarly, the tool built (Section 5.3) to inform

the policy-makers could be evaluated for its utility. For example, a case study could be

conducted to collect feedback from policy-makers on the usefulness of the tool.

In addition, we highlight that machine learning models are a powerful tool for solving

prediction problems. Still, they are not inherently causal, and interpreting them with

explainable AI techniques fails to answer causal questions accurately [26]. Therefore,

we indicate two additional points that can improve early-warning conflict systems: more

information about the causes of conflicts and war and theoretical models representing

the complexity of social interactions and human decision-making. In particular, future

AI-based conflict models should offer explanations for conflicts and war and plans for

preventing them. This is a difficult task because conflict and war dynamics are multi-

dimensional, and the data collected today are too narrow, sparse, and disparate [16].

We have learned a lot about safety and peace from an objective point of view. However,

as discussed in Section 2.1 the subjective perspective is very important for well-being

studies. For example, it is different how peaceful a place is and how peaceful people

perceive a place. Future studies could include the subjective approach in the analysis for

more thorough peace measurements. For example, researchers could extract subjective

measurements of peace from the news articles by applying Natural Language Processing

(NLP) techniques.

Safety is a crucial well-being dimension and might influence other well-being dimen-
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sions. For example, war and conflict can cause food insecurity and hunger, just as hunger

and food insecurity can cause latent conflicts to flare up and trigger the use of violence

[185]. Despite this, future research could replicate this study to capture other well-being

dimensions. For instance, the World Food Programme (WFP) is currently interested in

using novel digital data and predictive machine learning techniques to create a nutrition

deficiency index (e.g., [186]). This research would cover health, another objective well-

being dimension. Similarly, World Health Organization is interested in using novel digital

data and NLP techniques for creating an index measuring how age-friendly older people

perceive a city. This research would cover the health well-being dimension as well, but

from a subjective point of view [187].

We want to highlight that we do not mean that novel digital data should substitute

official data. Innovative data, if harnessed correctly through AI tools, can be combined

with official data to inform and empower the social good decision-making [188]. Indeed,

researchers highlight both the positive opportunities that are created through data-driven

studies and the potential negative consequences that practitioners should be aware of and

address in to take advantage of the potentialities of this emergent field [189]. For example,

since, usually, the data used are personal, if not sensitive, and are analyzed to shape policy

and to make decisions [190, 191], ethical concerns may arise, such as privacy and respect

to human rights. In the European Union, additional attention to the topic has been

brought after the implementation of the General Data Protection Regulation (GDPR).

Researchers need to take into consideration the ethical challenges and not overlook them

but address them successfully. Only by facing ethical problems researchers can maximize

the contributing value of data science studies for society.

Last but not least, we would like to underline that AI technologies can bring forward

a society, or the same technologies, if in the wrong hands, can be used as weapons [192].

Any technology can be hacked, weaponized, and used in a way researchers did not intend.

Therefore, we need to ensure we do not create unintended consequences even with good

intentions. We need a framework for AI’s ethical and safe deployment in well-being

studies, such as the peace study we conducted in this thesis. We need to define the ethical

use of AI and embed those ethical standards in innovative global governance systems

based on international law. Furthermore, people knowledgeable in AI must ask the right

questions at the right time. This way, we can proactively detect unintended uses and

consequences of AI and have a timely action to design safeguards against them.

All in all, we have a lot to learn, improve and safeguard from. However, there is a lot of

hope. We believe our results show great promise for peace and all well-being studies and

can benefit humanity. This research could be valuable to policy-makers, non-governmental
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organizations, UN agencies, and the scientific community, especially researchers interested

in Data Science and AI for Social Good. We aim to witness positive changes in well-being

and in society overall, brought by AI and novel digital data once we turn back in 2030 to

observe how the previous decade looked like and what advances have been made.
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Smoreda. Moving and calling: Mobile phone data quality measurements and spa-

tiotemporal uncertainty in human mobility studies. In Geographic information sci-

ence at the heart of Europe, pages 247–265. Springer, 2013.

[104] Marta C Gonzalez, Cesar A Hidalgo, and Albert-Laszlo Barabasi. Understanding

individual human mobility patterns. nature, 453(7196):779, 2008.

[105] Albert-Laszlo Barabasi. The origin of bursts and heavy tails in human dynamics.

Nature, 435(7039):207, 2005.

[106] Andrey Bogomolov, Bruno Lepri, Jacopo Staiano, Nuria Oliver, Fabio Pianesi, and

Alex Pentland. Once upon a crime: towards crime prediction from demographics and

mobile data. In Proc. of the 16th international conference on multimodal interaction,

pages 427–434. ACM, 2014.

[107] Jiahui Wu, Enrique Frias-Martinez, and Vanessa Frias-Martinez. Addressing under-

reporting to enhance fairness and accuracy in mobility-based crime prediction. In

Proceedings of the 28th International Conference on Advances in Geographic Infor-

mation Systems, pages 325–336, 2020.

[108] Emilio Ferrara, Pasquale De Meo, Salvatore Catanese, and Giacomo Fiumara. De-

tecting criminal organizations in mobile phone networks. Expert Systems with Ap-

plications, 41(13):5733–5750, 2014.
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Appendix A

GDELT data description

To better understand the data over the countries, we plot the distribution of the monthly

No. events for six countries. Particularly, Figure A.1 presents the distribution of the

total monthly No. events for the United States (a), Yemen (b), the United Kingdom

(c), Saudi Arabia (d), China (e), and Chile (f). We notice that the United States has a

much higher monthly No. events compared to the other countries. The second country

with the highest No. events is the United Kingdom. The third and fourth countries with

the highest No. events are Saudi Arabia and China. Last, Yemen and Chile have the

lowest monthly No. events. Previous research has studied the reasons behind this country

difference in the No. events. Particularly, Kwak and An [193] have demonstrated that the

countries with the highest No. events are the English-speaking countries, explaining the

higher monthly No. events for the United States and the United Kingdom in our data.

Kwak and An [193] discuss that this is additional evidence that journalists have a concept

of “world hierarchy” [194] in determining which is more important foreign news.

In addition, it is interesting to explore the share of each event category over all news.

For example, Table A.1 presents the five GDELT variables with the largest share of

No. events for the United States (a), Yemen (b), the United Kingdom (c), Saudi Arabia

(d), China (e), and Chile (f) over the whole dataset, i.e., from March 2008 to March 2020.

We notice that for all six countries among the GDELT variables with the highest share of

No. events are “Make statement”, “Make a visit” and “Host a visit” variables. We also

observe that although these variables are between the variables with the highest share of

No. events for Yemen, contrary to the other countries the variable with the highest share

of No. events is “Use conventional military force”.

Based on the observations mentioned above, we choose the variables ‘Make statement’

and ‘Use conventional military force’ to explore how they are distributed over the months

for the six countries presented above. Figure A.2 shows the distributions of the monthly
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Fig. A.1 The distribution of the total monthly No. events (news) for 6 coun-
tries. The distribution of the total monthly No. events (news) for the United States (a),
Yemen (b), the United Kingdom (c), Saudi Arabia (d), China (e), and Chile (f).
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Table A.1 The five GDELT variables with the largest share of the number of news for
the United States (a), Yemen (b), the United Kingdom (c), Saudi Arabia (d), China (e),
and Chile (f) over the whole dataset, i.e., from March 2008 to March 2020.

Event
code

Event Category
Share

of news

010 Make statement 7.73 %
042 Make a visit 7.52 %
043 Host a visit 6.97 %

020
Make an appeal

or request
6.61%

051 Praise or endorse 5.80 %
(a) United States

Event
code

Event Category
Share

of news

190
Use conventional

military force
13%

010 Make statement 7.17%
042 Make a visit 5.83%
040 Consult 5.25 %
043 Host a visit 5.24 %

(b) Yemen

Event
code

Event Category
Share

of news

042 Make a visit 8.16 %
010 Make statement 7.86 %
043 Host a visit 7.57 %
020 Appeal 6.47 %
051 Praise or endorse 5.80 %

(c) United Kingdom

Event
code

Event Category
Share

of news

042 Make a visit 7.68%
043 Host a visit 7.12 %
040 Consult 6.76%
010 Make statement 6.63%
051 Praise or endorse 5.39%

(d) Saudi Arabia

Event
code

Event Category
Share

of news

042 Make a visit 8.68%
043 Host a visit 7.87%
010 Make statement 7.64%
040 Consult 6.51%
020 Appeal 5.40%

(e) China

Event
code

Event Category
Share

of news

010 Make statement 9.91%
042 Make a visit 9.18%
043 Host a visit 8.39%
040 Consult 6.05%
020 Appeal 5.58%

(f) Chile

No. events related to ‘Make statement’ for the United States (a), Yemen (b), the United

Kingdom (c), Saudi Arabia (d), China (e), and Chile (f). We observe that the mean

No. events on ‘Make statement’ for the United States is 92687, and the standard deviation

is 44047. On the contrary, Chile’s mean No. events on ‘Make statement’ is 486, and the

standard deviation is 215. Furthermore, Figure A.3 presents the distributions of the

monthly No. events related to ‘Use conventional military force’ for the United States (a),

Yemen (b), the United Kingdom (c), Saudi Arabia (d), China (e), and Chile (f). We

observe that the mean No. events on ‘Use conventional military force’ for the United

States is 44597, and the standard deviation is 20709. On the contrary, Chile’s mean

No. events on ‘Use conventional military force’ is 149, and the standard deviation is 83.
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Fig. A.2 The distribution of the monthly No. events (news) related to ‘Make
statement’ for 6 countries.The distribution of the monthly No. events (news) related
to ‘Make statement’ for the United States (a), Yemen (b), the United Kingdom (c), Saudi
Arabia (d), China (e), and Chile (f).
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Fig. A.3 The distribution of the monthly No. events (news) related to ‘Use
conventional military force’ for 6 countries. The distribution of the monthly
No. events (news) related to ‘Use conventional military force’ for the United States (a),
Yemen (b), the United Kingdom (c), Saudi Arabia (d), China (e), and Chile (f).
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Appendix B

Linear models

The median Pearson Correlation for the Linear models for the 1-month-ahead predictions

is 0.069, and the median MAPE is 39.273. These results demonstrate that Linear models

show lower performance not only from the XGBoost models (0.521, and 1.593, respec-

tively), but also from the Elastic Net models (0.327, and 1.997, respectively), already

from the 1-month-ahead predictions.
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Appendix C

Comparing the variable importances

In Section 5.2 we demonstrate how SHAP method can significantly contribute to the

interpretability of the model results and the explanation of their behaviour as well as of

the large estimation errors produced. Local interpretability stands between its advantages

and it cannot be provided by the Gain method. However, the global variable importance

can be provided from both methods. Consequently, it would be interesting to make a

comparison between the variable importance provided by Gain method (Section 5.1) and

the variable importance provided by SHAP method (Section 5.2) for the same country

models and training.

For example, Figure C.1 presents the most important variables for the United States

as calculated between the training period from April 2014 to March 2020. Comparing

Figure C.1 with Figure 5.17 we observe we observe some similarities and some changes

between the plots. Particularly, we observe that the majority of the most important (top

12) variables are the same, and the profile of the country remains the same, i.e., a country

profile of a strong player in the military, socio-economic, and political foreground. In

addition, we observe that the first most important variable as calculated by both methods

is ”Employ aerial weapons”. This variable is considerably more important compared to

the rest of the variables. However, the order of rest of the most important variables

changes (the red numbers correspond to the variable importance order given from SHAP

method). The Gain method places the variable “Reject” as the second-most important

variable, although it might make a lower contribution to prediction. Indeed SHAP method

places it further down the list, as seventh-most important variable. Similarly, the Gain

method places the variable “Use as human shield” although SHAP method does not

include it in the top 12 most important variables. This behaviour is due to the Gain

method averaging the contribution of variables across all instances they appear in the

trees. This dilutes the calculated importance of certain variables, which are used as a
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splitter many times although not always improving the model by a large amount each

time they are used. On the contrary, SHAP method measures the influence of a variable

by comparing model predictions with and without the variable, which can make the model

and potential large errors easier to interpret.

1

5

2

3

6

4

7

10

11

Fig. C.1 Variable importance for the United States. Variable importance for the
United States as calculated by the Gain method with a training period from April 2014
to March 2020. Comparing with SHAP method, we observe some similarities and some
changes. For example, the first most important variable remains the same, whereas the
rest of the variables are ordered differently, and others are not included in the top12 at all
(the red numbers correspond to the variable importance order given from SHAP method).
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Appendix D

Adding lagged GPI to XGBoost

As explained in Section 3.3 we have not used autoregressive models due to the nature

of the linearly interpolated GPI. However, an alternative to our models, which use as

input only GDELT variables, i.e., external variables, could be to add as input lagged

GPI time-series. The objective would be to incorporate feedback effect to the model over

time. We select the algorithm with the highest performance, i.e., XGBoost algorithm, to

conduct a preliminary analysis adding to the model predictors a 12-months lagged GPI.

For example, in order to predict the monthly GPI values of 2018, we use the monthly GPI

values of 2017. As expected, results show the XGBoost models without the lagged GPI

demonstrate a lower performance comparing to XGBoost models with the lagged GPI.

Figure D.1 presents the MAPE for all XGBoost models without or with the lagged GPI.

The boxplots represent the distribution of the aforementioned performance indicator for all

country models. The plots’ data points correspond to each country model. As expected,

the plots demonstrate that, overall, XGBoost models without (w/o) the lagged GPI as

independent variable have a lower performance than the XGBoost models with (w/) the

lagged GPI as independent variable. For example, median MAPE for the 1-month-ahead

predictions for the XGBoost models w/ is 1.33, whereas for the XGBoost models w/o is

1.59, i.e., 19.5% higher.
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Fig. D.1 MAPE for all XGBoost models without or with the lagged GPI. MAPE
between the real and the predicted 1-, 3-, and 6-months-ahead GPI values at a country
level, for XGBoost models without (w/o) and with (w/) the lagged GPI as independent
variable. The boxplots represent the distribution of the aforementioned performance
indicator for all country models. The plots’ data points correspond to each country
model. Overall, XGBoost without the lagged GPI has a lower performance comparing to
XGBoost with lagged GPI.
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Appendix E

Adding salience to XGBoost

The monthly count of all news for a country to the total count of all monthly news for all

countries could be added to the models as an independent input variable. This variable

could contribute to the models’ performance by giving a sign of whether the global news

is concentrated to a specific country for a certain month. We call this variable salience,

and we train all country models, including salience as an independent variable. We

select the algorithm with the highest performance, i.e., XGBoost algorithm, to conduct

, to conduct a preliminary analysis. Results show the XGBoost models without (w/o)

the salience demonstrate almost the same performance with the XGBoost models with

(w/) the salience. Figure E.1 presents the MAPE for all XGBoost models w/o or w/

the salience. The boxplots represent the distribution of the aforementioned performance

indicator for all country models. The plots’ data points correspond to each country

model. The plots demonstrate that, overall, XGBoost models without (w/o) the salience

as independent variable perform almost the same with the XGBoost models with (w/) the

salience. For example, median MAPE for the 1-month-ahead predictions for the XGBoost

models w/ is 1.33, whereas for the XGBoost models w/o is 1.59.
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Fig. E.1 MAPE for all XGBoost models without or with the salience. MAPE
between the real and the predicted 1-, 3-, and 6-months-ahead GPI values at a country
level, for XGBoost models without (w/o) and with (w/) the salience independent variable.
The boxplots represent the distribution of the aforementioned performance indicator for
all country models. The plots’ data points correspond to each country model. Overall,
XGBoost without or with the salience have a similar performance.
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