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Introduction The increasing availability of big data describing at extreme details and
resolution different aspects and phenomena of our private life enabled the shift toward
a knowledge society where decisions can be taken – by individuals or by business and
policy makers – on the basis of the knowledge distilled from the ubiquitous digital traces,
generated by using digital tools in everyday life. These big data describing human activ-
ity are increasingly being sensed, stored and analyzed at individual, group and society
levels. For instance, wireless networks and mobile devices record the traces of our trav-
els. On the one hand, these digital traces contributed to the diffusion of a wide range of
powerful Artificial Intelligence (AI) systems employed on a broad array of often critical
domains, such as AI for supporting medical and autonomous vehicles for self-driving.
The drawback of the powerful AI systems is that they are often based on neural networks
or complex ensembles characterized by an inherent opaqueness; indeed, they are typi-
cally referred to as “black-box” models [1], due to the hidden internal structure and com-
plex decision process which is not human understandable. The lack of interpretability
may limit the trust in the AI systems and limit their wide adoption, especially in high-
stakes decision making. In these cases it becomes crucial providing human interpretable
explanations as a building brick of a trustworthy interaction between the human expert
and the AI system. As pointed out in [1], there exists two families of explainers in in the
eXplainable Artificial Intelligence (XAI) literature: local explainers, which explain the
reason for a specific instance classification [2–4] and global explainers, which explain
the logic of the machine learning (ML) model as a whole [5–7].

Another possible drawback of AI systems based on ML models is their potential
vulnerability against different attacks, such as Model Inversion attack [8] and Member-
ship Inference Attack (MIA) [9], which can potentially infer the data used for training the
model by simply querying the model. Thus, privacy mechanisms such as differential pri-
vacy [10] are typically applied to counter the potential privacy exposure. In this paper we
propose to study a methodology that enables the evaluation of the privacy risk exposure
of global explainers based on an interpretable classifier that imitates the global reasoning
of a black-box classifier. The idea is to verify if the layer of interpretability added by the
interpretable model can jeopardize the privacy protection of individuals represented in
the data used for the training of the black-box classifier. Intuitively, explainers are learned
functions that are derived by exploiting the predictive knowledge of a black-box model
learned on a private dataset. Thus, it could leak information about this private dataset.
Despite this potential risk, there have been only few works that addressed privacy issues
in XAI [11, 12].
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Privacy risk exposure of global explainers We want to tackle the problem of evaluating
the privacy risk exposure of global explainers based on an interpretable surrogate classi-
fier that imitates the global reasoning of a black-box classifier. The idea is to verify if the
layer of interpretability added by the interpretable model can jeopardize the privacy pro-
tection of the training data used for learning the black-box classifier. In order to address
this problem, we exploit a well-known attack model called MIA [9]. We now describe
our methodology that enables the evaluation of the privacy exposure rising from the layer
of transparency introduced by a global explainer c that is able to mimes a black-box b.
To this aim, we design the following methodology:

• Given the black-box b trained on Dtrain
b , we train a MIA model Ab(·) able to discern

if a record x was part of the training data Dtrain
b . Since the training of the attack

exploits the black-box b to label the training data of the attack Dtrain
a , we have that

it is tailored to attack b.
• Given the interpretable surrogate global classifier c able to mime b, we learn a

MIA model Ac(·) tailored to attack c by using Dtrain
a labeled by c instead of b.

• Finally, we compute the privacy risk change ΔR due to the introduction of the
global explainer c. Given a MIA learned model, we measure the privacy exposure
as the percentage of records that an attack model is able to recognize as part of
the training data Dtrain

b . This is given by the recall of the attack model with respect
to the class IN, i.e. RIN. As a consequence, we can compute the change of privacy
risk as the difference of the recall of the MIA model Ac(·) on the global explainer
c and MIA model Ab(·), i.e., ΔR = RAc

IN −RAb
IN . In order to evaluate this measure is

necessary to test both the attack models Ab(·) and Ac(·) on a dataset Dtest including
records that were not used for the training of b as well as the whole set of records
in the training data Dtrain

b .

Preliminary results and future works In this work we conducted a preliminary study of
privacy risks of global explainers. In particular, we proposed a methodology that enables
the assessment of the privacy exposure due to the use of global explainers based on in-
terpretable models able to imitate a black-box model. Technically, we analyzed 2 tabu-
lar datasets: for each of them, we trained a black-box model (a Random Forest) and 2
global explainers, i.e. TREPAN and DT. Then, we attack all the trained models, exploiting
the MIA, to analyze the privacy risk. The preliminary experimental results suggest that
global explainers based on decision trees introduce a higher risk of privacy, increasing
the percentage of records identified as members of the training dataset used to train the
original black-box classifiers. These results suggest that in order to provide Trustworthy
AI becomes fundamental starting to work on the research challenge of considering the
relationship between different ethical values to identify possible values like transparency
and privacy, that may be in contrast, and studying solutions that enable the simultaneous
satisfaction of more than one value.
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