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Quantum work capacitances and maximal asymptotic work/energy ratios are figures of merit char-
acterizing the robustness against noise of work extraction processes in quantum batteries formed
by collections of quantum systems. In this paper we establish a direct connection between these
functionals and, exploiting this result, we analyze different types of noise models mimicking self-
discharging (amplitude damping channels), thermalization (generalized amplitude damping chan-
nels) and dephasing effects (simultaneous phase-amplitude damping channels). In this context
we show that input quantum coherence can significantly improve the storage performance of noisy
quantum batteries and that the maximum output ergotropy is not always achieved by the maximum
available input energy.

I. INTRODUCTION

The use of quantum effects have been proposed as use-
ful methods to speed up charging processes of batteries
[1–9]. To assess the stability of these proposals it is cru-
cial to analyze how such schemes perform in the pres-
ence of environmental noise, as this represents a more
realistic scenario, as it has been proved by the first ex-
perimental implementations [10–15], and can have a sig-
nificant impact on the efficiency of energy recovery. For
noiseless models capacities for Quantum Batteries (QBs)
have been proposed [7, 16, 17] while, from a resource
theoretical point of view, the thermodynamic capacity
(in the sense of process simulability) of quantum chan-
nels has been defined [18]. In the presence of noise, in
terms of energetic manipulation, a few results have been
obtained in specific frameworks, see e.g. [19–37]. In an
effort to generalize and facilitate the comparison between
different physical platforms, two types of universal fig-
ures of merit, i.e. the quantum work capacitances and
the maximal asymptotic work/energy ratios (MAWERs),
have been introduced in [38]. These quantities gauge dif-
ferent aspects of the efficiency of work extraction from
noisy quantum battery systems, focusing on scenarios
where one has at disposal large collections of identical
energy storing quantum devices: quantum cells or q-cells
in brief. Specifically quantum work capacitances target
the maximum work that can be recovered per q-cell under
the assumption that, on average, each of them originally
allocate a fixed portion of the total available energy E
initially stored in the model. For MAWERs, on the con-
trary, the work extraction efficiency is gauged treating
the q-cells as a free resource, assuming their number n
to be much larger than the minimal amount that could
in principle host the full input energy E. The evalu-
ations of quantum work capacitances and of MAWERs
rely on complex and resource-constrained optimization
problems similar to those one faces in quantum communi-

cation [39–45], where encoding/decoding strategies must
be designed to mitigate the effects of dissipation and de-
coherence – see Fig. 1. Closed formulas that enable one to
explicitly compute the value of some of the work capaci-
tances have been recently presented in Ref. [46]. Here we
extend these findings to the MAWERs, proving that the
latter can be expressed as a special limit of the associ-
ated quantum work capacitance funtionals. Using these
results we next investigate several models of noisy batter-
ies describing a wide range of deterioration effects that
are physically relevant, including self-discharging, ther-
malization, and dephasing. In this context we find that
the work that can be extracted from the QB is not al-
ways a monotonic function of the energy that was initially
stored in the system. As a consequence we show that,
for some noise models, an incompletely charged battery
may perform better than a fully charged one. Addition-
ally, we observe that the presence of quantum coherence
strengthens the resistance of QBs against environmental
noise. Specifically, when it comes to self-discharging and
thermal noise, we show that coherent input states out-
perform all conceivable classical (i.e. incoherent) initial
states of the battery. This result strengthens the evi-
dences built up in the literature in recent years, both in
the noisy and the noiseless settings [47–51], that quan-
tum coherence can provide an advantage in the quantum
setting for energy manipulation tasks and proves to be
a useful resource as happens for information processing
applications [52–55].
The manuscript is organized as follows: in Sec. II we in-

troduce the problem and derive a general relation which,
irrespective of the noise model, allows us to directly con-
nect MAWERs to quantum work capacitances; in Sec. III
we study the values of these figures of merit for some
specific noise models for quantum battery systems made
of collections of two-level quantum cells; conclusions are
drawn in Sec. IV.
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FIG. 1. Schematic representation of a quantum work extraction protocol operating on a noisy quantum battery composed by n
q-cells. Before the action of the noise (grey elements of the figure), some initial energy E is loaded into the system via a state
preparation procedure (leftmost element of the figure) which mimics the encoding stage of quantum communication settings.
After the noise action, some work W is extracted form the system via recovery operations (rightmost element) playing the role
of signal decoding.

II. THE MODEL

The work extraction procedures we analyze are graph-
ically depicted in Fig. 1. Similarly to [38, 46], they focus
on QB models formed by a collection of n identical and
independent (not-interacting) elements (quantum cells or
q-cells in brief), each capable to store energy in the in-
ternal degrees of freedom associated with the associated

local Hamiltonians ĥ1, ĥ2, · · · , ĥn (without loss of gen-

erality hereafter we will assume the operator ĥ to have
zero-ground state eigenvalue).

In this setting an amount E ≥ 0 of energy is loaded
into the system by selecting an input density matrix ρ̂(n)

of the q-cells from the set of input states of fixed mean
energy E. Such operation is mediated by a properly de-
signed state preparation stage (left element of the fig-
ure) which, depending on the available resources, may
or may not allow for the creation of quantum correla-
tions among the various QB elements. We let hence the
system evolve under the action of environmental noise
described in terms of a completely, positive, trace pre-
serving (CPTP) super-operator Λ [56–58] that acts iden-
tically and independently on each of the q-cells, i.e.

ρ̂(n) 7→ Λ⊗n(ρ̂(n)) . (1)

The negative impact of the transformation (1) is then
evaluated by using quantum work capacitance and
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MAWER functionals to compute the maximum amount
of work that one can extract from the deteriorated state
of the QB, optimizing the performance over an assigned
set of recovery operations (right element of the figure),
possibly affected by resource constraints.

A. Quantum Work Capacitances

The first example of quantum work capacitance intro-
duced in [38] assumes the ergotropy functional [16] as
measure of the extractable work that one can get from a
quantum state. For a d-dimensional system characterized
by an Hamiltonian Ĥ, the ergotropy of an input state ρ̂
can be expressed as

E(ρ̂; Ĥ) := max
Û∈U(d)

{
E(ρ̂; Ĥ)− E(Û ρ̂Û†; Ĥ)

}
, (2)

where E(ρ̂; Ĥ) := Tr
[
ρ̂Ĥ
]
is the average energy of a

quantum state ρ̂ and U(d) is the d-dimensional repre-
sentation of the unitary group (see App. A for a concise
review on the main properties of ergotropy). Accordingly
the ergotropic capacitance of the model corresponds to

CE (Λ, e) := lim
n→∞

E(n)(Λ;E = ne)

n
, (3)

where, given Ĥ(n) := ĥ1 + · · ·+ ĥn the QB Hamiltonian,
we set [59]

Ē(n)(Λ;E) := max
ρ̂(n)∈S

(n)
E

E(Λ⊗n(ρ̂(n)); Ĥ(n)) , (4)

E(n)(Λ;E) := max
0≤E′≤E

Ē(n)(Λ;E′)

= max
ρ̂(n)∈S

(n)
E

E(Λ⊗n(ρ̂(n)); Ĥ(n)) , (5)
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the maximization for (4) being performed over all possi-

ble input states ρ̂(n) ∈ S
(n)

E of the n cells whose initial
energy is exactly equal to a fixed value E, and for (5)

over all possible input states ρ̂(n) ∈ S
(n)
E of the n cells

whose initial energy is not larger than to E. Restricted
versions of CE (Λ; e) can be obtained by constraining the
allowed operations one can perform on the battery before
and/or after the action of the noise. For instance, assum-
ing the maximization in Eq. (4) only to run on separable
input states of the q-cells will lead us to the separable-
input ergotropic capacitance Csep (Λ; e) which represents
the asymptotic work we can extract per q-cell in the ab-
sence of initial entanglement between cells. Similarly, re-
stricting the optimization in Eq. (2) to include only uni-
tary operations acting locally on the q-cells (i.e. replac-

ing E(ρ̂; Ĥ) with the local ergotropy (A11) [60]) leads to
the local ergotropic capacitance Cloc (Λ; e) that gives the
maximum work extraction rate attainable with only local
resources at the decoding stage. Assuming finally the op-
timizations to be restricted to both separable states and
to local unitary operations one can define the separable-
input, local ergotropic capacitance Cloc,sep (Λ; e). While
clearly CE (Λ; e) and Cloc,sep (Λ; e) represent respectively
the largest and lowest work capacitances of the model,
an absolute ordering can be established between all these
quantities, i.e.

CE (Λ; e) ≥ Csep (Λ; e) ≥ Cloc (Λ; e) = Cloc,sep (Λ; e) . (6)

The last two relations follow from arguments in Ref.
[46], where a simplified closed formula for Cloc (Λ; e) and
Cloc,sep (Λ, e) has been derived. Specifically it is proven
that, irrespective of the specifics of the QB model, the en-
coding/decoding optimizations that express the local and
seperable-input local capacitances can be solved, leading
to the identity

Cloc (Λ; e) = Cloc,sep (Λ, e) = χ(Λ; e) , (7)

where we defined the quantity χ(Λ; e) as:

χ(Λ; e) := sup
{pj ,ej}

∑
j

pj E(1)(Λ; ej) , (8)

the supremum being taken over all the distributions
{pj , ej} of input q-cell energy ej ∈ [0, 1] fulfilling the con-
straint ∑

j

pjej ≤ e . (9)

Unfortunately, at present, no analog of Eq. (7) are known
for CE (Λ, e) and Csep (Λ, e). Yet a nontrivial lower bound
for Csep (Λ, e) can be obtained by replacing in (8) the
ergotropy with its n-fold regularized counterpart, i.e. the
total-ergotropy functional (A4) [1, 61], i.e.

Csep (Λ; e) ≥ χtot(Λ; e) , (10)

with

χtot(Λ; e) := sup
{pj ,ej}

∑
j

pj E(1)
tot (Λ; ej) . (11)

Furthermore, according to Corollary 2 of Ref. [46], the
gap in Eq. (11) closes at least for all those noise models
Λ which, given e ∈ [0, 1], admit a single-site state σ̂e of
mean energy not larger than e such that

E((Λ(σ̂e))⊗n; Ĥ(n)) ≥ E(Λ⊗n(|Ψ(n)
fact⟩⟨Ψ

(n)
fact|); Ĥ(n)) ,

(12)
for all

|Ψ(n)
fact⟩ := |ψ1⟩ ⊗ |ψ2⟩ ⊗ · · · ⊗ |ψn⟩ , (13)

pure, factorized state of the q-cells with mean energy
smaller than or equal to E = ne.

B. Maximal asymptotic Work/Energy ratios

While the quantum work capacitances are defined for
a finite ratio of the input energy E with respect to the
number n of q-cells (i.e., E/n is fixed), MAWERs are
computed instead assuming n to be a free resource, in-
dependent of E. Formally, computing the MAWER cor-
responding to CE (Λ, e) accounts to solving the following
limit:

JE(Λ) := lim sup
E→∞

(
sup

n≥⌈E/emax⌉

E(n)(Λ;E)

E

)
, (14)

with emax being the maximum eigenvalue of the single-

site Hamiltonian ĥ. The definition in Eq. (14) can be
proved to be equivalent to the following formula:

JE(Λ) = lim
E→∞

lim
n→∞

E(n)(Λ;E)

E
. (15)

This latter characterization gives a physical meaning
to the quantity above: it shows that in principle this
measure of efficiency can be practically achieved by
using a large number of q-cells. The proof of Eq.
(15) can be found in appendix B. Analogously to what
was done for the quantum work capacitances, also for
the MAWER one can introduce a hierarchy of con-
strained versions of such quantity differing on the re-
sources dedicated to the work extraction process. Specif-
ically, replacing E(n)(Λ;E) appearing in the r.h.s. of

Eq. (14) with E(n)
loc (Λ;E), E(n)

sep (Λ;E) and E(n)
loc,sep(Λ;E),

we can speak of local MAWER Jloc(Λ), separable-input
MAWER Jsep(Λ), and separable-input local MAWER
Jloc,sep(Λ), respectively. For all of the constrained ver-
sions of the MAWER defined above holds a characteriza-
tion analogous to Eq. (15).
We now prove an important relation allowing us to es-

tablish a direct connection between each one of such func-
tionals and their associated quantum work-capacitance:
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Theorem 1. For any given CPTP map Λ, the following
identity holds

J⋄(Λ) = lim
e→0

C⋄(Λ; e)

e
, (16)

where hereafter we will use the symbol ⋄ as a placeholder
variable taking values on the set {E ; sep; loc; loc, sep}.
Proof. Let us start by noticing that J⋄(Λ) can be always
lower bounded as

J⋄(Λ) ≥ sup
e∈(0,emax]

C⋄(Λ; e)

e
. (17)

Indeed since for e ∈ (0, emax] one has ⌈E/e⌉ ≥ ⌈E/emax⌉,
we can write

J⋄(Λ) ≥ lim sup
E→∞

E(⌈E/e⌉)
⋄ (Λ;E)

E

≥ lim sup
E→∞

E(⌈E/e⌉−1)
⋄ (Λ; (⌈E/e⌉ − 1)e)

E

= lim sup
E→∞

(
⌈E/e⌉−1

E

) E(⌈E/e⌉−1)
⋄ (Λ; (⌈E/e⌉ − 1)e)

⌈E/e⌉ − 1

=
C⋄(Λ; e)

e
, (18)

where the second inequality follows from E ≥ (⌈E/e⌉ −
1)e and from the fact that E(n)

⋄ (Λ;E) is monotonically
increasing w.r.t. to E and n [38]; the final identity is
obtained by direct computation of the E → ∞ limit.
Evaluated for e → 0, Eq. (17) implies in particular that
the r.h.s. of Eq. (16) is also a lower bound for J⋄(Λ), i.e.

J⋄(Λ) ≥ lim
e→0

C⋄(Λ; e)

e
. (19)

Accordingly to prove the thesis we only need to show that
also the reverse inequality holds true. For this purpose
observe that, for E ≥ 0 and n ≥ ⌈E/emax⌉ integer, we
can write

E(n)
⋄ (Λ;E) = E(n)

⋄ (Λ;nE/n) ≤ nC⋄(Λ;E/n) , (20)

where in the final passage we used the fact that

E(n)
⋄ (Λ;ne) ≤ nC⋄(Λ; e) for all e ∈ [0, emax] and n in-

teger. Since E(n)(Λ;E) is monotonically non-decreasing
in n for any E as shown in [38] we obtain

J⋄(Λ) ≤ lim sup
E→∞

(
lim
n→∞

C⋄(Λ;E/n)

E/n

)
= lim

e→0

C⋄(Λ; e)

e
. (21)

Remark 1. For channels Λ such that C⋄(Λ, e) admits a
nonzero value for e = 0, Eq. (16) implies that the asso-
ciated MAWER diverges, i.e.

C⋄(Λ; 0) ̸= 0 =⇒ J⋄(Λ) = ∞ . (22)

For the ergotropic and separable-input ergotropic capac-
itances (i.e. for ⋄ = E and sep) this happens when Λ
maps the ground state |0⟩ into an output state which is
not completely passive. For the local ergotropic capaci-
tances (i.e. ⋄ = loc and loc, sep), Eq. (22) occurs instead
for all those maps for which Λ(|0⟩⟨0|) is a non passive
configuration.

Remark 2. For channels Λ such that the function
C⋄(Λ, e) is differentiable in e = 0 and there assumes zero
value, Eq. (16) can be expressed as

J⋄(Λ) =
∂C⋄(Λ, e)

∂e

∣∣∣∣
e=0

. (23)

This also implies that the work capacitance admits the
following linear expansion for e ≪ emax, i.e.

C⋄(Λ, e) = J⋄(Λ)e+O((e/emax)
2) . (24)

Remark 3. In view of the identity (7), Theorem 1 im-
plies that the local MAWER always coincides with the
separable-input local MAWER. In particular they can be
expressed as

Jloc (Λ) = Jloc,sep (Λ) = χ′(Λ) , (25)

with

χ′(Λ) := lim
e→0

χ(Λ, e)

e
=
∂χ(Λ, e)

∂e

∣∣∣∣
e=0

, (26)

the second identity holding whenever the function χ(Λ, e)
of Eq. (8) is differentiable in e = 0 and fulfils the condi-
tion χ(Λ, 0) = 0. Similarly, from Eq. (10) we can derive
a lower bound for the separable-input MAWER

Jsep(Λ) ≥ χ′
tot(Λ) , (27)

with

χ′
tot(Λ) := lim

e→0

χtot(Λ, e)

e
=
∂χtot(Λ, e)

∂e

∣∣∣∣
e=0

, (28)

the second identity holding whenever χtot(Λ, e) of (11)
is differentiable in e = 0 and fulfils the condi-
tion χtot(Λ, 0) = 0.

III. MULTI-QUBIT NOISY BATTERY MODELS

In this section we focus on QB models made of identical
two-levels (qubit) q-cells characterized by local Hamilto-

nians ĥ whose maximum eigenvalue emax is, without loss
of generality, fixed equal to 1, i.e.

ĥ = |1⟩⟨1| , (29)

(|0⟩ being the zero energy ground state). For such setting
we evaluate the work capacitances and the MAWERs of
three noise models:
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• Sec. III A: the Amplitude Damping Channel
(ADC) Φγ [39], a CPTP map that can be used
to model self-discharging effects (i.e. the decay of
population from the excited level |1⟩ to the ground
state |0⟩) in systems interacting with a zero tem-
perature or pure state environment. It can be ap-
plied for instance to model the T1 decoherence time
associated to, among the prevailing platforms in
quantum technologies, superconducting qubits [62],
solid states qubits [63], ion trap qubits [64] and
it has been shown to be a relevant process to be
addressed in experimental realizations of quantum
batteries [10, 11].

• Sec. III B: the Generalized Amplitude Damping
Channel (GADC) Φγ,η [65], that describes partial
thermalization of the q-cells placed in contact with
an external bath in a thermal state. This ther-
malization model can describe the behaviour of su-
perconducting qubits [62], solid state qubits [63],
trapped atoms qubits [66, 67] in a thermal environ-
ment and, specifically, superconducting-based in-
stances of experimental quantum batteries [11].

• Sec. III C: we analyze the channel resulting from
the composition of ADCs with extra dephasing
noise (an analysis on the dephasing channel alone
was performed in [38]). The simple model of de-
phasing characterizes the decoherence process in a
qubit and is ubiquitous across all practical quan-
tum technologies architectures. Specifically, the si-
multaneous presence of dephasing and amplitude
damping effectively describes the behaviour of su-
perconducting qubits [62] and it’s proved to occur
in experimental quantum batteries [10].

A. Amplitude Damping Channel

Expressed in the energy basis {|0⟩, |1⟩}, the action of
the amplitude damping channel Φγ on a generic density
matrix ρ̂ of a qubit system is defined as [68]:

Φγ(ρ̂) =

(
ρ00 + γρ11

√
1− γρ01√

1− γρ10 (1− γ)ρ11

)
, (30)

with γ ∈ [0, 1] being the damping parameter of the
model, and ρij being the matrix elements of ρ̂. We recall
that Φγ commutes with the Hamiltonian evolution of the
system, i.e.

Φγ(e
−iĥtρ̂eiĥt) = e−iĥtΦγ(ρ̂)e

iĥt , (31)

and that the output energy and input energy of any state
are connected via the identity

E(Φγ(ρ̂)) = (1− γ)E(ρ̂) . (32)

Notice also that Φγ maps the ground state into itself, i.e.

Φγ(|0⟩⟨0|) = |0⟩⟨0| . (33)

As proven in [59], the output ergotropy E(Λ(ρ̂); ĥ) of a
generic quantum channel Λ is always maximized by a
pure state. Therefore, to compute the single-use fixed-
energy maximum output ergotropy Ē(1)(Φγ ;E = e), it is
sufficient to consider the sets of pure states with energy
e ∈ [0, 1], which can be parameterized as

|ψ(ϕ)
e ⟩ :=

√
1− e |0⟩+ eiϕ

√
e |1⟩ , (34)

with the phase ϕ that can be taken equal to zero thanks
to the covariance property (31) [38]. By direct compu-

tation one can observe that Φγ(|ψ(ϕ)
e ⟩⟨ψ(ϕ)

e |) admits as
eigenvalues

λ(±)
γ (e) :=

1

2

(
1±

√
1− 4e2γ(1− γ)

)
, (35)

which, using (A3), leads to the following formula for the
the single-shot (n = 1), fixed energy, maximum output
ergotropy of the model,

Ē(1)(Φγ ; e) = (1− γ)e− 1

2

(
1−

√
1− 4e2γ(1− γ)

)
.

(36)
As shown in Fig. 2, for fixed γ, this is a concave and in
general non-monotonic function of the energy e. In the
interval [0, 1], it reaches its maximum value for

Eγ := min {1, 1/(2√γ)} , (37)

meaning that using all the available input energy is not
always the best option to get a configuration that is more
resilient to the noise. An inspection of Eq. (36) also re-
veals that the optimal choice of the input energy is given
by

E⋆γ(e) := min{e, Eγ} = min{e, 1/(2√γ)} , (38)

which yields

E(1)(Φγ ; e) = Ē(1)(Φγ ;E
⋆
γ(e)) , (39)

that is also concave w.r.t. e – see Fig. 2. When replaced
in Eqs. (7) and (8) we can thus arrive to the following
expression for the local ergotropic capacitances,

Cloc (Φγ ; e) = Cloc,sep (Φγ ; e) = χ(Φγ ; e) = E(1)(Φγ ; e) ,
(40)

which we plot in Fig. 2 as functions of γ for fixed e. No-
tably for the ADC Φγ the quantity χ(Φγ ; e) also provides
the value of the separable-input ergotropy capacitance,
i.e.

Csep (Φγ ; e) = χ(Φγ ; e) . (41)

The proof of this important identity is postponed to
Sec. III B, where it will be derived for the larger class
of GADC’s which includes the Φγ ’s as special instances.
We conclude by noticing that in view of the order-

ing (6), χ(Φγ , e) represents a lower bound for the last
of the work capacitances introduced in Sec. II A, i.e.
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CE (Φγ , e). An upper bound for such term can be com-
puted exploiting the fact that the mean output energy
of a state is always larger than or equal to its ergotropy.
Thus, from (32), we can write

E(n)(Φγ ;E) ≤ (1− γ)E , (42)

that leads to the inequality

(1− γ)e ≥ CE (Φγ ; e) ≥ χ(Φγ ; e) . (43)

Notice that Eq. (42) determines the value of CE (Φγ ; e)
at least for small enough e: indeed in this regime χ(Φγ ; e)
reduces to (1− γ)e, so we can write

CE (Φγ ; e) = (1− γ)e+O(e2) . (44)

0.0 0.2 0.4 0.6 0.8 1.0

e

0.0

0.2

0.4

0.6

0.8

1.0

Ē(
1)

(Φ
γ
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)

a)
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γ

0.0
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0.4

0.6

0.8

1.0

e

0.00

0.10

0.21
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0.51

0.61
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0.82

0.92
E
?γ (e)

c)
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e
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(Φ
γ
;e

)
=
χ

(Φ
γ
;e

)

b)
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γ
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0.8

1.0
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(Φ
γ
;e

)
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χ

(Φ
γ
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)

d)

FIG. 2. Panels a) and b) show respectively the maximal single-shot, fixed energy, output ergotropy Ē(1)(Φγ ; e) of Eq. (36),

and E(1)(Φγ ; e) of Eq. (39) for the ADC as a function of e for different values of the noise parameter γ (from top to bottom

the values of γ have been chosen to be equal to 0, 0.2, 0.4, 0.6, 0.8). Notice that both Ē(1)(Φγ ; e) and E(1)(Φγ ; e) are concave

w.r.t. to e, and that for e → 0 their first derivatives are equal to 1 − γ (see Eq. (48)). Recall also that E(1)(Φγ ; e) coincides
with χ(Φγ , e), which according to Eq. (40) and (41) provides the value of the local and separable ergotropic capacitances of the

channel. Dotted lines in plots indicate the values of e where Ē(1)(Φγ ; e) reaches its maximum. Panel c) Average input energy

E⋆
γ(e) of Eq. (38) of the optimal state (34) that allows Ē(1)(Φγ ; e) to be the maximum E(1)(Φγ ; e), the dotted line being the

curve e = 1/2
√
γ. Panel d) E(1)(Φγ ; e) of Eq. (39) as a function of the noise parameter γ for different values of e (from top to

bottom 1, 0.8, 0.6, 0.4, 0.2, 0.1).

Estimating CE (Φγ ; e) for arbitrary values of e remains
however a challenging open problem. The superadditiv-
ity, due to entanglement and nonlocal energy extraction
operations, that this quantity can in principle exhibit
makes the task hard to tackle. Crucially, proving super-
additivity would also certify a “quantum advantage” of
the nonlocal strategies over the classical setting in pres-
ence of ADC noise.

1. Estimating MAWERs for ADCs

We can exactly compute the value of the MAWER
functional JE(Φγ) for ADC’s. To begin with, observe
that from Eq. (42) it is easy verified that such quantity
cannot be larger than 1−γ, i.e. JE(Φγ) ≤ 1−γ. We will
now show a family of states which achieves this upper
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bound, proving therefore that

JE(Φγ) = 1− γ . (45)

To this aim let’s consider, for any fixed energy E and ar-

bitrary n ≥ E, the vectors |ψ(0)
E/n⟩

⊗n
(see (34)). Observe

then that by invoking (A6) we can write

E(Φ⊗n
γ (|ψ(0)

E/n
⟩⟨ψ(0)

E/n
|
⊗n

);Ĥ(n))

E =
nE(Φγ(|ψ(0)

E/n
⟩⟨ψ(0)

E/n
|);ĥ)

E

= (1− γ)−O
(
E
n

)
, (46)

which, taking the sup over n, leads to Eq. (45). We
observe next that 1 − γ provides also the value of the
constrained versions of the MAWER, i.e.

Jsep(Φγ) = Jloc(Φγ) = Jloc,sep(Φγ) = 1− γ . (47)

Indeed, while because of (45), 1− γ is trivially an upper
bound for Jsep(Φγ), Jloc(Φγ), Jloc,sep(Φγ), such value
can be attained by the smaller of them (i.e. Jloc,sep(Φγ)),

again using the separable state |ψ(0)
E/n⟩

⊗n
as trial in-

put. This follows by simply noticing that the iden-
tity in Eq. (46) would trivially apply also if we re-

placed E(Φ⊗n
γ (|ψ(0)

E/n⟩⟨ψ
(0)
E/n| ; Ĥ(n)) in the l.h.s. side with

Eloc(Φ⊗n
γ (|ψ(0)

E/n⟩⟨ψ
(0)
E/n| ; Ĥ(n)). It goes without mention-

ing that, since the function χ(Φγ , e) verifies the condi-
tions χ(Φγ ; e = 0) = 0 and

∂χ(Φγ ; e)

∂e

∣∣∣∣
e=0

=
∂E(1)(Φγ ; e)

∂e

∣∣∣∣
e=0

= 1− γ , (48)

for the local, separable-input local and separable
MAWER, the identity (47) exactly matches with the pre-
scription of Theorem 1. We also notice that (44) can be
seen as a consequence of Remark 2 and (45).

We conclude by observing that the vectors |ψ(0)
E/n⟩

⊗n

are not the only ones that allow us to assign the value 1−
γ to JE(Φγ). Interestingly we can also employ more

“classical” input states, that at variance with |ψ(0)
E/n⟩

⊗n

exhibit no quantum coherence among the energy eigen-
states of the system Hamiltonian. Consider for instance
what happens if we take tensor product states of the form

|ϕ(n)E ⟩ := |1⟩⊗⌊E⌋ ⊗ |0⟩n−⌊E⌋
, (49)

in which the first ⌊E⌋ q-cells are initialized into the max-

imum energy eigenstate of ĥ while the remaining ones
are prepared in the ground state. In this case it is still
possible to realize a work/energy ratio as high as the

MAWER. Indeed invoking Eq. (33) we can write

lim
n→∞

E
(
Φ⊗n
γ (|ϕ(n)E ⟩⟨ϕ(n)E |); Ĥ(n)

)
= ⌊E⌋(1− γ)

≥ lim
n→∞

E
(
Φ⊗n
γ (|ϕ(n)E ⟩⟨ϕ(n)E |); Ĥ(n)

)
= lim
n→∞

E
(
(Φγ(|1⟩⟨1|))⊗⌊E⌋ ⊗ |0⟩⟨0|⊗(n−⌊E⌋)

; Ĥ(n)
)

≥ E
(
Φγ(|1⟩⟨1|)⊗⌊E⌋; Ĥ(⌊E⌋)

)
− 1

= ⌊E⌋E
(
Φγ(|1⟩⟨1|); ĥ

)
− 1

= ⌊E⌋(1− γ)− 1 , (50)

where the third passage is justified because the rank of

the state Φγ(|1⟩⟨1|)⊗⌊E⌋ ⊗ |0⟩⟨0|⊗(n−⌊E⌋)
is at most 2⌊E⌋,

so for n ≥ 2⌊E⌋ + ⌊E⌋ we can find a suitable work ex-
traction unitary rearranging all the output state eigen-
values into the first excited state of the Hamiltonian
Ĥ(n). Therefore, remembering that the supremum over
n can always be replaced by a limit (see Eq. (B1) of Ap-
pendix B), we can write

lim sup
E→∞

sup
n≥⌈E⌉

E(Φ⊗n
γ (|1⟩⟨1|⊗⌊E⌋⊗|0⟩⟨0|n−⌊E⌋);Ĥ(n))

E

= 1− γ = JE(Φγ) . (51)

However, while the family |ψ(0)
E/n⟩

⊗n
allows to reach the

limit (45) with local unitaries (see discussion below (47)),

if we use the “classical” input states |ϕ(n)E ⟩ we necessar-
ily need the power of nonlocal operations to extract the
energy at the output of the channel. Indeed using only
local operations in this case we have

Eloc
(
Φ⊗n
γ (|ϕ(n)E ⟩⟨ϕ(n)E |); Ĥ(n)

)
= ⌊E⌋E

(
Φ⊗n
γ (|1⟩⟨1|); ĥ

)
= ⌊E⌋max (0, 1− 2γ) ,

which leads to

lim sup
E→∞

sup
n≥⌈E⌉

Eloc(Φ⊗n
γ (|1⟩⟨1|⊗⌊E⌋⊗|0⟩⟨0|n−⌊E⌋);Ĥ(n))

E

= max (0, 1− 2γ) < JE(Φγ) . (52)

It is finally worth noting that any state ρ̂
(n)
d which is

diagonal in the same basis as Ĥ(n) can be written as a

linear convex combination of terms in the form |1⟩⟨1|⊗k⊗
|0⟩⟨0|n−k. Therefore, Eq. (52) implies that no diagonal
input state can attain the MAWER for this family of
channels.
The take home message of all the here presented dis-

cussion is that the family of states |ψ(0)
E/n⟩

⊗n
is capable

of reaching the maximal MAWER efficiency under the
effect of the ADC noise using only local operations: this
thanks to the explicit presence of quantum coherence in
the superposition (34).
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FIG. 3. Panel a) Maximal single-shot output ergotropy at fixed input energy Ē(1)(Φγ,η, e) (see Eq. (57)) as a function of e for
the GADC for different values of the parameter η (from bottom to top [0, 0.15, 0.25, 0.35, 0.5]), by keeping γ = 0.5. Panel

b) Ē(1)(Φγ,η, e) (see Eq. (57)) for different values of γ (from top to bottom [0, 0.2, 0.4, 0.6, 0.8]), with η = 0.3. Blue dotted

lines indicate the values of e maximizing Ē(1)(Φγ,η, e). Notice that for any value of the parameters the output ergotropy is
a concave function of e. Panel c) Average input energy E⋆

γ,η Eq. (59) of the optimal state (34) maximizing the single-shot

output ergotropy. Panel d) Values of the single-shot output ergotropy E(1)(Φγ,η; 1) (see Eq. (60)) for any values of the

channel parameters γ and η. We recall that due to its concavity E(1)(Φγ,η; 1) = χ(Φγ,η; 1), in the case of the GADC also

E(1)(Φγ,η; 1) = Csep(Φγ,η; 1).

B. Generalized amplitude damping channel

The action of a GADC Φγ,η on a density matrix ρ̂ is
defined in terms of two noise parameters γ and η via the
mapping [65]:

Φγ,η(ρ̂) =

(
1− γη − (1− γ)ρ11

√
1− γρ01√

1− γρ10 γη + (1− γ)ρ11

)
.

(53)
The channel Φγ,η is in principle well defined for every
η ∈ [0, 1]. However, it represents a thermalization at fi-
nite positive temperature only when η ∈ [0, 1/2], we will
henceforth assume this as the proper parameter space.
Notice in particular that for η = 0, the GADC reduces
to a conventional ADC, i.e. Φγ,0 = Φγ . For η = 1/2
instead it describes the thermal contact with an infinite
temperature. Additionally, for arbitrary η ∈ [0, 1/2] Φγ,η
sends the ground state into a thermal state (A7) of in-

verse temperature

β(Φγ,η) = βγ,η := − ln

(
γη

1− γη

)
. (54)

Similarly to the case of ADCs one can easily verify that
GADCs commute with the Hamiltonian evolution (i.e.

Φγ,η(e
−iĥtρ̂eiĥt) = e−iĥtΦγ,η(ρ̂)e

iĥt) and maintain linear
dependence between the input and output energies, i.e.

E(Φγ,η(ρ̂)) = (1− γ)E(ρ̂) + γη . (55)

As for the ADC, we can compute the single-shot fixed-
energy maximum output ergotropy focusing on the
input states (34). In this case the eigenvalues of

Φγ,η(|ψ(ϕ)
e ⟩⟨ψ(ϕ)

e |) are given by

λ(±)
γ,η (e) :=

1

2

(
1±

√
(1− 2ηγ)2 + 4γ(1− γ)(2η − e)e

)
,

(56)
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which replaced into (A3) lead to

Ē(1)(Φγ,η; e) = (1− γ)e+ ηγ (57)

−1

2

(
1−

√
(1− 2ηγ)2 + 4γ(1− γ)(2η − e)e

)
.

The behavior of Ē(1)(Φγ,η; e) is depicted in Fig. 3. Simple
algebra reveals that, for fixed η and γ, such a function is
still concave w.r.t. to e and that, on the interval [0, 1], it
achieves its maximum for

Eγ,η := min

{
1, η +

√
1−4γη(1−η)

2
√
γ

}
. (58)

Accordingly, introducing

E⋆γ,η(e) := min{e, Eγ,η} = min

{
e, η +

√
1−4γη(1−η)

2
√
γ

}
,

(59)
we can write

E(1)(Φγ,η; e) = Ē(1)(Φγ,η;E
⋆
γ,η(e)) , (60)

which inherits from (57) the property of being a concave
function of e. Replaced in Eqs. (7) and (8) this finally
gives

Cloc (Φγ,η; e) = Cloc,sep (Φγ,η; e)

= χ(Φγ,η; e) = E(1)(Φγ,η; e) , (61)

which we plot in Fig. 3 for e alongside with the values of
the optimal input energy E⋆γ,η. As anticipated in the pre-
vious section, for the GADCs Φγ,η the quantity χ(Φγ,η, e)
also provides the value of the separable-input ergotropy
capacitance, i.e.

Csep (Φγ,η; e) = χ(Φγ,η; e) . (62)

An explicit proof of this result follows from two facts.
The first is simply that, since for qubit systems the
total ergotropy and the ergotropy always coincide (see
Eq. (A5) of Appendix A), we can claim χtot(Φγ,η, e) =
χ(Φγ,η, e). The second is that GADCs fulfill the con-
dition (12) which, according to Ref. [46], enables one
to show that the r.h.s. side of Eq. (11) coincides with
Csep (Φγ,η, e). To verify this fact, notice that by defini-
tion the single-site states entering (13) can be identified
as states as in (34), i.e.

|ψj⟩ = |ψ(ϕj)
ej ⟩ , (63)

with ϕj arbitrary, and energy terms ej such that

e :=

n∑
j=1

ej/n ≤ e . (64)

Observe next that, by explicit calculation, the von Neu-
mann entropy of these states evaluated at the output of

H
γ,λ

(𝔢)

𝔢0.0 0.2 0.4 0.6 0.8 1.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

γ = .4
γ = .2

γ = .6
γ = .9

FIG. 4. Plot of the output entropy Hγ,η(e) (65) of the

state |ψ(ϕ)
e ⟩ emerging from the GADC Φγ,η as a function of

e for η = 0.1 (dashed curves), η = 0.4 (black curves), and
various values of γ.

the GADC turns out to be independent of ϕj and to be
a convex function of ej ,

S(Φγ,η(|ψ(ϕj)
ej ⟩⟨ψ(ϕj)

ej |)) (65)

= Hγ,η(ej) := −
∑
k=±

λ(k)γ,η(ej) log2 λ
(k)
γ,η(ej) ,

(see Fig. 4). Thus we can write

S
(
Φ⊗n
γ,η(|Ψ(n)

fact⟩⟨Ψ
(n)
fact|)

)
=

n∑
j=1

S
(
Φγ,η(|ψ(ϕj)

ej ⟩⟨ψ(ϕj)
ej |)

)
=

n∑
j=1

Hγ,λ(ej)

≥ nHγ,λ(

n∑
j=1

ej/n)

= nS
(
Φγ,η(|ψ(0)

e ⟩⟨ψ(0)
e |)

)
= S

(
(Φγ,η(|ψ(0)

e ⟩⟨ψ(0)
e |))⊗n

)
,

which explicitly proves that the state |ψ(0)
e ⟩

⊗n
minimizes

the output entropy of the channel Φ⊗n
γ,η over the set of

pure states |Ψ(n)
fact⟩ of fixed input energy ne. As the en-

tropy and the total ergotropy are related by a bijective
relation (see e.g. [69]) the above result also implies that

the equipartite state |ψ(0)
e ⟩

⊗n
is the one that maximizes

the output total ergotropy Etot(Φγ,η(|Ψ(n)
fact⟩⟨Ψ

(n)
fact|)) for

all such states. Setting σ̂e = |ψ(0)
e ⟩⟨ψ(0)

e | we can hence
write

Etot((Φγ,η(σ̂e))⊗n; Ĥ(n)) ≥ Etot(Φ⊗n
γ,η(|Ψ(n)

fact⟩⟨Ψ
(n)
fact|); Ĥ(n))

≥ E(Φ⊗n
γ,η(|Ψ(n)

fact⟩⟨Ψ
(n)
fact|); Ĥ(n))

which leads to Eq. (12) by the following identities

Etot((Φγ,η(σ̂e))⊗n; Ĥ(n)) = nEtot(Φγ,η(σ̂e); ĥ)
= nE(Φγ,η(σ̂e); ĥ) = E((Φγ,η(σ̂e))⊗n; Ĥ(n)) ,
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the first being a general property of the total ergotropy,
the last two applying instead for the special case of qubits
thanks to Eq. (A6).

We conclude by remarking that as in the case of the
ADC’s we cannot provide the value of the ergotropic
capacitance of GADCs and observing that in this case
Eq. (43) becomes

(1− γ)e+ γη ≥ CE (Φγ,η; e) ≥ χ(Φγ,η; e) . (66)

1. Estimating MAWERs for GADCs

Theorem 1 and Eqs. (40) and (41) allow us to explicitly
evaluate the local and separable-input MAWERs in terms
of the first derivative of E(1)(Φγ,η; e) at e = 0:

Jsep(Φγ,η) = Jloc(Φγ,η) = Jloc,sep(Φγ,η) =
1− γ

1− 2ηγ
.

(67)
Unfortunately, differently from the case of the amplitude
damping channel Φγ , we do not have upper bounds allow-
ing us to establish that the r.h.s. of (67) coincides with
the unrestricted ergotropic MAWER JE(Φγ,η). An in-
teresting feature of the model emerges by noticing that,
since for η ∈ (0, 1/2] the term 1−γ

1−2ηγ is always strictly

larger than 1− γ, we can claim that

Jloc,sep(Φγ,η) > JE(Φγ) , ∀η > 0 , (68)

indicating that the presence of thermal noise in the model
can help with the work extraction process. The gap in
Eq. (68) becomes particularly significative in the infinite
temperature limit (η = 1/2) where, according to (67), we
get

Jloc,sep(Φγ,η=1/2) = 1 , ∀γ ∈ [0, 1) , (69)

indicating that in this case one can recover the same
amount of energy as the one initially stored into the QB.

By explicit evaluation it turns out that the value (67)
can be achieved by taking as input the family of fac-

torized states |ψ(0)
E/n⟩

⊗n
as in the notation of Eq. (34).

Following the same analysis of Eq. (46) we can in fact
write

E(Φ⊗n
γ,η(|ψ

(0)

E/n
⟩⟨ψ(0)

E/n
|
⊗n

);Ĥ(n))

E =
nE(Φγ,η(|ψ(0)

E/n
⟩⟨ψ(0)

E/n
|);ĥ)

E

= (1− γ) + 2γ(1−γ)η
1−2ηγ +O

(
E
n

)
= 1−γ

1−2ηγ +O
(
E
n

)
,(70)

which in the n → ∞ limit leads to (67). On the con-
trary no analogue of Eq. (51) is true for the channel Φγ,η
when η > 0: at finite temperature the “classical” input

states |ϕ(n)E ⟩ of (49) yield a work/energy ratio strictly
smaller than the one granted by the coherent input state

|ψ(0)
E/n⟩

⊗n
. To verify this we observe that the (possibly

nonlocal) asymptotic work/energy ratio achievable with
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FIG. 5. Difference between Jloc,sep(Φγ,η) of (67) and the
asymptotic work/energy ration achievable with the “classical”

states |ϕ(n)
E ⟩ computed in (71) as a function of the damping

parameter γ for various values of η.

the states |ϕ(n)E ⟩ can be upper bounded as

lim sup
E→∞

lim
n→∞

E(Φ⊗n
γ,η(|ϕ

(n)
E ⟩⟨ϕ(n)

E |);Ĥ(n))

E (71)

= lim sup
E→∞

lim
n→∞

E((Φγ,η(|1⟩⟨1|))⊗⌊E⌋⊗τ̂⊗(n−⌊E⌋)
βγ,η

;Ĥ(n))

E

≤ lim sup
E→∞

Wβγ,η ((Φγ,η(|1⟩⟨1|))⊗⌊E⌋;Ĥ(⌊E⌋))

E

=

(
lim sup
E→∞

⌊E⌋
E

)
Wβγ,η (Φγ,η(|1⟩⟨1|); ĥ)

= Wβγ,η
(Φγ,η(|1⟩⟨1|); ĥ)

= (1− γ) + γη − Hγ,η(1)−ln(1+e−βγ,η )
βγ,η

,

where in the third passage we exploited results in [70],
here Hγ,η(1) being the output entropy of |1⟩ as computed
in (65); here Wβγ,η

is the energy extractable with the use
of a perfect thermal bath with inverse temperature βγ,η
as defined in [38]. A comparison of (71) with the formula
(67), which expresses Jloc,sep(Φγ,η), reveals that, apart
from the trivial cases where γ = 0, 1, the former is always
strictly smaller than the latter – see e.g. Fig. 5. In Fig. 6
instead we report the relative difference

∆(Φγ,η) :=
Jloc,sep(Φγ,η)− r(Φγ,η)

r(Φγ,η)
, (72)

where

r(Φγ,η) :=
E(1)(Φγ,η; 1)

E⋆γ,η(1)
, (73)

is the ratio between the single-shot maximum output er-
gotropy (60) at full input energy (i.e. the separable-input
work capacitance Csep(Φγ,η, 1)) and the corresponding
optimal energy input (59). As evident from the plot,
such quantity is strictly positive in a vast volume of the
parameter region. This points out that the asymptotic
strategy maximizing the local MAWER performs better
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FIG. 6. Plot of the relative difference D(Φγ,η) of Eq. (72)
between the Jloc,sep(Φγ,η) and the ratio r(Φγ,η) for different
values of the noise parameters γ, η.

than a direct strategy in which one blindly utilizes all the
q-cells to store as much input energy as possible.

Two-uses output ergotropy

We performed a numerical search looking for two-qubit
states ρ(2) such that

E(Φ⊗2
γ,η)

(
ρ(2)

)
> 2E(1)

(
Φγ,η;E(ρ

(2))/2
)
. (74)

Any pure two-qubit state |ψ⟩⟨ψ| can be parameterized as

|ψ⟩ =
4∑
i=1

ci |i⟩ eiϕi , (75)

with ci ∈ [0, 1] and ϕi ∈ [0, 2π). Since we know that the
spectrum of the output state Φγ,η (|ψ⟩⟨ψ|) is independent
of the phases ϕi, we can set without loss of generality
ϕi = 0. Using the normalization constraint

∑
i c

2
i = 1

and the average energy constraint ⟨ϕ|E|ϕ⟩, we can re-
strict the search to a sample space of two real parameters.
Among these states, to test possible additivity violations,
we selected separable states and entangled input states of
the form

√
1− E/2 |00⟩+

√
E/2 |11⟩ and compared the

associated output ergotropy (at fixed average input en-
ergy e). The small number of real parameters involved in
the optimization allows a brute-force span of the param-
eter space. The numerical search failed though to find,
for any value of γ and η (including the ADC case η = 0),
any instance ρ verifying the strict inequality (74). There-
fore, while non exhaustive, numerical evidence seems to
suggest that E(2) (Φγ,η;E) = E(1) (Φγ,η;E). Consider-
ing that the same technique was sufficient to find viola-
tions for other qubit channels (e.g. dephasing [38]), we
conjecture the optimal output ergotropy of the GADC

(and ADC) to be additive; i.e. that E(n) (Φγ,η;E) =

E(1) (Φγ,η;E) for every n and E.

C. Composition of dephasing channels and ADCs

Adding extra dephasing to an ADC Φγ leads to the
identification of a class of maps defined by the transfor-
mations [71]

Dκ,γ(ρ̂) =

(
ρ00 + γρ11

√
1− κ

√
1− γρ01√

1− κ
√
1− γρ10 (1− γ)ρ11

)
,

(76)
with κ ∈ [0, 1] being the dephasing parameter (κ = 0
representing zero extra noise while κ = 1 representing
complete extra dephasing). These maps still commute
with the Hamiltonian evolution of the system and have
the same input-output energy relations of the ADC’s, i.e.

E(Dκ,γ(ρ̂)) = E(Φγ(ρ̂)) = (1− γ)E(ρ̂) . (77)

The optimization of the single-shot fixed-energy maxi-
mal output ergotropy proceeds along the same lines of
the other classes of maps we have analyzed so far. In
particular, also in this case we can restrict the analysis
to input states (34) whose outputs have eigenvalues

λ(±)
κ,γ (e) :=

1

2

(
1±

√
1− 4(1− γ)e[e(γ − κ) + κ)]

)
.

(78)
Eq. (A3) hence allows us to express the fixed energy
single-shot maximal ergotropy as

Ē(1)(Dκ,γ ; e) = (1− γ)e− 1

2
(79)

+
1

2

√
1− 4(1− γ)e[e(γ − κ) + κ)] ,

which, at variance with what happens for ADCs and
GADCs is not always concave w.r.t. to e. Indeed com-
puting the second order derivative we observe that

∂2Ē(1)(Dκ,γ ;e)
∂2E (80)

= −2(1−γ)(1−κ)(γ−κ(1−γ))
(1−4(1−γ)e[e(γ−κ)+κ)])3/2 ≥ 0 ⇐⇒ κ ≥ γ

1−γ ,

which implies
κ < γ

1−γ =⇒ Ē(1)(Dκ,γ ; e) concave

κ = γ
1−γ =⇒ Ē(1)(Dκ,γ ; e) linear

κ > γ
1−γ =⇒ Ē(1)(Dκ,γ ; e) convex.

(81)

Considering that Ē(1)(Dκ,γ ; e) is always positive semidef-

inite (with Ē(1)(Dκ,γ ; 0) = 0), this means that for
κ ≥ γ

1−γ , the function (79) is monotonically increasing,

achieving its maximum value

Ē(1)(Dκ,γ ; 1) = max (0, 1− 2γ) , (82)
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at the extreme of the allowed domain (i.e. for e = 1).
Accordingly we can conclude that

κ ∈ [ γ
1−γ , 1] =⇒


E⋆κ,γ(e) = E ,

E(1)(Dκ,γ ; e) = Ē(1)(Dκ,γ ; e) ,

χ(Dκ,γ , e) = emax (0, 1− 2γ) ,
(83)

where, E⋆κ,γ represents the energy value maximizing

E(1)(Dκ,γ ; e) in the interval [0, E]. In the derivation above
we used the fact that Ē(Dκ,γ ; e) in this parameter region
is a monotonically increasing convex function of e, so
χ(Dκ,γ , e) is provided by the linear interpolation between

its final value (i.e. Ē(1)(Dκ,γ ; 1)) and initial value (i.e.

Ē(1)(Dκ,γ ; 0) = 0). For κ < γ
1−γ instead, Ē(1)(Dκ,γ ; e) is

concave and can achieve its maximum inside the allowed
domain [0, 1]. A study of the first order derivative of the
function allows us to verify that, if κ ≥ 4γ − 1 (a region
which incidentally fully includes also the cases κ ≥ γ

1−γ
analyzed before), the maximum is still achieved for e = 1,
meaning that Ē(1)(Dκ,γ ; e) remains monotonous w.r.t. to
e. In this case we can hence write

∀κ ∈ [4γ−1, γ
1−γ ] =⇒


E⋆κ,γ(e) = e ,

E(1)(Dκ,γ ; e) = Ē(1)(Dκ,γ ; e) ,

χ(Dκ,γ , e) = E(1)(Dκ,γ ; e) ,
(84)

where now the value of χ(Dκ,γ , e) coincides with

E(1)(Dκ,γ ; e) since the latter is a concave function. Fi-

nally, for κ ≤ 4γ − 1 the maximum of Ē(1)(Dκ,γ ; e) is
achieved for

Eκ,γ :=
−κ+

√
γ−κ(1−γ)

2(γ−κ) , (85)

implying

κ ∈ [0, 4γ−1] =⇒


E⋆κ,γ(e) = min{e, Eκ,γ} ,

E(1)(Dκ,γ ; e) = Ē(1)(Dκ,γ ;E
⋆
κ,γ(e)) ,

χ(Dκ,γ , e) = E(1)(Dκ,γ ; e) ,
(86)

where, to express χ(Dκ,γ , e), we used the fact that since

Ē(1)(Dκ,γ ; e) is concave then E(1)(Dκ,γ ; e) is concave too.

In Fig. 7 we report a plot of E(1)(Dκ,γ ; e) and E
⋆
κ,γ(e) in

terms of γ and κ for e = 1.

Invoking (7) we can hence compute the value of the
local (and separable-input local) ergotropic capacitance

0.0 0.2 0.4 0.6 0.8 1.0

γ

0.0

0.2

0.4

0.6

0.8

1.0

κ

0.00

0.11

0.22

0.33

0.44

0.56

0.67

0.78

0.89

1.00

E

0.0 0.2 0.4 0.6 0.8 1.0

γ

0.0

0.2

0.4

0.6

0.8

1.0

κ

0.00

0.11

0.22

0.33

0.44

0.56

0.67

0.78

0.89

1.00

E

FIG. 7. Plot of E(1)(Dκ,η; 1) (Upper panel) and of the
optimal input energy E⋆

κ,γ(e) (Lower panel) as functions of
γ and κ for e = 1.

of the model,

Cloc (Dκ,γ ; e) =



emax (0, 1− 2γ) ∀κ ∈ [ γ
1−γ , 1] ,

Ē(1)(Dκ,γ ; e) ∀κ ∈ [4γ − 1, γ
1−γ ] ,

Ē(1)(Dκ,γ ; min{e, Eκ,γ})
∀κ ∈ [0, 4γ − 1] .

(87)
We stress that, at variance with what happens with the
GADCs, in this case the evaluation of Csep (Dκ,γ , e) can-
not be performed due to the fact that property (12) no
longer applies. Regarding the MAWERs, invoking The-
orem 1, from (87) we can write

Jloc (Dκ,γ) =


max (0, 1− 2γ) ∀κ ∈ [ γ

1−γ , 1] ,

(1− γ)(1− κ) ∀κ ∈ [0, γ
1−γ ] ,

(88)
where we used the fact that

∂Ē(1)(Dκ,γ ; e)

∂e

∣∣∣∣
e=0

= (1− γ)(1− κ) . (89)
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It is worth stressing that in the strong dephasing regime
(i.e. for κ ∈ [ γ

1−γ , 1]) the value of Jloc (Dκ,γ) coincides

with the value of the local MAWER we could get in the
absence of dephasing (i.e. for the ADC Φγ) when using

“classical” input states |ϕ(n)E ⟩ (see Eq. (52)). In Fig. 8
we plot the difference of the expressions in Eq. (88), we
see that coherence is needed to obtain higher values of
the local MAWER in the regime of weak dephasing, i.e.
for κ ∈ [0, γ

1−γ ].

0.0 0.2 0.4 0.6 0.8 1.0

γ

0.0

0.2

0.4

0.6

0.8

1.0

κ

−1.00

−0.82

−0.64

−0.45

−0.27

−0.09

0.09

0.27

0.45

FIG. 8. Difference between the two possible values of
Jloc(Dκ,γ) in (88), we see that for κ ∈ ( γ

1−γ
, 1] the clas-

sical strategy with input state |ϕ(n)
E ⟩ is optimal, while for

κ ∈ [0, γ
1−γ

] the coherent strategy |ψ(n)
E ⟩ outperforms the

other. So, in a vast region of parameters, coherence enhances
the efficiency of the energy storage.

IV. DISCUSSION

In this article we examined to what extent a QB com-
posed of an arbitrary number of q-cells can maintain its
initial energy after the action of environmental noise. In
particular, we focused on the self-discharging process of
the battery due to the contact with a thermal environ-
ment and we studied the loss of coherence due to ex-
tra dephasing noise. We did so by adopting the frame-
work of the quantum work capacitances and MAWERs.
We found that in the case of the generalized amplitude
damping channel quantum coherence can enhance the ef-
ficiency of energy storage, while this advantage is lost in
presence of sufficiently large dephasing. Remarkably, in
the special case of a QB in contact with a very high
temperature environment (i.e. for GADCs in the limit
η → 1

2 ), the battery is able to preserve all of its input
ergotropy.
In this sense, this work may serve as a starting point

for a more realistic analysis of the performance of
quantum batteries. While noisy channels as the ones
analyzed in this paper are in general simplified models
of those occurring in experimental setups, our results
can be of assistance in experiments design by providing
indications of the level of noise resistance and storing
strategies required to observe a quantum advantage for
energy storage quantum devices.
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tero dell’ Università e della Ricerca) through the follow-
ing projects: PNRR MUR project PE0000023-NQSTI,
PRIN 2017 Taming complexity via Quantum Strategies:
a Hybrid Integrated Photonic approach (QUSHIP) Id.
2017SRN-BRK, and project PRO3 Quantum Pathfinder.
S.C. is also supported by a grant through the IBM-Illinois
Discovery Accelerator Institute.

[1] R. Alicki and M. Fannes, Entanglement boost for ex-
tractable work from ensembles of quantum batteries,
Phys. Rev. E 87, 042123 (2013).

[2] F. Campaioli, F. A. Pollock, and S. Vinjanampathy,
Quantum batteries, in Fundamental Theories of Physics
(Springer International Publishing, 2018) pp. 207–225.

[3] G. M. Andolina, M. Keck, A. Mari, M. Campisi, V. Gio-
vannetti, and M. Polini, Extractable work, the role of
correlations, and asymptotic freedom in quantum bat-
teries, Physical Review Letters 122, 047702 (2019).

[4] D. Farina, G. M. Andolina, A. Mari, M. Polini, and
V. Giovannetti, Charger-mediated energy transfer for
quantum batteries: An open-system approach, Phys.
Rev. B 99, 035421 (2019).

[5] D. Rossini, G. M. Andolina, and M. Polini, Many-body
localized quantum batteries, Physical Review B 100,
115142 (2019).

[6] D. Rossini, G. M. Andolina, D. Rosa, M. Carrega, and
M. Polini, Quantum advantage in the charging process of
sachdev-ye-kitaev batteries, Phys. Rev. Lett. 125, 236402

(2020).
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Appendix A: Ergotropy: a brief review

The maximization on the right-hand-side of Eq. (2) ad-
mits a closed expression in terms of the passive counter-
part of ρ̂, i.e. the density matrix ρ̂pass obtained by oper-
ating on the latter via a unitary rotation that transforms
its eigenvectors {|λℓ⟩}ℓ into the eingenvectors {|Eℓ⟩}ℓ of
the system Hamiltonian Ĥ, matching the corresponding
eingenvalues in reverse order, i.e.

ρ̂ =
∑d
ℓ=1 λℓ|λℓ⟩⟨λℓ|

Ĥ =
∑d
ℓ=1Eℓ|Eℓ⟩⟨Eℓ|

 7→ ρ̂pass :=

d∑
ℓ=1

λℓ|Eℓ⟩⟨Eℓ| ,

(A1)

where for all ℓ = 1, · · · , d − 1, we set λℓ ≥ λℓ+1 and
Eℓ ≤ Eℓ+1. Explicitly we can write

E(ρ̂; Ĥ) = E(ρ̂; Ĥ)− E(ρ̂pass; Ĥ) = E(ρ̂; Ĥ)−
d∑
ℓ=1

λℓEℓ .

(A2)
Notice that for the special case in which the quantum
system is a qubit with Hamiltonian Ĥ = |1⟩⟨1|, Eq. (A2)
gives,

E(ρ̂; Ĥ) = ⟨1|ρ̂|1⟩ − λmin(ρ̂) , (A3)

with λmin(ρ̂) the minimum eigenvalue of ρ̂.

The total-ergotropy Etot(ρ̂; Ĥ) is a regularized version

of E(ρ̂; Ĥ) that emerges when considering scenarios where
one has at disposal an arbitrary large number of identical
copies of the input state ρ̂. Formally it is defined as

Etot(ρ̂; Ĥ) := lim
N→∞

E(ρ̂⊗N ; Ĥ(N))

N
, (A4)

where for fixed N integer, Ĥ(N) is the total Hamilto-
nian of the N copies of the system obtained by assigning
to each of them the same Ĥ (no interactions being in-
cluded). One can show[1, 69] that the limit in Eq. (A4)

exists and corresponds to the maximum of E(ρ̂⊗N ;Ĥ(N))
N

with respect to all possible N , implying in particular that
Etot(ρ̂; Ĥ) is at least as large as E(ρ̂; Ĥ), i.e.

Etot(ρ̂; Ĥ) = sup
N≥1

E(ρ̂⊗N ; Ĥ(N))

N
≥ E(ρ̂; Ĥ) . (A5)

The case where the system has dimension 2 represents
an exception to this rule as in this case one has that

Etot(ρ̂; Ĥ) =
E(ρ̂⊗N ; Ĥ(N))

N
= E(ρ̂; Ĥ) , (A6)

for all inputs and for all N . Most notably Etot(ρ̂; Ĥ)
can be expressed via a single letter formula that mimics
Eq. (A2), i.e.

Etot(ρ̂; Ĥ) = E(ρ̂; Ĥ)− E
(β⋆)
GIBBS(Ĥ) , (A7)

where for β ≥ 0 and Zβ(Ĥ) := Tr[e−βĤ ] =
∑d
ℓ=1 e

−βEℓ

E
(β)
GIBBS(Ĥ) := E(τ̂β ; Ĥ) = − d

dβ
lnZβ(Ĥ) , (A8)

is the mean energy of the thermal Gibbs state

τ̂β := e−βĤ/Zβ(Ĥ) , (A9)

with effective inverse temperature β; while finally β⋆ is
chosen so that ρ̂β⋆

has the same von Neumann entropy
of ρ̂, i.e.

Sβ⋆
= S(ρ̂) := −Tr[ρ̂ ln ρ̂] , (A10)

with Sβ := −Tr[τ̂β ln τ̂β ] = −β d
dβ lnZβ(Ĥ) + lnZβ(Ĥ).

For many-body quantum systems, local ergotropy is
defined by restricting to only local transformations the
optimization over the unitary set of Eq. (2), i.e.

Eloc(ρ̂; Ĥ) := max
Û∈Uloc(d)

{
E(ρ̂; Ĥ)−E(Û ρ̂Û†; Ĥ)

}
. (A11)

By construction it provides a lower bound for E(ρ̂; Ĥ)
and in case the system is represented by k non-interacting
particles (i.e. if Ĥ is given by a sum of local terms Ĥ =

Ĥ1+· · ·+Ĥk) it reduces to the sum of local contributions,

Eloc(ρ̂; Ĥ) =

k∑
i=1

E(ρ̂k; Ĥk) , (A12)

where for i =∈ {1, · · · , k} the ρ̂i represents the reduced
density matrix of the i-th subsystem of the model.

Appendix B: Alternative characterization of the
MAWER

First of all we notice that for any quantum chan-

nel Λ the quantity E(n)
⋄ (Λ;E) is non-decreasing in n for

any fixed input energy E ∈ (0, emax]. I.e. ∀ n ∈ N
E(n+1)
⋄ (Λ;E) ≥ E(n)

⋄ (Λ;E), this property is proven in
[38]. Due to this fact it easily follows that

sup
n≥⌈E/emax⌉

E(n)
⋄ (Λ;E) = lim

n→∞
E(n)
⋄ (Λ;E) . (B1)

We now define the quantity J̃⋄(Λ) as

J̃⋄(Λ) := lim inf
E→∞

lim
n→∞

E(n)
⋄ (Λ;E)

E
, (B2)

clearly for any quantum channel Λ J̃⋄(Λ) ≤ J⋄(Λ) we
now need to prove the converse.

Lemma 1. For any quantum channel Λ the following
equation holds true:

J̃⋄(Λ) ≥ sup
e∈(0,emax]

C⋄(Λ; e)

e
= J⋄(Λ) . (B3)
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Proof. By definition we have that for any e ∈ (0, emax]

J̃⋄(Λ) ≥ lim inf
E→∞

E(⌈E/e⌉−1)
⋄ (Λ; (⌈E/e⌉ − 1)e)

E

= lim inf
E→∞

(
⌈E/e⌉−1

E

) E(⌈E/e⌉−1)
⋄ (Λ; (⌈E/e⌉ − 1)e)

⌈E/e⌉ − 1

=
C⋄(Λ; e)

e
, (B4)

in the last passage we used the fact that for all the terms

of the expression the limit inferior is equal to the limit,
so we conclude

Thanks to Lemma 1 we can now state that the
MAWER can be written as

J⋄(Λ) = lim
E→∞

lim
n→∞

E(n)
⋄ (Λ;E)

E
, (B5)

here the limits do not commute.
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