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Abstract: In this study, we present a preliminary 
analysis of the relationship between the linguistic 
profile of a text and the voice properties of the 
reader aiming to improve the speech-based emotion 
recognition systems. To this aim, we recorded the 
speech signals from a group of 32 healthy volunteers 
reading aloud neutral and affective texts and used 
the BioVoice toolbox to compute some of the main 
speech features. The selected texts were analyzed to 
quantify their lexical, morpho-syntactic, and 
syntactic content. Correlation and Support Vector 
Regressor analyses between linguistic and speech 
features have shown a significant modulation of 
some voice acoustic properties performed by the 
linguistic structure of the text. Particularly, a 
significant effect was shown on some specific speech 
features often used for the assessment of human 
emotional state (e.g., F0). This suggests that the 
lexical, morpho-syntactic, and syntactic properties 
could play an important role in the emotional 
dynamics of a person. 
Keywords:  Speech analysis, linguistic profile, 
emotions, Support Vector Regressor 

I. INTRODUCTION 

Human speech is the result of fine control of up to 
eighty muscles from respiratory, laryngeal, pharyngeal, 
palatal, and orofacial groups [1]. Such control is a 
complex process that involves both somatic and 
autonomic nervous systems (ANS) activity. This latter 
is the main responsible for the regulation of bodily 
functions and is the primary mechanism of emotional 
regulation [2]. Alterations in the respiratory activity 
induced by the ANS manifest changes in the emotional 
state of the speaker by influencing the voice spectrum 
characteristics such as the fundamental frequency (F0 - 
the frequency of vibration of the vocal folds), and its 
formants (F1, F2, F3 - resonance frequencies of the 
vocal tract) [3]. Hence, speech processing represents 
one of the most promising tools in the affective 
computing field for a non-invasive assessment of the 

speaker’s emotional state [4]. Indeed, voice signal 
analysis has been successfully used to explore several 
psychological dimensions of the speaker: emotion [5], 
mood [6], stress [7, 8], and personality [9] have been 
widely studied. To effectively characterize the affective 
prosody, several previous studies have developed and 
applied analytic methods to measure changes in pitch, 
loudness, speech rate, and pause [10]. However, the use 
of these features to infer the emotional state of a 
speaker remains an extremely complex task. One 
important and still little studied source of complexity 
could be the interaction between the speaker’s hidden 
emotional state and the linguistic and semantic 
properties of what the speaker is saying. The 
combination of such linguistic and speech information 
in computational models could improve the accuracy of 
inferring the speaker’s emotional state. Indeed, a text is 
characterized by many levels of information (linguistic, 
lexical, stylistic). By annotating these levels, it is 
possible to extract many features modeling the lexical, 
grammatical, and semantic phenomena to construct a 
linguistic profile that characterizes language variations 
within and across texts [11]. The linguistic profile has 
been used for different applications, such as registry 
and genre var ia t ion [12] , or the s tudy of 
psycholinguistic phenomena. In [13], the authors have 
shown that linguistic features can be effectively used to 
predict the human perception of sentence complexity, 
intended as processing difficulty of the language. 
Linguistic aspects and their effect on human processing 
effort and perception of complexity were studied also in 
[14], where the authors demonstrate that linguistic 
aspects from context play an important role in the 
perception of complexity and cognitive processing 
effort. Recently, Singh et al. [15] have proposed a deep 
learning hierarchical model for emotion recognition, 
combining text analysis computed by ELMo v2 with 
prosody, voice quality, and spectral features. However, 
formal modeling of the relationship between prosodic 
and linguistic features has not been investigated yet. In 
this preliminary study, we aim at studying whether the 
acoustic features, commonly used to characterize 
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speech production prosody, are significantly influenced 
by the linguistic structure of the pronounced text. To 
this aim, we analyzed speech signals and linguistic 
profiles of texts with different levels of arousal and 
valence. We apply correlation and regression methods 
to understand how the linguistic profile and structure of 
the texts interact with the speech production of the same 
texts. 

II. METHODS 

A group of 33 healthy volunteers was enrolled in the 
study (17 females), aged between 26.6 and 30.0. None 
of them suffered from heart diseases, mental disorders, 
or phobias. Each participant gave their written informed 
consent, and the study was approved by the Ethical 
Committee of the University of Pisa. We selected four 
texts, two describing different medieval tortures and 
two describing text types and writing styles. Based on 
the topics covered, two texts were classified as high 
arousal and negative valence, whereas the other two 
were neutral. Moreover, before starting the experiment, 
a group of 10 subjects, other than those enrolled in this 
study, evaluated the texts in terms of arousal and value, 
confirming the arousal and valence levels supposed 
apriori based on the reading topic. Each participant was 
asked to read aloud one neutral and one affective text, 
randomly chosen [16]. All texts have similar lengths to 
make the duration of the reading similar among 
subjects. The speech signal and other physiological 
signals such as electrocardiogram and electrodermal 
activity (not considered in this study) were recorded 
during the reading task. 

A. Linguistic analysis 

The texts were divided into sentences, using the full 
stop as a splitting criterion, i.e., identifying a sentence 
as the part of text between two full stops. After the 
splitting, neutral texts contained a total of 25 sentences, 
with an average sentence length of 28 tokens; affective 
texts contained a total of 40 sentences, with an average 
sentence length of 21 tokens. Each sentence was 
analyzed from a linguistic point of view and 
represented as a vector of ∼140 features, a subset of the 
ones described in [11] that model a wide range of 
properties extracted from different levels of linguistic 
annotation. The features capture on one hand complex 
in fo rma t ion l ike the syn tac t i c phenomena 
(subordination, structure, and length of dependency 
relations, structure of the verbal predicates) or morpho-
syntactic phenomena (distribution of grammatical 
categories across the text, aspects about the verb 
conjugation), on the other hand, they capture raw 
properties, like the length of the text and its components 
(sentences and words). The features can be grouped 
based on the linguistic aspects they describe and are 
further discussed below. 

(1) Raw Text Properties. Features on the length of 
the text and of the sentences and the words that are in it; 
(2) Lexical Variety. Features on how varied the 
vocabulary of a text is, determined as the percentage of 
diverse and nonrepeated words over the total number of 
words; (3) Morpho-syntactic information. Features 
on: (i) the distribution in the text of grammatical 
categories (e.g., adjectives, nouns, determiners, 
pronouns); (ii) the ratio of content words (nouns, verbs, 
adjectives, and adverbs) over the total number of words 
in a text; (iii) the inflectional morphology, i.e., the 
distribution, for verbs and auxiliaries, of a set of 
inflectional features (e.g., mood, tense); (4) Verbal 
Predicate Structure. Features on: (i) the distribution of 
verbal heads, i.e., the average number of propositions 
(main or subordinate) co-occurring in a sentence; (ii) 
the distribution of verbal roots, i.e., the percentage of 
verbal roots out of the total of sentence roots; (iii) verb 
arity, i.e., the average number of instantiated 
dependency links sharing the same verbal head; (5) 
Global and local parsed tree structures. Features on: 
(i) the average depth of the syntactic tree, i.e., the 
average of the longest dependency link in a sentence. 
(ii) the average number of tokens per clause, where the 
number of clauses is the ratio between the number of 
tokens in a sentence and the number of verbal or 
copular heads; (iii) length of dependency links, i.e., the 
number of words occurring between the syntactic head 
and its dependent; (iv) the average depth of complement 
chains (a list of consecutive complements); (v) the order 
of the subject and the object in a sentence; (6) 
Syntactic relations. Features on the percentage 
distribution of 37 universal dependency relations; (7) 
Subordination phenomena. Features on: (i) the 
distribution of main clauses vs. subordinate clauses; (ii) 
the distribution of subordinates in post-verbal and 
preverbal position; (iii) the average number of 
subordinates recursively embedded in the top 
subordinate clause. 

B. Speech signal processing 

To analyze the speech time series and extract from each 
sentence acoustic parameters, we used the BioVoice 
toolbox [17]. The toolbox detected first only voiced 
parts of each segment. Then, F0, F1, F2, and F3 were 
calculated. In each voiced frame, F0 is estimated with a 
two-step procedure: first, Simple Inverse Filter 
Tracking (SIFT) was applied to signal time windows of 
fixed length related to the F0 range; secondly, F0 is 
adaptively estimated on signal frames of variable length 
inversely proportional to F0, through the Average 
Magnitude Difference Function (AMDF) within the 
range provided by the SIFT [18]. To extract formants 
values, Autoregressive Power Spectral Density (AR 
PSD) was considered. Furthermore, in each sentence, 
the total time duration of reading, the overall voiced 
duration, and the average voice duration were extracted. 
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C. Statistical analysis and modeling of the features
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features of the voice in each sentence, as they are 
subject-dependent. For each subject and each frequency 

feature (F0, F1, F2, and F3), we computed , as 

 where represents the frequency 
feature of interest (in neutral or emotional test in each 

sentence) and  the mean of the frequency of the 
corresponding neutral texts, computed for all time 
duration. As a first analysis, we examined the 
relationship between linguistic features and speech 
features. In this way we could understand which 
linguistic aspects of the text are most related to speech 
production, discovering the underlying interaction 
between linguistic structure and speech. To do so, we 
correlated each linguistic feature with every speech one, 
using Spearman’s correlation coefficient. We selected 
all pairwise correlations that had a correlation 
coefficient different from zero and a p-value < 0.05. 
Afterward, we tested the predictive strength of the 
linguistic profile. We implemented a regression model 
to predict acoustic parameters, using as input to the 
model the linguistic features. We employed a Support 
Vector Regressor (SVR) implemented with a Radial 
Basis Function (RBF) kernel and standard parameters. 
To account for within-subject repetitions, we used 
leave-one-out cross-validation, training the model on all 
subjects minus one, and testing on the left-out subject. 
The baseline was calculated by running the model with 
only the length of sentences as input feature.

III. RESULTS

Table I shows a summarized representation of the 
correlation results between speech frequency features 
and linguistic features. Linguistic features are grouped 
according to their function and the linguistic aspect they 
describe. We report the percentage of subjects for which 
the features in the group were significantly correlated 
with acoustic features; when two percentages are 
presented, they indicate the minimum and the 
maximum number of subjects for which the different 
linguistic features of the group were significant. 
Overall, linguistic features within the same group were 
significant for a similar or the same number of subjects. 
As expected, acoustic features that reflect the length of 
the sentences (Mean and Signal Duration) were always 
correlated with linguistic features that encode aspects of 
sentence length, for most subjects. We found significant 
correlations for a high number of subjects for F0 and F3 
and many linguistic aspects, while F1 and F2 were the 
least correlated with linguistic features. The highest 
correlations were found with features regarding 
subordination phenomena and the structure of the 
parsed tree, especially for F3, with up to 70% of 
subjects showing a significant correlation. Most 

linguistic features that show significant correlations are 
related to different aspects of language complexity, such 
as the length of sentences, syntactic structures (e.g., 
longer dependency links), or the verbal morphology 
(e.g., a past verbal tense may be perceived as more 
complex than the present tense). In Table II, we report 
the results for the prediction of the acoustic features 
using the SVR model. 

To evaluate the goodness of the model, we correlated 
the model’s predictions with the actual values of the 
features that we predicted, calculating the mean 
Spearman’s correlation and its variance over all 
subjects. Percentages show the number of subjects for 
which the predictions were significantly correlated. Our 
predicting model always performed better than the 
baseline. The robustness of the model is confirmed by 
the low variance, indicating that the acoustic values 
predicted are consistent among the different subjects. 
The prediction of mean and signal duration was 
significant for almost every subject. This was expected, 
as these features are directly linked to the length of the 
sentences, a feature that the model could see in input. 
The predictions of F1 and F2 were significant for many 
subjects (>60%). Contrary to what was seen previously 
in the correlation analysis, where F0 and F3 were 
obtained significant results for a high number of 
subjects, when predicting them with the SVR their 
predictions are significant for a low number of 
subjects. 

IV. Discussion and conclusion

In this preliminary study, we combine the analysis of 
the linguistic profile of neutral and emotional texts with 
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the speech analysis of the reader. We assumed that the 
speech signal reflected the emotional state induced by 
the task and assessed by the SAM. Correlation and 
regression methods were used to understand how the 
linguistic profile and structure of the texts interact with 
speech production. We found a statistically significant 
relationship between some of the linguistic properties of 
the text, regarding their syntactic structure, 
subordination phenomena within the texts and the 
verbal predicate structure, and the speech features that 
describes some prosodic aspects of speech often related 
to the human emotional state (e.g., F0, F3). This could 
suggest a double possible interpretation: on the one 
hand, it could suggest that the linguistic structure of the 
pronounced sentence may be a confounding factor that 
masks the actual contribution of prosodic features in the 
estimation of the emotional state. On the other hand, the 
linguistic structure itself could have a direct influence 
on the emotional state of the subject. This last 
hypothesis has already been supported by some studies 
that have combined the features derived from voice 
processing with some linguistic features to feed 
classifiers for the recognition of the emotional state [15, 
19]. However, in these studies, the encoding of the text 
considers the lexical and contextual aspects of language 
but does not consider other important features 
considered in our study such as morpho-syntactic or 
syntactic ones. Indeed, these features could have a 
strong impact on the emotional state of an individual, 
because they are related to a variety of psycholinguistic 
phenomena and could affect the cognitive load and 
processing difficulty of the language user. Future 
studies will investigate the selected linguistic features to 
estimate their actual effect on emotional state 
prediction. Moreover, we will consider other 
physiological parameters such as electrocardiogram and 
electrodermal activity recorded during the reading task 
to evaluate their correlation with voice and linguistic 
parameters in affective reading. 
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